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Abstract

Multiple crises have marked the formative years of young adults. These crises heightened the need for
information while also creating a large audience for misinformation. This article highlights digital resilience in
four countries (the US, the UK, France, and Canada) and across different age groups, using a survey
conducted in February 2021 at the apex of a series of crises. Based on a sample of 6,000 respondents, the
two youngest age groups are more likely to use fact-checking websites, verify suspicious information, and
report misinformation to social media platforms. These practices reflect digital resilience. In terms of
cross-national differences, respondents from the US have higher use of fact-checking sites, which can be
explained by the structural availability of these websites, which tend to focus on American content. In line
with theories about uncertainty avoidance, respondents from France have higher rates of verification of
suspicious information. Canada is distinctive in its low rates of misinformation reporting to social media
platforms. While much of the scholarship has focused on political ideology as shaping engagement with
misinformation, this study highlights generational differences, cultural differences, digital literacy
programming, structural opportunities, and regulatory frameworks that may shape practices related to
digital resilience.

Keywords
Canada; comparative politics; digital media; fact-checking websites; France; generational differences;
misinformation; resilience; United Kingdom; United States

1. Introduction

Consecutive and cumulating crises have marked young adults’ formative years. These crises include the
climate crisis, the pandemic, the outbreak of war in Europe, and increased conflict between Israel and
Palestine. These crises have heightened the need for accurate information while also creating a fertile
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ground for the creation and dissemination of false or misleading information. There are generational
differences in how people respond to crises. For older generations, these crises may prompt greater news
consumption to address a need for orientation (Van Aelst et al, 2021), resulting in greater news
consumption during the pandemic (Andersen et al., 2024; de Bruin et al., 2021).

However, the youngest generations never developed a news media habit and instead tend to avoid the news
(Espeland, 2024; Gorski & Thomas, 2022). During a crisis, they may seek out or be accidentally exposed to
alternative sources of (online) information. Lower use of quality legacy news sources and higher use of
online (unfiltered) sources can increase vulnerability to misinformation, conspiracy theories, and deepfakes
(Humprecht et al., 2020; Mahl et al., 2023). Instead of reinforcing existing portrayals of young adults as
vulnerable, this article highlights how they actively engage with misinformation in ways that contribute to
their resilience against its dire effects.

The study utilizes survey data collected in 2021 to explore digital resilience during the height of the pandemic,
the reframing of the climate crisis as an emergency, and immediately before the outbreak of war in Europe.
While the differences are theorized in terms of social and political context (macro) and digital training (meso),
the empirical work is based on individual or micro-level measures. Based on the pooled data, the two youngest
age groups are more likely to check suspicious information against other online sources, report it to social
media platforms/technology companies, and use fact-checking websites. These three practices are consistent
with the concept of digital resilience. Generational differences in digital resilience are theorized in terms of
access to digital literacy training.

In terms of cross-national differences, the US is exceptional in the high use of fact-checking sites, reflecting
the structural availability of these sites, as well as high rates of misinformation exposure, social media use,
and polarization, which provide motives for using these fact-checking sites. France is distinctive in relation
to checking suspected misinformation against other sources, which is explained in terms of uncertainty
avoidance. Finally, Canada is unique in its low rates of reporting misinformation to platforms, which may be
related to the nature of digital literacy programming in Canada, which focuses on the other two activities,
rather than reporting.

This research contributes new insights about digital resilience during global and perpetual crises.
Additionally, the study provides new theoretical insights into understanding generational and cross-national
differences. Finally, the findings and theoretical framework help to understand contemporary threats to the
online information environment, including deepfakes, as well as Al-generated content more broadly.

2. Literature Review
2.1. Defining Digital Resilience Against Misinformation

According to Tomkova (2020, p. 417), digital social resilience involves using “computer and data enhanced,
social adaptive processes to withstand external shocks and cyber threats.” In other words, groups and
communities can utilize digital tools to address social, political, and environmental challenges (Tomkova,
2020). Tomkova (2020) mentions fact-checking and debunking as digital activities related to digital
social resilience.
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Humprecht et al. (2020) developed a framework for examining resilience to disinformation in different
countries and tested the framework using exposure to misinformation. The current study focuses on
countering misinformation, measured as three activities: using fact-checking websites, verifying
misinformation against other sources, and reporting misinformation to social media platforms. The first two
activities align with what Chang (2021, p. 647) refers to as “acts of authentication,” whereas the reporting of
misinformation has been rarely studied in the scholarly literature.

Social media platforms/companies have modified their practices regarding the monitoring and reporting of
misinformation. The platforms have terminated or reduced funding for their fact-checking initiatives and
instead rely on community (or user) reports (McMahon et al., 2025). In other words, social media companies
have moved the responsibility to citizens to monitor the accuracy of information. After reviewing the variety
of legislative and platform-specific initiatives to combat harmful content, Chakravorti (2025, p. 219)
recommends investing “in the area of user education and to institutionalize it in schools across the
world...educated digital consumers represent the best—and most inclusive—defense against the scourge of
disinformation.” In short, digital literacy training and skill development are critical.

In this context, it is more important than ever before to understand users’ abilities and efforts to monitor their
information environment.

2.2. Generational Differences in Digital Resilience

In their resilience model, Humprecht et al. (2020) claim that low trust in news and high social media use
would decrease resilience against misinformation (also see Dragomir et al., 2024). Yet, these two
characteristics define young people’s experiences of media use (Fletcher et al., 2025; Kalogeropoulos et al.,
2019). These patterns would suggest that young people are particularly vulnerable to misinformation.
Yet, the empirical work does not offer a clear answer.

Some studies find that age negatively relates to exposure to misinformation (Bachmann et al., 2024;
Boulianne & Hoffmann, 2024; Hoffmann & Boulianne, 2025), meaning that younger people have higher
rates of exposure. Other studies claim there are no significant age differences in misinformation experiences
(S. Lee et al., 2023; T. Lee et al., 2023; Neyazi et al., 2022). Another set of studies suggests that the
relationship between age and exposure to misinformation varies by topic, with young people reporting
higher exposure to Covid-19 misinformation (Boulianne et al., 2022; Chan et al., 2025) but lower levels of
exposure to political misinformation compared to older individuals (Chan et al., 2025; Moore et al., 2023).
Holt et al. (2025) find that middle-aged women are the most exposed to misinformation. Scholarly attention
has focused more on understanding exposure to misinformation, rather than countering misinformation.

Younger people are more likely to use fact-checking websites (Chia et al., 2024; Robertson et al., 2020; cf. Park,
2024). Indeed, Robertson et al. (2020) find that age and political ideology have similar effect sizes. Young
people’s greater engagement may be a result of spending more time online and a general preference for online
news and information sources over offline sources (Kalogeropoulos et al., 2026). Furthermore, their greater
use may be a product of greater awareness of fact-checking. Studies show that young people are more likely
to report familiarity with the fact-checking movement in journalism (Lyons et al., 2020; Robertson et al., 2020).
Furthermore, younger people tend to find fact-checking sites to be useful (Robertson et al., 2020).
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A meta-analysis demonstrates that exposure to fact-checked information tends to reduce misperceptions
(Walter et al., 2020), even in relation to deepfakes (Dan, 2025). Goyanes et al. (2025) consider a battery of
activities related to verifying the accuracy of information. They find that verifying information increases
confidence in identifying misinformation, based on a two-wave panel study. Despite the critical role of
fact-checking in reducing misperceptions, Graham and Porter (2025) argue that there is low demand for
fact-checking; few people fact-check when they are exposed to misinformation. Nonetheless, the use of
fact-checking sites is indicative of digital resilience, especially related to misinformation.

According to Ofcom, 35% of online users reported harmful content (Ofcom, 2024). The survey included a
range of reporting options, including reporting to Ofcom, the police, and/or the platform (Ofcom, 2024). Only
17% of young people report harmful content, such as misinformation, offensive language, and trolling, when
they see it. Platforms report that of the millions of pieces of flagged content, approximately 5-6% of this
content is removed (Ofcom, 2023). Since very little of the flagged content is removed, users may question
whether the effort is worth it.

The process of reporting misinformation to platforms is complex and varies by platform. First, users must
have the skills to identify how to report problematic content on a specific platform, since the platforms do
not have standard techniques to report this problematic content. The option to report a post can be clearly
labelled under the post, as is done on YouTube, but it can also be hidden in a variety of extra features, such
as expressing disinterest in a post, hiding a post, or blocking or snoozing a user, as is the case with Facebook.
Or, in some cases, the specific post cannot be reported, but a user can be, such as WhatsApp.

Second, users might need to choose who to report the post to: the group administrator/moderator or the
platform; they would need to understand the different roles and responsibilities of administrators/
moderators versus platforms. Relatedly, Facebook has options to report the post, the image, or the reel,
adding to the complexity of the reporting process, which further blurs the responsibilities for addressing
problematic content.

Third, users require the confidence to identify the topic of the problematic content, since different platforms
use different terminology. For example, the form for reporting this content might ask if the content is
harassment, hate speech, pornography, fraud, a copyright or trademark violation, illegal activities, spam, or
misinformation. Some platforms include misinformation, false information, or misleading content, while
others do not. Reddit, for example, has an option for manipulated content, but no option to report
misinformation at the time of this article’s writing.

Fourth, platforms are continually changing the process for reporting problematic content. As such, each new
report of misinformation might require learning a new reporting process. The series of steps will favour young
people who have stronger digital skills, but the effort required to report will also only engage those who are
highly motivated to see specific content removed. The first hypothesis is:

H1: Young people are more likely to (a) visit fact-checking websites, (b) check misinformation against
other sources, and (c) report misinformation to platforms.
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2.3. Digital Literacy

Meta-analyses of research find that media literacy programs are an effective way to counter misinformation
(Huang et al., 2024; Lu et al., 2024). Media literacy can be defined as “how people critically consume and
produce media in all forms...abilities to access, evaluate, analyze, reflect, and create media across platforms,
modalities, and content areas” (Mihailidis, 2022, p. 999). Digital literacy focuses on how people critically
consume and produce online content. For younger generations, digital literacy would be a core part of their
K-12 school curriculum.

For example, in Canada, MediaSmarts - Canada’s Centre for Digital Media Literacy provides programming to
build skills in identifying misinformation. There are specific links for teachers and parents, as well as an option
for self-directed learning. In their program to combat misinformation, Break the Fake, they encourage the use
of fact-checking tools, recommend checking other sources, and provide tips on verifying online information.
As a result of the digital literacy programming, participants develop digital skills, such as the ability to identify
misinformation, including identifying deepfakes. MediaSmarts offers a tipsheet for checking deepfakes, which
includes checking the source, consulting fact-checkers, and doing a reverse image search. In its programming,
MediaSmarts does not cover the reporting of misinformation to social media platforms.

Media literacy programming tends to follow this same template and makes its programming available online to
everyone. As such, it is not easy to connect specific programming to specific outcomes or audiences. Instead,
this study considers whether a respondent is a current student as a proxy for exposure to digital literacy
programs. Education could also be considered a proxy, but older people’s schooling was unlikely to cover digital
literacy. In a survey of adults aged 18 or older, student status likely refers to attending a college, technical
school, or university. In many cases, librarians have created digital literacy resources to help students across
campus understand how to identify and check misinformation, particularly against credible sources, such as
those available in the library. The second hypothesis is:

H2: Students are more likely to (a) visit fact-checking websites, (b) check misinformation against other
sources, and (c) report misinformation to platforms.

2.4. Cross-National Differences in Digital Resilience

As noted, Humprecht et al. (2020) developed a framework for examining resilience to disinformation in
different countries. The US is more vulnerable to disinformation due to “its large advertising market, its weak
public service media, and its comparatively fragmented news consumption” (Humprecht et al., 2020, p. 506).
Additionally, the US is distinctive in its two-party system, which contributes to political polarization.
Empirically, social media use remains the most consistent predictor of misinformation experiences across
different countries (Boulianne et al., 2022). Social media use and polarization are related (Kubin &
von Sikorski, 2021). As such, the US is particularly vulnerable to misinformation; however, American citizens
may also be motivated to engage with misinformation due to high polarization, which encourages citizens to
verify or discredit information, especially claims made by out-groups.

Huang et al's (2024) meta-analysis of media literacy interventions and misinformation found that these
interventions are most effective in cultures with high uncertainty avoidance. In cultures characterized as
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having high uncertainty avoidance, individuals tend to feel threatened by the unknown (Hofstede, 2025).
In the context of misinformation, citizens in these cultures have a strong desire to seek new information and
develop skills that will reduce their uncertainty (Huang et al.,, 2024). In these cultures, media literacy
interventions may be more effective.

We extend this idea to countering misinformation. Those in high uncertainty avoidance cultures will be
motivated to use fact-checking sites and other sources of information to determine the truthfulness of the
information. They want to resolve their uncertainty because it creates unsettled feelings or causes anxiety.
For the four countries considered in this study, France has the highest uncertainty avoidance (Hofstede,
2025). If there's support for this theory, we would see a consistent pattern of respondents in France having
higher levels of countering misinformation.

However, untangling the theoretical explanation of cross-national differences is challenging, as France also
differs from the other three countries in terms of lower social media use and lower trust in the media,
according to the Digital News Report (Newman et al., 2024). Table 1 offers macro-level statistics about each
country. Social media use and trust in media are core variables for the Online Disinformation Resilience
model, which focuses on exposure to misinformation (Humprecht et al., 2020). France has low use of social
media, suggesting high resilience. On the other hand, France has low trust in the news, suggesting low
resilience. As such, understanding France’s resilience will need to consider its high uncertainty-avoidance
culture, as well as the media system and adoption of social media.

Table 1. Macro-level characteristics of the four countries.

us UK France Canada
Uncertainty avoidance score (Hofstede, 2025) 46 35 86 48
Percentage who trust the news (Newman et al., 2024) 32 36 31 39
Percentage who use Facebook (Newman et al., 2024) 61 63 55 60
Percentage who use YouTube (Newman et al., 2024) 60 53 47 62

To cover the different possible results, a research question, rather than a hypothesis, is proposed:

RQ1: Are there cross-national differences in the countering of misinformation (visiting fact-checking
websites, checking misinformation against other sources, and reporting of misinformation to platforms)?

3. Methods
3.1. Sample

This study is based on a survey administered to an online panel by Kantar-Lightspeed in February 2021. The full
sample includes more than 6,000 respondents with 1,500 respondents in each of the four countries: Canada,
the UK, France, and the US. Strict quotas were used to ensure the composition of the online panel matched
census data for each country in terms of age, gender, and education. The survey was administered in both
English and French. The project was approved (MacEwan University, File No. 101856) in accordance with
Canada'’s Tri-Council Policy Statement: Ethical Conduct for Research Involving Humans. The survey was funded
through Canadian Heritage's Digital Citizenship Initiative. The choice of countries is based on Canada as the
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focal point—Canada’s two founding nations and Canada’s only neighbour. This study investigates generational
and cross-national variations in practices that constitute digital resilience, focusing on the role of digital literacy.
Replication and data files are available at https://doi.org/10.6084/m9.figshare.30837497

3.2. Measures

Respondents were asked, “During the past 12 months, how often have you visited the websites OR social
media pages of...a fact-checking organization, such as Politifact and Fact Check?” The last example covers
the American FactCheck.org as well as the AFP (Agence France-Presse) Fact Check. While respondents were
offered responses related to frequency, the distribution of answers was highly skewed because only 31% of
the pooled sample had used these sources. As such, the frequency measure was converted into a dichotomous
variable: used (1) or did not (0). Figure 1 outlines the differences by country. Respondents from France were
the least likely to report using fact-checking websites.

100%
90%
80%
70%
60%
20% 44%

40%
31%
30% 27%

21%

20%
10%

0%

United States United Kingdom France Canada

Figure 1. Cross-national differences in the use of fact-checking websites.

In terms of age differences for the use of fact-checking sites (Figure 2, orange triangle line), the two youngest
age groups were the most likely to report using them (51% and 50%), whereas the oldest age groups were the
least likely to use them (16% and 18%).

The survey posed a series of questions about misinformation, followed by questions about the topic, source,
and reactions. If respondents reported seeing misinformation (false or misleading information) on social media
in the past month, they received a follow-up question: “When you saw this misinformation, did you check the
information to compare it to other sources of information?” For the pooled sample, 52% reported that they
checked the information against other sources. Figure 3 reports the country-specific results. Respondents
from the UK were the least likely to check the misinformation against other sources. In terms of age differences
(Figure 2, blue square line), the youngest age group was the most likely to report checking this information
(63%), whereas the two oldest age groups were the least likely (43%).
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Figure 2. Age differences in the countering of misinformation.
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Figure 3. Cross-national differences in the checking of misinformation against other sources.

For those who reported seeing misinformation on social media in the past month, they were asked: “When
you saw this misinformation, did you report it to the social media company/platform (e.g., Facebook)?” For the
pooled sample, only 20% claimed to have reported misinformation. Figure 4 outlines the country differences
in reporting misinformation to the social media company/platform. Respondents from the US were more likely
to report misinformation to the social media company/platform, and Canadians were the least likely. In terms
of age differences (Figure 2, grey circle line), the two youngest age groups were the most likely to report
misinformation to platforms (34% and 33%), whereas the oldest age group was the least likely (6%).
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Figure 4. Cross-national differences in the reporting of misinformation to the social media company/platform.

Table 2 offers descriptive statistics and measurement details for the predictor variables. As noted above, the
percentages for age, gender, and education match official or census data within each country (National
Institute of Statistics and Economic Studies, 2018; Office for National Statistics, 2016; Statistics Canada,
2016; US Census, 2019). Respondents were offered a series of categories for household income in the
currency of their respective countries. These categories were then converted into quintiles, so that
approximately 20% of respondents are in each of the five new categories; this variable is not included in
Table 2 because the means and standard deviations are not interpretable. To assess student status, we asked
about respondents’ current status (or how they spend the majority of their time). Our measure is effective in
capturing full-time college or university students, but is unlikely to capture part-time students who
also work.

The statistical models account for political interest and ideology, as prior studies in the US (Graham & Porter,
2025; Park, 2024; Robertson et al., 2020) and in Europe (Goyanes et al., 2025; Lyons et al., 2020) found these
variables to predict attitudes toward and the use of fact-checking sites. As noted in the literature review, the
effect size for political ideology is equivalent in magnitude to the effect of age on the use of fact-checking
sites (Robertson et al., 2020). Yet, scholarship has primarily focused on political ideology at the expense of
theorizing age differences.

In addition, the models control for self-assessed knowledge about deepfakes. This question was part of a
series of questions designed to measure digital skills. This single item is used as it is the most aligned with the
topic of this study. There are no claims about causality with the inclusion of this variable; instead, the results
should be treated as correlational and exploratory.
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Table 2. Descriptive statistics by country.

Min-Max All us UK France Canada
Ages 18 to 24 Oor1 10% 12% 11% 10% 12%
Ages 25 to 34 Oor1 17% 18% 17% 15% 16%
Ages 35 to 44 Oor1 16% 16% 16% 16% 15%
Ages 45 to 54 Oor1l 18% 17% 18% 17% 18%
Ages 55 to 64 Oor1 16% 10% 17% 22% 16%
Ages 65 or more Oor1l 23% 27% 21% 20% 23%
Females Oor1l 51% 51% 49% 51% 52%
High school or less Oor1l 49% 42% 56% 56% 42%
Some college Oor1 18% 19% 10% 18% 25%
Bachelor’s degree Oor1 24% 26% 26% 19% 25%
More than a bachelor’s degree Oor1 9% 13% 8% 7% 8%
Student Oor1 5% 5% 5% 5% 6%
Please rate your understanding of the following 1-5 2.06 212 1.92 2.20 1.99
digital concepts: deepfake (no understanding, (1.312) (1.39) (1.25) (1.30) (1.28)
little, some, good, full understanding)
How interested would you say you are in politics? 1-4 252 273 251 2.29 2.54
(not at all, not very, fairly, very) (0.96) (0.99) (0.94) (0.97) (0.91)
In politics, people sometimes talk of left and right.
Where would you place yourself on this scale?
0 to 3 are left-wing Oor1l 18% 17% 16% 19% 21%
7 to 10 are right-wing Oor1 26% 35% 25% 25% 19%
All others Oor1 56% 48% 59% 56% 60%

4. Results

Regarding H1 (pooled sample), the two youngest age groups do not differ significantly in their ability to
counter misinformation, as measured by the three different activities; the oldest age group is the least likely
to engage in these three activities (Tables 3, 4, and 5). These patterns underscore the need for a
generational, rather than a linear, approach to age. However, the strength of these patterns differs slightly
by country and by activity. These patterns are strongest and most consistent when considering the use of
fact-checking websites (Table 1) and reporting misinformation to platforms (Table 3). The age patterns are
inconsistent in the UK and France when considering the verification of misinformation against sources
(Table 2). In these two countries, age differences are smaller and not significant in relation to checking
misinformation against other sources.

As noted, we use current student status to identify respondents who are likely to have received digital literacy
training (H2). For the most part, we find that across the four countries, student status is not a significant
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predictor of engaging in these three activities. Being a current student in Canada is negatively correlated with
the use of fact-checking websites (Table 1). The direction of this relationship is contrary to what we expect.

Regarding cross-national differences (RQ1), we find that the US is exceptional in the higher rates of using
fact-checking websites (Table 3; Figure 1). In terms of checking misinformation, Canada has similar rates as
the US, but France has significantly higher rates and the UK has significantly lower rates, compared to the US
(Table 4; Figure 3). In terms of reporting misinformation to social media platforms, France and the UK do not
differ significantly from the US; however, Canada has lower rates of reporting compared to the US (Table 5;
Figure 4).

Beyond the research questions and hypotheses, several other noteworthy findings are also present. In all
four countries, the self-assessed ability to identify deepfakes positively relates to all three measures of
countering information (Tables 3, 4, and 5). With cross-sectional data, we cannot assess the causal flow. This
self-assessed knowledge may predict these three activities, but likewise, these three activities may predict a
respondent’s ability to identify deepfakes. As such, we assess correlations. Understanding deepfakes
positively correlates with using fact-checking websites, verifying misinformation against other sources, and
reporting misinformation to platforms.

Educational differences are rarely statistically significant; however, they are stronger in the use of
fact-checking websites than in the other two activities (pooled sample in Table 3 versus pooled samples in
Tables 4 and 5). There are only a few ideological differences. Of the three measures, political ideology
appears to have the strongest role in the reporting of misinformation to social media platforms. In the US
and UK, right-wing users are more likely to report misinformation to social media platforms. In Canada, both
ideological groups are more likely to use fact-checking websites compared to those with no ideological
affiliation. Political ideology does not predict the checking of misinformation in any of the four countries
studied. Political interest is a consistent and positive predictor of countering misinformation (all
three activities).

Across the three activities and four countries, we find only one gender difference: In France, females are less
likely to use fact-checking websites. Income rarely predicts the counteraction of misinformation.
The exceptions are in the US, where it increases the use of fact-checking sites, and in the UK and France,
where it reduces the reporting of misinformation to social media platforms. Overall, these models work
better for explaining rates of fact-checking, compared to the other two activities (see Nagelkerke R-squared
for the various models).
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Table 3. Logistic regression of the use of fact-checking websites.
Pooled us UK France Canada
ExpB p ExpB p ExpB p ExpB p ExpB p
Ages 25t0 34 (H1) 0834 0.165 0.685 0.141 1016 0.951 1430 0.225 0.570 0.033

Ages 35to 44 (H1) 0.466 <0.001 0452 0.003 0.617 0.080 0.646 0.162 0.317 <0.001
Ages 45 to 54 0.346 <0.001 0.206 <0.001 0.510 0.016 0.377 0.002 0.346 <0.001
Ages 55 to 64 0.192 <0.001 0.181 <0.001 0.401 0.002 0.184 <0.001 0.110 <0.001
Ages 65 or more 0.168 <0.001 0.185 <0.001 0.163 <0.001 0.191 <0.001 0.108 < 0.001
Females 0.875 0.054 1.042 0.756 0.890 0424 0.608 0.002 0.901 0.445
Some college 1258 0014 1438 0041 1.142 0563 1.149 0509 1.298 0.123
Bachelor’s degree 1.374 <0.001 1.263 0.170 1.325 0.092 1511 0.034 1346 0.077

More than 1.331 0019 1354 0.163 0.986 0959 1532 0.123 1.133 0.630
bachelor's degree

Income quintile 0.990 0705 1.187 0.001 0943 0.257 0.906 0.108 0.920 0.115
Student (H2) 0.647 0.009 0.626 0.175 0.517 0.075 0.841 0.638 0.530 0.039
Deepfake 1470 <0.001 1528 <0.001 1.603 <0.001 1.429 <0.001 1.378 <0.001

understanding

Political interest 1.706 <0.001 1.747 <0.001 1.542 <0.001 1.801 <0.001 1.760 <0.001

Left-wing 1.161 0094 1382 0.070 1.066 0741 0.778 0227 1391 0.040
Right-wing 1221 0013 0991 0.948 1300 0.116 1.034 0853 1.772 0.001
Canada (RQ1) 0.613 < 0.001

UK (RQ1) 0.489 <0.001

France (RQ1) 0.338 < 0.001

Nagelkerke 0.312 0.336 0.272 0.298 0.279
R-squared

n 5,593 1,403 1,356 1,392 1,442

Notes: The reference groups are youth (those aged 18 to 24 years), males, those with high school or less, non-students,
those in the centre or reporting no ideological leanings, and the US; missing cases are almost entirely due to missing data
on income; the table reports odds ratios; when the odds ratios are greater than 1.00, the relationship is positive; when
the odds ratios are less than 1.00, the relationship is negative.
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Table 4. Logistic regression of checking misinformation against other sources.
Pooled us UK France Canada
ExpB p ExpB p ExpB p ExpB p ExpB p
Ages 25to 34 (H1) 0.814 0.129 0589 0.046 0889 0.667 1237 0.503 0.897 0.684

Ages35to 44 (H1) 0.726 0.023 0.503 0.014 0968 0.910 1.003 0.994 0.695 0.195
Ages 45 to 54 0.706  0.015 0.305 <0.001 1.020 0945 1035 0917 0.866 0.607
Ages 55 to 64 0.515 <0.001 0.249 <0.001 0.718 0.276 0.814 0.524 0.533 0.033
Ages 65 or more 0.453 <0.001 0.250 <0.001 0.742 0.332 0.593 0.116 0.494 0.015
Females 0.981 0.786 0.838 0.215 1.182 0.268 0.985 0917 1.015 0.915
Some college 1.174 0.089 1306 0.161 0.923 0745 1335 0.129 1.131 0464
Bachelor’s degree 1.178 0.063 1.252 0224 1.225 0238 1865 0.003 0.811 0.215

More than 1273 0063 1592 0.054 1340 0316 0.952 0863 1.164 0.568
bachelor's degree

Income quintile 0.958 0.111 0960 0472 0917 0.108 0.991 0876 0.975 0.640
Student (H2) 0.925 0.651 0.869 0.697 0590 0.154 1529 0294 1.089 0.784
Deepfake 1.258 <0.001 1.252 <0.001 1.314 <0.001 1.253 <0.001 1.186 0.001

understanding

Political interest 1.510 <0.001 1477 <0.001 1.709 <0.001 1401 <0001 1496 <0.001

Left-wing 1.136 0.160 1.446 0.060 0.911 0.637 1109 0.587 1.163 0.353
Right-wing 1.039 0646 0871 0376 1.188 0.323 1.008 0.965 1219 0.251
Canada (RQ1) 1.044 0.643

UK (RQ1) 0.750 0.003

France (RQ1) 1.381 0.001

Nagelkerke 0.130 0.186 0.148 0.132 0.091
R-squared

n 3,926 1,033 914 911 1,068

Notes: The reference groups are youth (those aged 18 to 24 years), males, those with high school or less, non-students,
those in the centre or reporting no ideological leanings, and the US; missing cases are due to a filter—only those who
reported seeing misinformation were asked this follow-up question; the table reports odds ratios; when the odds ratios
are greater than 1.00, the relationship is positive; when the odds ratios are less than 1.00, the relationship is negative.
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Table 5. Logistic regression of reporting misinformation to the social media company/platform.
Pooled us UK France Canada
ExpB p ExpB p ExpB p ExpB p ExpB p
Ages 25to 34 (H1) 0857 0.268 0.705 0.166 0.907 0.750 1.530 0.195 0.582 0.055

Ages 35to 44 (H1) 0.661 0.006 0.502 0.013 0.779 0452 1.180 0.634 0421 0.006
Ages 45 to 54 0.384 <0.001 0.228 <0.001 0.440 0.023 0.672 0.280 0.336 0.001
Ages 55 to 64 0.220 <0.001 0.109 <0.001 0455 0.044 0.261 0.001 0.180 <0.001
Ages 65 or more 0.127 <0.001 0.051 <0.001 0.224 0.001 0.296 0.004 0.093 <0.001
Females 0.973 0.763 0.837 0.314 0.961 0.841 1.107 0.589 0.966 0.852
Some college 1.158 0.229 0.853 0523 1.099 0759 1335 0225 1.612 0.036
Bachelor’s degree 1.043 0.703 0.774 0265 0995 0984 1274 0.298 1284 0.264

More than 1.052 0.747 0938 0.823 1.383 0.340 0.659 0.250 1.299 0.455
bachelor's degree

Income quintile 0.913 0.008 1.009 0.896 0.851 0.022 0.851 0.027 0.942 0.388
Student (H2) 0.985 0930 0.743 0.387 1.320 0486 1.096 0818 0912 0.781
Deepfake 1.341 <0001 1.318 <0.001 1.357 <0.001 1.424 <0.001 1.239 0.001

understanding

Political interest 1.371 <0001 1.531 <0.001 1.347 0.013 1305 0011 1.285 0.019

Left-wing 0.936 0576 1174 0499 1.116 0.684 0.616 0.061 0.909 0.663
Right-wing 1.553 <0.001 1496 0.039 2795 <0.001 1.142 0526 1201 0.407
Canada (RQ1) 0.755 0.018

UK (RQ1) 0.808 0.080

France (RQ1) 1.021 0.864

Nagelkerke 0.214 0.321 0.208 0.210 0.154
R-squared

n 3,926 1,033 914 911 1,068

Notes: The reference groups are youth (those aged 18 to 24 years), males, those with high school or less, non-students,
those in the centre or reporting no ideological leanings, and the US; missing cases are due to a filter—only those who
reported seeing misinformation were asked this follow-up question; the table reports odds ratios; when the odds ratios
are greater than 1.00, the relationship is positive; when the odds ratios are less than 1.00, the relationship is negative.
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5. Conclusion
5.1. Digital Resilience, Misinformation, and Crises

Digital resilience involves using digital tools to address social, political, and environmental threats and shocks
(Tomkova, 2020). In 2021, the pandemic was a salient crisis, but the climate crisis continued to be a pressing
issue, with European war and Middle Eastern conflicts emerging soon after. Young people have spent their
formative years in a continuous state of crisis. The uncertainty surrounding these crises has increased the
need for information (Van Aelst et al., 2021), but also provided a large audience for misinformation.
In response, young adults engaged in practices related to digital resilience, particularly those aimed at
countering misinformation.

Much of the work on misinformation has focused on exposure to and sharing of misinformation. In contrast,
this study makes a distinctive contribution to understanding the countering of misinformation, particularly
using fact-checking websites, verifying misinformation against other sources, and reporting misinformation
to social media platforms. While the use of fact-checking websites (Chia et al., 2024; Park, 2024; Robertson
et al., 2020) and checking misinformation against other sources (Chang, 2021; Goyanes et al., 2025) have
been studied, the reporting of misinformation to social media platforms has been rarely studied in the
scholarly literature. Yet, the reporting of misinformation has taken on new importance, as social media
platforms terminate their funding for fact-checking initiatives and, instead, rely on user reports (McMahon
et al., 2025; Ofcom, 2023, 2024). Given the challenges of legislating content moderation (Chakravorti, 2025),
digital literacy programming has become increasingly important in building resilience to misinformation
(Huang et al., 2024; Lu et al., 2024).

5.2. Age Differences in Digital Resilience to Misinformation

This study adopts a generational perspective (RQ1), examining differences in access to digital literacy programs
and diverse formative experiences due to crisis experiences. This approach contrasts with theorizing and
modeling linear age effects. Indeed, the scholarship on age and misinformation yields mixed results when age
is modelled as a linear effect (Bachmann et al., 2024; Boulianne & Hoffmann, 2024; Hoffmann & Boulianne,
2025; S. Lee et al., 2023; T. Lee et al., 2023; Neyazi et al., 2022). A generational analysis helps to explain the
discrepant findings—age effects are not linear, but instead marked by generational experiences.

The survey documents that the youngest generations of adults (18- to 24-year-olds and 25- to 34-year-olds)
are the most likely to engage in digital resilient practices. In part, their greater engagement can be attributed
to increased exposure to digital literacy training as part of their schooling. However, the other explanation is
the structural conditions in which they live. They are more likely to be exposed to misinformation due to their
greater use of social media. Social media use is a significant factor in exposure to misinformation (Bachmann
etal., 2024; Boulianne et al., 2022; S. Lee et al., 2023; T. Lee et al., 2023). With greater exposure comes greater
opportunities (or prompts) to engage in practices demonstrating digital resilience.

Consistent with other studies, this article documents that younger age groups are more likely to use
fact-checking websites (Chia et al.,, 2024; Robertson et al., 2020; cf. Park, 2024). These age group
differences reflect a general preference for online news and information sources over offline sources
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(Kalogeropoulos et al., 2026) and a distrust of traditional media as a source of information (Fletcher et al.,
2025; Kalogeropoulos et al., 2019). In addition, young people are more likely to report familiarity with and
the usefulness of fact-checking sites (Lyons et al., 2020; Robertson et al., 2020). Finally, these age group
differences can be explained by the level of access to digital literacy programs, which encourage the use of
fact-checking websites.

5.3. Digital Literacy

The study uses current student status as a proxy measure of exposure to digital literacy training (H2). Contrary
to the hypothesis, being a student did not increase the use of fact-checking sites. The relationship was negative
and statistically significant in Canada. As such, despite the MediaSmarts example provided in the introduction,
Canadian students are not using fact-checking sites. There are two possible explanations—one is a lack of
awareness, and the other is a lack of Canadian-specific content on fact-checking sites. Many fact-checking
sites are available in the US, focusing on American content, which explains why US respondents report greater
use of these sites, according to this survey (Figure 1; Table 3). Canada does not have a Snopes, Politifact,
etc. There are some small-scale initiatives, but nothing on the same scale as those in the US media sphere.
The lower use of fact-checking sites among Canadians, particularly Canadian students, could be attributed to
a lack of awareness, but it can also reflect the absence of large, Canadian-specific fact-checking sites.

Further research might assess digital literacy training more directly. The survey could ask if the respondent had
received digital skills training, when, and on what topics. While the details may be difficult for respondents to
recall, this information would be valuable for assessing the effects of digital literacy training. In 2021, when
these data were collected, citizens likely relied on Google search results to check information, assuming they
did not know the URL for a fact-checking site. In 2025, they are likely to be exposed (unless they possess the
digital skills to opt out) to Google’s Al-generated summaries of information. These Al-generated summaries
are not always transparent about their sources, making the summaries vulnerable to misinformation. Digital
literacy programming needs to tackle a new dimension—Al literacy skills.

As noted, there is little scholarly attention to the reporting of misinformation to social media platforms or
technology companies. Indeed, the MediaSmarts digital literacy training does not mention the need to
report misinformation. Ofcom surveys suggest that young people are less likely to report harmful content
compared to older people (Ofcom, 2023, 2024). This cross-national survey suggests otherwise: Young adults
are more likely to report misinformation compared to older age groups. Young people’s greater digital skills
may enable them to navigate the process of reporting misinformation. As noted, the reporting process
differs by platform and changes regularly. Furthermore, the terminology used in the reporting process differs
and requires understanding the difference between misinformation and other harmful content, such as hate
speech and harassment.

The Ofcom studies raise another issue: Why bother reporting when only 5-6% of the problematic content is
removed (Ofcom, 2023)? If users were aware of the low response rate to complaints of harmful content, they
might not see the value in spending their time reporting it. As noted, social media companies are increasingly
relying on users to report this content (McMahon et al., 2025). Chakravorti (2025) describes the challenge of
getting platforms to moderate content, concluding that the government’s regulatory efforts in one country
could result in higher exposure to misinformation in other countries where governments are not regulating
content. Instead, Chakravorti (2025) recommends digital literacy training.
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5.4. Cross-National Differences in Digital Resilience to Misinformation

In terms of cross-national differences (RQ1), the theoretical claims suggest that the US could be distinctive
due to political polarization and large economic incentives (Humprecht et al., 2020), but France could also
be unique due to higher uncertainty avoidance (Hofstede, 2025; Huang et al., 2024) as well as lower social
media use and media trust (Newman et al., 2024). The US is exceptional in the higher use of fact-checking sites
(Figure 1; Table 3), given the availability of these different websites. However, France is distinctive in its higher
rates of verification (Figure 3; Table 4), which aligns with the uncertainty avoidance argument. Respondents
from France seek out additional sources to verify suspicious information as part of reducing the uncertainty
associated with suspicious information.

In terms of reporting misinformation to platforms, this activity is rare in all countries, but it is lowest in
Canada (Figure 4; Table 5). Existing theories do not establish an expectation for Canada to be distinctive in
this regard. However, the findings clearly indicate a need for interventions. For example, MediaSmarts
programming could be revised to include training on various methods for reporting this content to platforms
or other authorities. Given the platforms’ low rates of removing harmful content, Canada and other countries
might consider offering a separate reporting process, such as that provided through Ofcom in the UK.

The survey relies on self-reports of countering misinformation: using fact-checking sites, checking
misinformation against other sources, and reporting to social media platforms. Future research could use
web tracking data to assess the engagement in these activities and offer details on these practices. Despite
this limitation, this study provides unique insights into digital resilience by examining generational and
cross-national differences in resilience to online misinformation. The article discusses the role of digital
literacy programming in building digital societal resilience. To understand generational differences across the
globe, studies would need to consider the availability of digital training programs and how these may differ
in content and format. The data were collected during a time of great crisis and may not apply in more
settled times. In a period of multiple crises, citizens require an inventory of practices to cope with the threats
to the information environment.
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