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Abstract
Media and communication scholars studying young people’s privacy often involve them in research in order to better
understand their interactions with digital technologies. Yet there is a lack of research on how, when, and why it makes
sense to involve young people in the design phase of new technologies and how data protection safeguards can be taken
proactively by design. By engaging with the body of literature at the intersection of media and communication studies,
participatory design, and child–computer interaction research, this article discusses how youth-centred design efforts risk
falling into three traps of privacy by design, relating to: 1) the different degrees of decision power within and between
child-centred design guidelines and participatory design with young people; 2) the involvement of young people in design
as citizens versus consumers; and 3) the conditions under which their participation in design is empowerment rather than
mere decoration. The contribution of this article is a critical, sociotechnical reflection on the challenges and opportunities
of involving young people in privacy by design decision-making. The article concludes by outlining an agenda for participa-
tory design within an encompassing empowerment and digital citizenship framework that invites young people to reflect
on who they want to be in a data-driven society.
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1. Introduction

Media and communication scholars are consulting young
people during research in order to better understand
their unique notions of privacy. Little is known, howev-
er, about the research efforts that feed into the design
of new technologies and the role that young people
(can/should) take in these efforts. This is a missed oppor-
tunity, as research insights should not only have soci-
etal value for policy-making, education, and parenting
but also inform the design of new digital technologies
(Donoso, Verdoodt, VanMechelen, & Jasmontaite, 2016;
Mainsah & Morrison, 2012). Research insights can form
the basis for decisions on how to implement technical
safeguards of data protection and adapt digital tech-
nologies to young people’s needs, competencies, and
expectations. Young people have the right to be heard
in all matters affecting them, including with respect to

digital technologies, not only as consumers and data
providers but also as active co-designers. This gives
them the opportunity to question, negotiate, and gain
a better understanding of privacy and data protection
issues (Dowthwaite et al., 2020), which in turn creates a
pathway to digital skill development for empowerment
(D’Ignazio, 2017; Iversen, Smith, & Dindler, 2018). The
right of minors to be heard in all matters affecting them
is a central premise of Article 12 of the United Nations
Convention on the Right of the Child (UNCRC; United
Nations, 1989). In UNICEF’s comments on this provision,
it is explained that this can be achieved either via direct
consultation of young people or through a representa-
tive or an appropriate body (Viviers, 2014).

When designing digital technologies, companies gen-
erally consider the regulatory framework to be the max-
imum level of data protection, whereas the needs and
expectations of Internet users go beyond these legal

Media and Communication, 2020, Volume 8, Issue 4, Pages 229–238 229

https://www.cogitatiopress.com
https://www.cogitatiopress.com/mediaandcommunication
https://doi.org/10.17645/mac.v8i4.3261


provisions (Culnan & Williams, 2009; imec, 2019). Data
protection regulation tells us what not to do with data,
but gives little guidance on how to protect young peo-
ple’s interest and respect their rights by design (Lievens
& Verdoodt, 2018). Clearly, there are many social and
ethical challenges at stake that research on and with
young people can reveal. An example is the rich research
insights that show how teenagers enjoy online public
exposure and social prestige within what they perceive
and co-construct as meaningful, intimate peer networks,
outside parental control and beyond technical age lim-
its (Balleys & Coll, 2017; De Leyn, De Wolf, Abeele, &
De Marez, 2019; Lievens & Verdoodt, 2018; Marwick &
boyd, 2014). A decade ago, Culnan and Williams (2009,
p. 674) called upon organisations to not only pursue legal
compliance but also to take up a moral responsibility
to protect consumer data and avoid causing harm. They
argued for a culture of privacy with managerial moral
responsibility and accountability for the organization’s
privacy behaviours and the implications these may have
for people personally.

Waiting for digital technologies to be launched
before considering measures that would better protect
young consumers’ best interests, gives very little incen-
tive to companies to implement change. The incentives
for the end-user to take privacy matters into their own
hands are also anything but attractive. Even though
young people like having control of their personal data
(Dowthwaite et al., 2020), they avoid the hassle need-
ed to achieve this (Compañó & Lusoli, 2010). People of
all ages express paradoxical perceptions of responsibili-
ty for data protection, attributing responsibility to com-
panies or to themselves (Fiesler & Hallinan, 2018), even
if they believe they do not have the necessary skills to
do so (Compañó & Lusoli, 2010). As it is difficult to make
changes once technologies are on the market, both for
companies and for users, more research is needed on
how best to serve the interests of young people from
the very beginning of the conceptualization anddesign of
digital technologies. This would make it possible to take
proactive rather than reactive measures.

Although involving young people in the design of
new technologies is a key value in the field of child–
computer interaction research (Kawas et al., 2020), lit-
tle attention has been given on how to engage them in
decision-making with respect to privacy and data protec-
tion (Hourcade et al., 2017). Child–computer researchers
have called for privacy issues to be addressed more
explicitly by adopting a participatory and multidisci-
plinary perspective (Hourcade et al., 2018). Privacy
researchers in both computer sciences and social sci-
ences have arrived at a similar conclusion: Privacy is not
simply a technical matter, it must be understood in terms
of situated and collective, networked practices (Dourish
& Anderson, 2006; Marwick & boyd, 2014). In order
to (re)consider privacy in the context of today’s tech-
nological affordances, as this article will further argue,
insights from science and technology must be combined

withmedia and communication studies in a participatory
approach that accounts for the views and experiences of
young people.

In response, this article provides a critical sociotech-
nical reflection on the potential of young people as co-
designers of a youth-friendly, privacy-sensitive digital
future. Based on the insights in the fields of participa-
tory design, child–computer interaction research, and
media and communication studies, three traps of privacy
by design are identified. In what follows, this article dis-
cusses for each trap where and why the involvement of
young people in design presents challenges and opportu-
nities. The findings will show that young people’s involve-
ment in privacy by design efforts is as much about the
improved and better design outcomes that can lead to a
better quality of life in the long term, as it is about how
young people can benefit from the process of participat-
ing in design.

2. Trap #1: Questioning Where the Decision Power
Resides

Design decision-making is a matter of exercising power
(Frauenberger, Good, Fitzpatrick, & Iversen, 2015). It pro-
vides an opportunity for the redistribution of power by
including the typical “have-nots” in shaping their future
(Arnstein, 2019, p. 24). Design decision power general-
ly resides in adults who develop and design technologies
for young people andwho create policies and regulations
for their use. There are regulations relating to design that
pay particular attention to the protection of personal
data for those under the age of 18. Examples include the
European Union’s General Data Protection Regulation
(European Parliament, 2016), the Children’s Online
Privacy Protection Act in the United States (Lievens &
Verdoodt, 2018), and child-centred design guidelines,
such as the list of 16 ‘standards of age-appropriate
design’ of the UK’s Information Commissioner’s Office
(ICO; Livingstone, 2019). Child-centred design guidelines
are a good example of a knowledge dissemination format
that can build a much-needed bridge between academia
and practice (Donoso et al., 2016). It can also help
to alleviate some of the difficulties implementing the
data regulations into concrete design decisions that sup-
port young people’s best interests (Dowthwaite et al.,
2020; Lievens & Verdoodt, 2018). For instance, the ICO’s
list promotes the protection of personal data, compli-
ant with the GDPR and UNCRC, and documents con-
crete child-centred design principles revolving around
issues of ‘data minimisation,’ ‘transparency,’ ‘default set-
tings,’ and ‘parental controls’ (ICO, 2019). Child-centred
design guidelines such as the ICO’s are not neutral
design resources. Even though they were introduced as
“technology-neutral design principles and practical pri-
vacy features” (ICO, 2019, p. 16), they do serve as nor-
mative expectations about young people’s interactions
with technology (Yu, Stoilova, & Livingstone, 2018). Each
list of guidelines will always make certain aspects sig-
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nificant, while ignoring or giving less weight to other
aspects and different values, for instance by emphasizing
specific risks or opportunities. They implicitly or explicit-
ly communicate what can be understood as acceptable
and adequate media use. Even in the way design doc-
umentation seeks credibility, it is not neutral. Does it
report on the consultation of experts (and what kind
of experts) to justify the content? And to what extent
were young people heard in this process? The answers to
these questions reveal the extent to which these guide-
lines are an instrument in the hands of the typical haves
or have-nots. Child-centred design guidelines are not ful-
ly prescriptive either. There will always be a dozen possi-
ble ‘translations’ in concrete design features, and hence
this gives considerable room to exert influence. As long
ago as 1985, computer ethics researcher James H. Moor
compared writing a computer programme with build-
ing a house: “No matter how detailed the specifications
may be, a builder must make numerous decisions about
matters not specified in order to construct the house”
(Moor, 1985, p. 7). Reaching the right practical level is
a challenging undertaking. If the guidelines are too spe-
cific, they lose their applicability to a broad realm of
services; too abstract, they risk becoming opaque and
hard to interpret. This difficult balance brings both chal-
lenges and opportunities. On the one hand, there is
always a risk of getting lost in translation, because the
design guidelines do not say how they should be trans-
lated into concrete design features, how to assess and
choose from the different alternatives, or how to ensure
and evaluate whether the design choices are sufficiently
youth-friendly and future proof to embrace all possible
use(r)s and transformations. On the other hand, open-
endeddesign guidelines also offer opportunities because
they give flexibility for those involved in the design pro-
cess to respond to cultural practices and context-specific
demands (Nissenbaum, 2010). If open-endedness is built
into the final design, then it also lowers the barriers
for people to appropriate digital technology, as a co-
designer during use.

In order to overcome the translation and implemen-
tation challenges mentioned above, previous research
has argued for the participation of young people in
design efforts. This would avoid overly adult-oriented
interpretations and ensure that privacy by design choic-
es are meaningful, attractive, and understandable to
young people (Dowthwaite et al., 2020; Lievens &
Verdoodt, 2018; Wauters, Donoso, & Lievens, 2014).
Next to pragmatic considerations, the involvement of
people in design can also be driven by a moral com-
mitment to redistribute decision-making power. The lat-
ter approach has been amply described in the field of
participatory design research. Its roots are situated in
the political economy and worker’s movement of the
1960s and 1970s in Scandinavian countries. It built on
the premise that people who must live with the conse-
quences of the introduction of technologies have the
right to influence the changing conditions. Since its ear-

ly years, the scope of participatory design research has
been expanded by moving beyond the work context
(Halskov & Hansen, 2015), and by diversifying collabo-
ration, including research with young people as design
stakeholders (see e.g., Druin, 1998; Markopoulos, Read,
MacFarlane, & Hoysniemi, 2008). Notwithstanding more
than 30 years of research on participatory design, there
is a lack of a shared definition of what exactly it is. The
field is characterized by a great diversity of design prac-
tices (Halskov & Hansen, 2015) that build on a number of
common key features. One of those common character-
istics being the use of participatory methods as a means
to give people influence on design decisions (Halskov &
Hansen, 2015). It provides an alternative model to the
hierarchical expert (adult) versus (child) user power rela-
tions (Cumbo, Eriksson, & Iversen, 2019). Participatory
design is more than the mere involvement of people
in design; it is primarily a political commitment that
“places the power of defining and reshaping use situa-
tions” in the hands of those affected by the technologies,
“allowing them to transform their own lives” (Halskov
& Hansen, 2015, pp. 89–90). In doing so, participatory
design pursues change. In the narrowest sense, change
refers to the exploration of design alternatives that could
yield improved or better products. Beyond the product
focus, there is also a concern about the benefits of par-
ticipation in the process, for instance linked to learn-
ing opportunities. In the broadest sense, participatory
design has become increasingly concerned with explor-
ing the role of technologies in improving the quality of
life (Halskov & Hansen, 2015).

Within the diversity of participatory design practices,
we discern various levels of participatory power depend-
ing on who (e.g., which young person is recruited?) is
participating; why (e.g., to create a better product or
because young people have the right to be heard?); how
(e.g., which role do young people take in the design
process?); to what extent (e.g., how is decision power
shared between young people and adults?); and with
what gains (e.g., how do young people benefit from
participation?). In addition, we can distinguish between
approaches that only focus on people’s agency in the
design and production of new technologies, and partic-
ipatory design that continues when the project funding
ends and that is also concerned with people’s agency
during use and consumption. Traditionally, participatory
design typically involved young people in one or more
iterative design phases aiming at a better or improved
end product or system. The participation then finished
with the creation of a product or system, as a rather fixed
result developed within the project time. This contrasts
with participatory design processes that fully account
for the sociotechnical processes that unfold over the
long term; here participation is seen as an important
condition of building an ongoing, dynamic infrastruc-
ture, which does not finish when the project ends. This
long-term perspective unfolds the range of activities for
co-shaping technological affordances, from design time
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to ongoing design practices during use and consumption
(Bjögvinsson, Ehn, & Hillgren, 2012; Löwgren & Reimer,
2013). Media scholars have linked the latter practices
under the umbrella of young people’s ‘rights by design,’
which allow them, for instance, to check, rectify, erase, or
edit personal data (Yu et al., 2018). Lievrouw (2006) the-
orizes this as design opportunities for creatively recon-
figuring the technological artefacts and for remediating
content and forms of interaction practices. Similar voic-
es emanate from international organisations, including
companies, as part of an initiative that sets out the princi-
ples for a safer andmore empowering positive future, led
by Tim Berners-Lee. It includes principles that explicitly
call upon adaptation, appropriation, and redesign prac-
tices that are part of the design in use time. As part of
their proposed ‘Contract for the Web,’ people are invit-
ed to be engaged as co-creators, actively shaping online
content and systems and building strong online commu-
nities (Contract for the Web, 2019). Approaching people
as co-creators is also relevant in the context of privacy
by design, “because contexts shift and overlap over time,
privacy is an ongoing, active practice” (Marwick & boyd,
2014, p. 1062). Young people are active agents in this pro-
cess, as they co-construct and give activemeanings to pri-
vacy norms and contexts, not only during the design time
of new technologies (Dowthwaite et al., 2020) but also
as part of the use time once the technologies have been
implemented (De Leyn et al., 2019; Marwick & boyd,
2014; Steijn & Vedder, 2015).

In sum, with the identification of the first trap, we
made explicit that there are differences both within and
between child-centred design guidelines and participato-
ry design efforts, and that these differences reveal where
the design decision-making power resides. We discussed
that although design guidelines can create youth-centred
sensitivities that feed into design decision-making, they
should not be understood as a prescriptive list telling us
exactly what to design. Considering how we can design
for andwith young people, we pointed to the importance
of embracing young people’s rights by design, not only
as part of their consumption and use of technologies,
but also during the conceptualization and design of these
technologies before their actual implementation.

3. Trap #2: Young People Are More Likely to Participate
in Design as Consumers Than as Citizens

As part of the second trap, this article elucidates how
the different manifestations of participatory design are
likely to boil down to an involvement of young people
as consumers instead of citizens. One way of seeking
genuine participation is to engage young people as citi-
zens. Such an approach is being advocated in a reinvigo-
rated research strand on participatory design concerned
with building dynamic infrastructures that enable long-
term engagement in a project or with respect to a soci-
etal issue (Bjögvinsson et al., 2012) through the forma-
tion of publics, for instance bymatchmaking citizenswith

local organisations and governments, and by fostering
civic engagement and building capacities to connect to,
set up, and sustain communities (Le Dantec & DiSalvo,
2013; LeDantec& Fox, 2015;Mainsah&Morrison, 2012).
However, if young people are only involved because they
represent the target group of the envisioned product,
then we are likely to reach out to them in their economic
role instead of that as a citizen. Their economic position
can point to their role as a future consumer, future pro-
ducer co-shaping infrastructural elements, or as future
data provider (van Dijck, 2009). The reasoning then goes
that if young people, as experts of their own lives, are
given a voice in the design of products they will eventu-
ally use, we are likely to increase future adoption and cre-
atemore successful (read: more useful and economically
viable/competitive) products.

If ‘learning from youth’ is the only reason young peo-
ple are involved, thenwemust face its downsides. Simply
inviting young people to deliver ideas and inform us
how they perceive issues of privacy management, and
then stopping their participation once we have ‘taken’
from them what we need for research is not an empow-
ered form of participation (Zimmerman, 2000). In a com-
mercial setting, co-creation creates a tension between
people’s voices enabled by the professional entities ver-
sus those who are exploited for their ideas or labour
(Banks & Humphreys, 2008; van Dijck, 2009). While aca-
demic research goes through a rigorous process of eth-
ical reviewing, commercial participatory design projects
in industry do not (Hourcade et al., 2017). The involve-
ment of young people in the design process may even
create datafied users before technologies are on the
market and under regulatory scrutiny. Nowadays, the
spheres in which participatory design unfold no longer
operate in isolation from each other. The neoliberal
21st century research and technology commercializa-
tion ecosystem pursues innovation through collabora-
tion and co-creational interactions that group industry,
university, government, and societal stakeholders to bet-
ter align commercialization efforts with the needs of
society (Markman, Siegel, & Wright, 2008; McAdam,
Miller, & McAdam, 2018). It remains to be seen how
and whether the latter evolution serves the interests of
young people.

Unfortunately, many design projects in which young
people participate are in fact nothing more than a
‘crowdsourcing of ideas’ (Read, Fitton, Sim, & Horton,
2016). This reminds us of the ‘work as play’ trap and
the technology-discourses that circulated in the geek
culture of the digital creative industries that built on
the volunteerism and digital labour of early adopters,
enthusiasts, and hobbyists who loved to tinker with
media (van Dijck, 2009, p. 51). Furthermore, the com-
mercial context is dominated by a technocratic view on
innovation that trumps social innovation and that pro-
motes what Morozov (2013, p. 6) refers to as ‘techno-
logical solutionism’: the “unhealthy preoccupation with
sexy, monumental, and narrow-minded [computational]
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solutions—the kind of stuff that wows audiences at TED
Conferences—to problems that are extremely complex,
fluid, and contentious.” Technology design would there-
fore benefit from a holistic understanding of the problem
space, to which participatory design research can con-
tribute, because “what many solutionists may presume
to be ‘problems’ in need of solving are not problems at
all” (Morozov, 2013, p. 6).Morozovwarns against techno-
utopian discourses that suggest that technologies will
save the world, just as he warns against unintended
consequences of technological solutionism. As far as
research into privacy by design is concerned, there is
a possible (intended or unintended) side effect, namely
that the mere involvement of young people would make
them responsible for finding solutions to privacy issues
or even relieve institutional responsibility. This would
fall into the same trap as many technical and legal dis-
courses around privacy that have made the individual
responsible for maintaining control over personal data,
even when it is clear that users do not fully understand
what they are giving permission to and that people suf-
fer from consent fatigue (Royakkers, Timmer, Kool, & van
Est, 2018). Simply striving to improve the accessibility
and readability of privacy policies and terms and condi-
tions is not enough, as it still passes the responsibility for
making informed choices on to the end-users (Fiesler &
Hallinan, 2018). The current networked privacy context
makes the focus on the individual untenable (Marwick &
boyd, 2014). Therefore, privacy by design must be holis-
tically understood as the mutually constitutive interac-
tions between and among the people who use technolo-
gies as well as the platforms, third parties, policymak-
ers, educators, and regulators who are all embedded
in particular data practices. We must also refrain from
reducing privacy to a micro-level concern as if the ‘prob-
lem’ and ‘solution’ is only to be found in design prop-
erties. Economic, governance, and cultural issues play
a role in shaping any privacy by design effort. A multi-
stakeholder and multi-layered notion of privacy is thus
needed to respond to the societal and technical complex-
ity and messiness of today’s data-driven society (Barassi,
2018; van Dijck, 2009). Just like techno-utopian discours-
es can cause blind spots, so too techno-dystopian dis-
courses andmedia panics have side effects. The latter dis-
courses may incite companies to take actions to protect
young people against what adults see as risks, which is
not always experienced as such by young people them-
selves (Lobel, Granic, Stone, & Engels, 2014). It may
even prompt companies to stop offering their services to
young people altogether, thereby thwarting their digital
participation rights (Lievens & Verdoodt, 2018).

Applauding participatory design with young people
to some extent mirrors how we have hailed the surge of
young people using the digital space as part of the partic-
ipatory culture (van Dijck, 2009). If we draw lessons from
how the participatory culture has evolved, we learn that
a transformation has taken place, whereby participatory
media have transformed from small initiatives towards a

mastodon ecosystem of media conglomerates. Similarly,
for the first research-driven participatory design projects
that operated on a small scale, it was easier to pur-
sue safeguards for democratic participation, both with
respect to processes and outcomes. In contrast, today,
with digital platforms that place young people’s media
consumption practices in the hands of big tech giants (van
Dijck, 2009), the question is whether and how participa-
tory design must follow and be adjusted to this new com-
plexity (Bannon, Bardzell, & Bødker, 2018). Just like the
participatory culture promoted by Web 2.0 did not suc-
ceed in opening real possibilities for democratic empow-
erment (Barassi, 2017), so might we question whether
today’s participatory design efforts risk falling victim to
corporate exploitation of user’s digital production and to
biases caused by fake and commodified forms of empathy
with the end-user (Robertson & Allen, 2018). Moreover,
with technologies increasingly controlling life for us, the
design choices underlying them risk promoting techno-
logical paternalism whereby, at design time and through
design, what is best is decided, with less control for the
diverse user group to make it work for them in a mean-
ingful way (Royakkers et al., 2018, p. 131). Floridi (2014,
p. 190) similarly argues “that ethics by designmaybemild-
ly paternalistic, insofar as it privileges the facilitation of
the right kind of choices, actions, process, or interactions
on behalf of the agents involved.” In response, Floridi
calls for ‘pro-ethical design,’ which privileges facilitation
of reflection instead of the search for the ‘right’ choices.

In sum, with the identification of a second trap, this
article argued that young people aremore likely to partic-
ipate in design as consumers than as citizens, and point-
ed to problematic discourses and practiceswhen the sole
motivation to involve young people in design is pragmat-
ic and functionalist driven. Continuing the line of thought
developed earlier that design guidelines can never be
fully prescriptive, this statement is now reconsidered by
positing that design guidelines must never be prescrip-
tive either, but for ethical reasons. Deciding upon the
‘right’ privacy options for and by design, includes the risk
of taking rigid moral decisions on what is right or best.
Even when driven by good intentions, designing for good
canmean different things for different people. Especially
as by ‘othering’ those for whom the product is designed,
as people in need of help, we easily risk being pater-
nalistic (Vandenberghe & Slegers, 2016). Participatory
design, then, should instead be seen as an opportunity to
negotiate design options for continued meaning-making
and for reflection by diverse user groups, rather than a
momentary act to arrive at a single and fixed solution.

4. Trap #3: Young People’s Participation in Design is
More Often an Act of Decoration Than of
Empowerment

An analysis of the last decade of research on the design
of technologies for and with young people has revealed
that more research is needed to understand how partici-
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pation in design is linked to empowerment (Kawas et al.,
2020). The third and last trap aims to address this issue by
discussing the differences between acts and outcomes
of empowerment versus decoration. Genuine participa-
tion should imply giving a certain degree of decision-
making power to young people and to be, therefore,
more than a tokenistic assurance that they will hear and
be heard—without any ability to influence or change
(Arnstein, 2019; Hart, 2008). In design, this would enable
young people to negotiate the issues that concern them,
by creating and deciding upon design choices (Wagner,
2018; Zimmerman, 2000). This boils down to empower-
ment as ‘inclusion’ in decision-making processes (Floridi,
2014). Additionally, we can think of empowerment in
the ‘more opportunities’ sense, that is empowerment
as ‘improvement’ (Floridi, 2014). The latter is pursued if
the involvement of young people as co-designers aims
for both a higher quantity of available choices and a
higher quality of opportunities. Empowerment-led forms
of participatory design resemble action research. They
both build on an agentic notion of non-academic people,
including youths, acknowledging their right and capacity
to actively participate in research on topics that matter
to them. Moreover, both action research and participa-
tory design share a similar moral commitment to explore
alternatives and possibilities for change through the par-
ticipation in and outcomes of the research (Frauenberger
et al., 2015; Kemmis, McTaggart, & Nixon, 2014). The
envisioned change is typically linked to social and educa-
tional values that the research participants can benefit
from. Both in action research and participatory design,
researchers use terms as ‘empowerment,’ ‘gains,’ ‘ben-
efits,’ ‘democracy,’ and ‘mutual/collaborative learning’
to describe the goals of their participatory research
endeavours (see e.g., Donoso et al., 2016; Frauenberger
et al., 2015; Halskov & Hansen, 2015; Iversen et al.,
2018; Kemmis et al., 2014; Kinnula et al., 2017; Schepers,
Dreessen, & Zaman, 2018b). From the perspective of
empowerment theory, the impact of change can be sit-
uated at the individual, community, and/or organisa-
tional levels (Zimmerman, 2000). Most empowerment
efforts pursue individual benefits, for instance, linked
to acquiring decision-making skills or critical aware-
ness (Zimmerman, 2000). Although participatory design
projects have also mainly been concerned with individu-
al empowerment (Bjögvinsson et al., 2012), we are wit-
nessing an increased interest in organizational and com-
munity concerns (Le Dantec & DiSalvo, 2013; Le Dantec
& Fox, 2015; Mainsah & Morrison, 2012).

Empowerment theory not only accounts for individu-
al, organizational, and community levels, and empower-
ment as inclusion versus empowerment as improvement,
it also distinguishes between the ‘empowering’ process-
es and being ‘empowered’ as an outcome (Zimmerman,
2000). In the field of participatory design, both aspects
have been addressed, with researchers investigating the
empowering potential of themethods and procedures of
participation in design as well as the positive change that

is envisioned with it (see e.g., Halskov & Hansen, 2015;
Iversen, Smith, & Dindler, 2017; Schepers, Dreessen, &
Zaman, 2018a; Schepers et al., 2018b). Both processes
and outcomes should not be understood as momentary
acts, or as individual one-off events. From the very out-
set, the participatory design community was built on
the principle of dialectical exchanges and mutual learn-
ing (Bratteteig, Bødker, Dittrich, Mogensen, & Simonsen,
2013; Halskov & Hansen, 2015). This implies a commit-
ment to the involvement of people in design, as well as
a commitment to give something back. In and through
participatory design with young people, researchers and
designers learn about young people’s opinions, per-
ceptions and experiences, and their situated actions.
By opening up dialogue, adults learn about the particu-
larities of youth culture in which privacy is perceived and
negotiated. Young people, in turn, through their partic-
ipation in research and design, acquire new competen-
cies, such as the knowledge, skills, and attitudes to crit-
ically and constructively engage with technology, which
Iversen et al. (2018) have called ‘computational empow-
erment.’ In line with empowerment theory, computa-
tional empowerment builds on a moral commitment to
co-create positive change and identify strengths,which is
more than just ameliorating negative aspects or identify-
ing risks. As computational empowerment accounts for
the educational aspects of engagement with technolo-
gies, as well as the economic and civic/political opportu-
nities, this article argues, it is an important steppingstone
towards digital citizenship. Building on a review of over
35 frameworks on youth and digital citizenship over the
world, Cortesi, Hasse, Lombana, Kim, and Gasser (2020)
have put forward a definition for what they term ‘digital
citizenship+ (plus),’ that is, “the skills needed for youth
to participate fully academically, socially, ethically, polit-
ically, and economically in our rapidly evolving digital
world” (p. 28). Through co-design activities with young
people, Cortesi et al. (2020) mapped 17 interconnected
areas of life that they believe youth digital citizenship pro-
grammes should address, including amongst others arti-
ficial intelligence, civic and political engagement, compu-
tational thinking, data, and privacy and reputation. As it
is an encompassing, balanced term, open for contextu-
alized interpretations, it holds the potential to provide a
valuable framework for future contributions in the realm
of privacy by design theory and practice.

By identifying the third trap, this article aims to
reverse the trend that young people’s participation in
design is more often an act of decoration than of
empowerment. Thiswould require reflection onboth the
processes and outcomes of the involvement of young
people (“are these empowering processes resulting in
young people being empowered?”), the flavour of being
empowered (in a sense of both inclusion and improve-
ment), as well as a consideration of both the challenges
and opportunities for digital citizenship that reside and
interact at an individual, organizational, and communi-
ty level.
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5. Conclusions

The rationale for this article followed from the observa-
tion that most media and communication studies deal-
ing with youth and privacy have only been concerned
with hearing young people’s voices regarding their inter-
action with existing technologies. Yet, considering the
timeline of a technology’s trajectory, this article argued
that we should not only study (the broad array of soci-
etal changes that may arise from) the adoption and use
of digital technologies but also consider how design deci-
sions are being made prior to their implementation (see
also e.g., Bailey & Barley, 2020). This would give scholars
opportunities to support young people’s best interests
proactively rather than reactively when privacy issues
are flagged, e.g., by legislative bodies or through bad
publicity (Culnan & Williams, 2009; Fiesler & Hallinan,
2018). This article aimed to address the gap in research
on how, when, and why it makes sense to involve young
people in design decision-making prior to the implemen-
tation of digital technologies. It did so by engaging with
literature from existing schools of thought that speak to
media and communication as well as to disciplines con-
cerned with the (participatory) design, evaluation, and
implementation of interactive computing systems. The
contribution of this article revolves around the identifi-
cation of three traps of privacy by design. The first trap
pointed to different degrees of decision power in rela-
tion to the use of child-centred guidelines and participa-
tory design research with young people. The second trap
revealed thewide variety of approaches that all fit within
the umbrella term of participatory design, but that differ
in whether they involve young people as consumers or
citizens. Finally, the third trap made clear how participa-
tory design with young people can serve empowerment
rather than being a decoration.

In conclusion, it is argued that participatory design
situated within an encompassing empowerment and dig-
ital citizenship framework is a future-proof direction ben-
eficial to young people. In today’s increasingly complex
and messy digital society, we must not blindly focus on
the question of whether young people have comprehen-
sive knowledge (see also Article 12 of the UNCRC) of
the privacy issues at stake. We must also move beyond
the discussion of whether young people can really imple-
ment change at the levels of commercial and institu-
tional privacy, areas that they are not immediately con-
cerned with (Steijn & Vedder, 2015), and that rather call
for a reflection on data governance strategies on amacro
level. In a world where humans are increasingly losing
power and control to machines, and where even adults
and the traditional institutes have a hard time follow-
ing the rapid pace of technology, it is more beneficial
to rethink our traditional notions of participatory design,
as the entire ‘human-centred design’ logic seems to be
at odds with current developments. Rather than seek-
ing input through participative design with young peo-
ple on what must be designed, and deciding upon the

‘right’ design choices, it ismore fruitful to seek an answer
to the question of what kind of society we want regard-
ing our interactionwith technology (Frauenberger, 2019),
as well as how we can build in mechanisms for an ongo-
ing reflection on this compelling question (Floridi, 2014),
both during design in production time and during design
in use and consumption. This approach would also help
us to reflect on how privacy issues are interlinked with
other public values, that is not only with the value of
security—as amply covered in public debates—but also
with public values that are given less attention, such
as autonomy, human dignity, and control (Royakkers
et al., 2018, p. 128). Future researchers and designers
are therefore called upon to take the unique meaning-
making processes and experiences of young people as
a starting point, not only to improve or mitigate risky,
harmful, and undesirable (privacy-related) design issues,
but also to facilitate a contextualized reflection on who
young people want to be in a data-driven society.
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