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Abstract

In recent debates on offensive language in participatory online spaces, the term ‘hate speech’ has become especially prominent. Originating from a legal context, the term usually refers to violent threats or expressions of prejudice against particular groups on the basis of race, religion, or sexual orientation. However, due to its explicit reference to the emotion of hate, it is also used more colloquially as a general label for any kind of negative expression. This ambiguity leads to misunderstandings in discussions about hate speech and challenges its identification. To meet this challenge, this article provides a modularized framework to differentiate various forms of hate speech and offensive language. On the basis of this framework, we present a text annotation study of 5,031 user comments on the topic of immigration and refuge posted in March 2019 on three German news sites, four Facebook pages, 13 YouTube channels, and one right-wing blog. An in-depth analysis of these comments identifies various types of hate speech and offensive language targeting immigrants and refugees. By exploring typical combinations of labeled attributes, we empirically map the variety of offensive language in the subject area ranging from insults to calls for hate crimes, going beyond the common ‘hate/no-hate’ dichotomy found in similar studies. The results are discussed with a focus on the grey area between hate speech and offensive language.
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1. Introduction

In recent years, the use of offensive language in participatory online spaces has increasingly become the subject of public debate and scientific research in many countries (Keipi, Näsi, Oksanen, & Räsänen, 2017). Communication and media scholars analyze this phenomenon using various terms such as ‘incivility’ (e.g., Coe, Kenski, & Rains, 2014), ‘flaming’ (e.g., Cho & Kwon, 2015), or ‘hate speech’ (e.g., Erjavec & Kovačič, 2012). In particular, the term ‘hate speech’ receives much attention as it has a long tradition in a legal context where it is associated with hate crimes, genocide, and crimes against humanity (Bleich, 2011). In this context, the term refers to violent threats or expressions of prejudice against particular groups on the basis of race, religion, or sexual orientation.

However, due to its explicit reference to the emotion of hate (e.g., Brown, 2017a), ‘hate speech’ is also understood as a term referring to the expression of hatred (e.g., Post, 2009, p. 123). Accordingly, the term is often used as a general label for various kinds of negative expression by users, including insults and even harsh criticism. This ambiguity leads to fundamental misunderstandings in the discussion about hate speech and challenges its identification, for example, in online user comments (e.g., Davidson, Warmsley, Macy, &
We then present a new approach to operationalize hate speech (Weber, 2017). Against this background, we formulate definitions which hate speech is not directly identified by coders but required for the purpose of content analysis. In this article, we focus on the results of a qualitative content analysis of German user comments posted on the topic of immigration and refugee. The in-depth exploration of offensive user comments in the sample shows that our modularized approach allows us to go beyond the common ‘hate/no-hate’ dichotomy and empirically map the variety of hate speech and offensive language in the subject area.

2. Challenges in Defining Hate Speech

Hate speech is a complex phenomenon and defining it is challenging in several ways. According to Andrew Sellars, “any solution or methodology that purports to present an easy answer to what hate speech is and how it can be dealt with is simply not a product of careful thinking” (Sellars, 2016, p. 5). An important point of disagreement, for example, is the group reference of hate speech: On the one hand, some definitions tie the phenomenon to minority groups or list specific group characteristics such as race, religion, gender, or sexual orientation (e.g., Waltman & Mattheis, 2017). On the other hand, some authors stress that hate speech can target every possible group (e.g., Parekh, 2006).

From a theoretical perspective, there are three main approaches in defining hate speech that each emphasize different aspects: approaches that (1) refer to the intentions behind hate speech; (2) address the perception and possible damage of hate speech; and (3) focus on the content level and attempt to define hate speech by certain content characteristics (Sellars, 2016, pp. 14–18). For the purpose of content analysis, content-based definitions seem to be most appropriate. For example, Saleem, Dillon, Benesch, and Ruths (2017) focus on speech containing an expression of hatred and use the term ‘hateful speech’ to emphasize the nuance. Bhikhu Parekh also argues in favor of a content-based understanding and defines ‘hate speech’ as speech that singles out individuals or groups on the basis of certain characteristics, stigmatizes them and places them outside of society; as such, hate speech “implies hostility, rejection, a wish to harm or destroy, a desire to get the target group out of one’s way” (Parekh, 2006, p. 214).

Many scholars approach the heterogeneity of hate speech with rather broad frameworks: For example, Alexander Brown argues “that the term ‘hate speech’ is equivocal, that it denotes a family of meanings, for which there is no one overarching precise definition available” (Brown, 2017b, p. 562). He proposes a family resemblances’ concept to address hate speech, that is, a “network of similarities overlapping and criss-crossing” (Brown, 2017b, p. 596). Using speech act theory and its basic distinction between locutionary, illocutionary, and perlocutionary speech acts, Sponholz (2017) differentiates hateful speech, hate-fomenting speech, and dangerous speech. The characteristic features of these types are the content, the intent of the speaker, and the context-dependent impact. However, they also differ in respect to language: While hateful speech is typically emotional and uses derogatory language (such as insults or slurs), hate-fomenting speech tends to follow the principles of rationality and reasoning (Sponholz, 2017, pp. 3–5). Nevertheless, empirical studies are challenged with in-between forms of these types, in which the emotional and the rational side of hate speech “coexist to varying degrees” (Keipi et al., 2017, p. 54).

Several authors stress that the emotion or attitude of hatred is not necessarily an essential part of hate speech. Moreover, hate speech can also be rooted, for example, in (religious) beliefs, power relations, boredom, attention-seeking, or negligence (Brown, 2017a). That is why spontaneous and unconsidered forms of hate speech can be expected particularly in participatory online spaces (Brown, 2018, pp. 304–306).

Another problem with hate speech identification is its overlap with neighboring concepts. Obviously, hate speech is not the same as dislike or disapproval (Parekh, 2006). However, it is a challenge to consistently identify hate speech and distinguish it from other forms of negative evaluation, since our understanding of hate speech is shaped by changing societal norms, context, and interpretation (Post, 2009; Saleem et al., 2017). This issue becomes evident in low reliability scores for hate speech identification reported in some studies, for example by Ross et al. (2016).

Against this theoretical background, our framework is based on a content-related understanding of hate speech, which seems most appropriate for the purpose of content analysis. In order to avoid assumptions about the intentions of the speaker or possible consequences of a given statement, we argue in favor of the legal origins of the term ‘hate speech’ and focus on discriminatory content and references to violence within a given statement.
3. Operationalizing Hate Speech for Content Analysis

In order to measure hate speech, the theoretical definitions and dimensions have to be transferred into empirically operable instructions for identifying and categorizing occurrences of the concept. To answer RQ1, in this section we first review existing approaches of measuring hate speech, before we develop our theoretical framework to identify hate speech content in public communication in a multi-dimensional way.

3.1. Existing Approaches of Measuring Hate Speech

Contradicting the elaborate theoretical discussion of hate speech, many empirical studies follow a ‘hate/no-hate’ dichotomy when categorizing communication content (e.g., Lingiardi et al., 2020). This applies also to non-scientific classification, e.g., in the context of the ‘Network Enforcement Law’ in Germany, which forces platform companies to identify and block “apparently unlawful” content, including hate speech. Here, it is solely the criterion of ‘unlawfulness’ that differentiates hate speech from non-hate speech. As a result of this approach, the number of identified (and blocked) items is rather small, given the far-reaching guaranties of free speech in western countries (Facebook, 2020) and does not allow for many insights into the content dimension of hate speech. Thus, many studies in the field avoid a formal law-based, narrow operationalization of hate speech and operate with broader concepts such as ‘incivility’ (Coe et al., 2014) or ‘negative speech’ (e.g., Ben-David & Matamoros-Fernández, 2016). A common approach to operationalize such general categories for content analyses is the use of dictionaries that provide pre-categorizations of search terms (e.g., Cho & Kwon, 2015) and that allow for more advanced manual and automated coding of hateful content (e.g., Davidson et al., 2017).

A more differentiated categorization of hate speech can be provided by qualitative approaches (e.g., Ernst et al., 2017), which have the capacity to identify multiple aspects of hate speech and relate them to theoretical dimensions in detail. However, qualitative analyses usually focus on in-depth analysis of specific cases and cannot handle large bodies of text. An example of a multi-dimensional approach to identifying and categorizing different levels of incivility and hate speech on a larger scale following a quantitative approach is presented by Bahador and Kerchner (2019). They applied a computer-aided manual categorization model that ranked the intensity of hate speech on a six-point scale, allowing both for systematic analysis of larger amounts of text and a differentiated recording of aspects of hate speech.

3.2. Introducing a New Approach

Following our theoretical argument, we developed a flexible labeling scheme that measures three key elements of hate speech in text: First, the negative evaluation of a group as a whole, i.e., negative stereotyping, is one common element of many hate speech definitions (e.g., Parekh, 2006). For the purpose of our coding scheme, we define negative stereotyping as the attribution of negatively connotated characteristics, roles, or behaviors to the whole group or to individuals on the basis of their group membership (see also, Trebbe, Paasch-Colberg, Greyer, & Fehr, 2017).

Secondly, dehumanization is often singled out as one element of hate speech (e.g., Bahador & Kerchner, 2019). On the basis of this literature, we define statements as dehumanization that equate or compare humans with inanimate things (e.g., “scum” or “pack”), animals (e.g., “rats”) or inhuman beings (e.g., “demons,” “vampires”) or characterize humans as savage or animalistic (see also, Maynard & Benesch, 2016). As such, dehumanization is a form of negative stereotyping. However, we agree with Bahador and Kerchner who argue that “dehumanization is a particularly extreme type of negative characterization...and a well-established tool for justifying political violence, and thus merits its own category” (Bahador & Kerchner, 2019, p. 6).

Third, the expression of violence, harm, or killing is another important element of hate speech (e.g., Bahador & Kerchner, 2019; Parekh, 2006). Our approach, therefore, defines all statements as hate speech that justify, incite, or threaten physical violence against an individual or a group or that justify, incite, or threaten the killing of individuals or members of a group.

These three elements are measured independently of each other in the sense that they can, but do not have to, apply simultaneously to a comment in order to qualify as hate speech. Thus, our approach allows us to distinguish between forms of hate speech using various combinations of these three elements. In this respect, our approach differs from the scale developed by Bahador and Kerchner (2019), which conceptualizes negative actions, negative characterization, demonizing/dehumanization, violence, and death as different points on a hate speech intensity scale. However, with the help of the hate speech elements of our framework and their various combinations, different types and intensities of hate speech can be identified in the empirical analysis.

For such an analysis, the use of offensive language below the level of hate speech needs to be included, too. Therefore, our coding scheme accounts for three different forms of offensive language that are measured independently of the three hate speech elements: insults and slurs, degrading metaphors, and degrading wordplays.

4. Method

In order to both test this approach empirically and answer our research questions, we conducted a structured text annotation of user comments on news about immigration and refuge to Germany posted in March...
2019 in the comment sections of three German news sites (Compact Magazin, Epoch Times, Focus Online), one right-wing blog (Pl news), four Facebook pages (Focus Online, The Epoch Times, Welt, Zeit Online) and 13 YouTube channels (ARTE, BILD, COMPACTTV, DW Deutsch, Epoch Times Deutsch, euronews [deutsch], KenFM, Laut Gedacht, MrMarxismo, Oliver Flesch, RT Deutsch, tagesschau, Tagesschau). These sources were selected on the basis of a preliminary study in August 2018, which considered a much broader variety of sources (8 news sites, 3 right-wing blogs, 7 Facebook pages, 31 YouTube channels, and 1 Q&A platform) chosen on the basis of their high reach, their relevance to the public debate of immigration (indicated by the number of user comments), and the variation in their discourse architectures (i.e., comment section, discussion forum, social media, Q&A platform). Following the results of this preliminary study, we selected those sources that contained most hate speech against refugees and immigrants in order to collect as much material as possible for the following analysis. Accordingly, the sample is not designed for a systematic comparison of hate speech in different types of sources.

Using topic related search terms, these sources were screened for articles and posts referring to the topic of immigration and refuge capturing all related user comments. We then randomly selected 178 articles and posts with a total of 6,645 related user comments (for each initial article or post the first up to 50 user comments) for the subsequent analysis. This material was annotated using the BRAT rapid annotation tool, a browser-based software for structured text annotation (Stenetorp et al., 2012).

The method of structured text annotation includes that each text is examined for relevant words, sentences, or sections (‘entities’), which are then selected and labeled with predefined categories (‘entity attributes’). Thus, this method is basically a combination of the inductive identification of relevant text segments as we know it from computer-assisted qualitative text analysis and the assignment of codes to these text segments as we know it from standardized content analysis. As such, it is particularly helpful for content analysis as the classification is explicitly related to specific parts of a text, which are at the same time recorded for subsequent analysis. This allows us to conduct both a standardized and a qualitative content analysis of the annotated user comments.

Both the methodological approach and our focus on immigration and refuge to Germany were chosen due to the broader research context of this study, which aims at the automatization of detecting hate speech against refugees and immigrants in German user comments. For this reason, we will first take a closer look at the situation in Germany (see Section 4.1). While our methodological approach is suitable for analyzing hate speech against various groups (see Section 4.2), the results presented in this article are limited to hate speech against refugees and immigrants. This is not to say that only refugees and immigrants are recently affected by hate speech in Germany; anti-Semitic hate speech, for example, has dramatically increased again as well (Hänel, 2020; Schwarz-Friesel, 2019). Nevertheless, we consider a focus on a specific target group to be helpful in order to distinguish hate speech from neighboring concepts.

4.1. Immigration and Refuge to Germany

The topic of immigration and refuge was chosen for our case study as it has been heavily discussed in public since 2015, when the German Chancellor Angela Merkel decided to keep the state’s borders open and the number of refugees entering Germany rose sharply. Even though the number of asylum applications dropped drastically in 2017 and continues to decrease (Bundesamt für Migration und Flüchtlinge, 2020), questions of immigration have repeatedly triggered heated political debates in Germany in the following years and have long been high on the media agenda (e.g., Krüger & Zapf-Schramm, 2019). The public opinion was increasingly divided on the issue, and dissatisfaction with political institutions and the processes that deal with it is widespread (Arlt, Schumann, & Wolling, 2020).

This social division has become apparent, for example, in anti-immigration protests (Bennhold, 2018), the rise of the populist extreme right-wing party ‘Alternative für Deutschland’ (Bennhold, 2018) and a growing mistrust regarding the accuracy of media coverage on refugees (Arlt & Wolling, 2016). However, this issue is of particular relevance as the growing online hate speech against refugees and immigrants has been accompanied by an increase in racist hate crimes against these groups in Germany in recent years (Eddy, 2020; Hille, 2020). Examples include the attacks in Hanau (February 2020), Halle (October 2019) and Munich (June 2016) as well as the murder of the Hessian politician Walter Lübcke, who publicly supported liberal refugee politics (June 2019). There is reason to believe that such hate crimes are verbally prepared, socially backed, and ideologically legitimized by hate speech on far-right websites and forums, but also on social media and in comment sections of news websites (see e.g., Scholz, 2020).

4.2. Annotation Rules and Coding Scheme

On the basis of a detailed theory-based manual, three trained coders annotated the user comments in our sample following three steps: First, the initial article or post was read and checked for thematic relevance. The net sample contains 135 relevant articles or posts with 5,031 corresponding user comments.

In the second step, all judgments of individuals or groups within these comments were identified and annotated as ‘entities’ on a sentence level. Thereby, a judgment is defined as a statement expressing an opinion or an evaluation of the person/group by ascribing negative characteristics, roles, or behavior to it. Such judgments
can be recognized by attributions of adjectives, judgmental subjectivizations, the attribution of behavior that violates social standards, or by association with certain consequences (e.g., damage). In addition to such explicit judgments, the coders were also instructed to identify and annotate implicit judgments, expressed by rhetorical questions, ironic statements, or historical references. In order to capture such implicit forms as validly as possible, the manual includes dimensions and examples taken from a qualitative expert survey of German community managers (Paasch-Colberg, Strippel, Laugwitz, Emmer, & Trebbe, 2020), qualitative pre-coding and literature.

In the third step, all annotated judgments were further qualified by attributing predefined labels to them, such as the targets of judgment (e.g., politicians, journalists/media, German citizens, right-wing groups, Muslims, and refugees/immigrants) and the subject of judgment (e.g., culture, sexuality or character/behavior). Judgments that were attached to a specific group membership (i.e., ethnicity, nationality, religion, gender, profession) and are thus stereotyping were labeled accordingly. It was further specified whether a judgment includes a dehumanization (as defined in Section 3.2) or a response to the target group. Possible responses range from non-violent forms (i.e., rejection) to violent forms (i.e., the legitimization, threat or call for physical violence or killing of the person/group).

Finally, the manual contains three attributes to specify different forms of offensive language, i.e., insults and slurs, derogatory metaphors and comparisons as well as derogatory wordplays. The manual includes examples for these forms of offensive language used in German user comments, which were drawn primarily from the aforementioned expert survey.

The context unit of the annotation of judgments in a user comment were the news item or social media posting and the preceding comments, i.e., the coders were instructed to use textual references within this context to identify judgments.

4.3. Data Analysis

A qualitative content analysis was conducted for all user comments in the sample that contains at least one element of hate speech or offensive language according to our framework. The hate speech and offensive language elements described in Section 3.2 were thus used as deductive categories to pre-structure the material. In the first step, the comments in these pre-set categories were close-read in order to describe and exemplify the categories as such. In the second step, the analysis was focused on those comments that target refugees or other immigrants and segmented into (1) comments that qualify as hate speech and (2) comments that qualify as offensive language but not as hate speech. These comments were then further explored using the technique of structuring qualitative content analysis according to Mayring (2015). This form of qualitative content analysis focuses on patterns and co-occurrences of selected characteristics in the material and aims at the description of different types in the material (Mayring, 2015, pp. 103–106; Schreier, 2014). To assure consistency, the material was close-read by two researchers independently and inconsistencies were resolved in discussing.

5. Results

In our sample of 5,031 user comments, 2,602 negative judgments were identified. Hate speech was identified in 25% of the judgments (n = 701) and, since a comment can contain more than one judgment, 11% of the comments (n = 538). With regard to the three hate speech elements, negative stereotyping is by far the most frequent element. Every fifth judgment in our sample (n = 539) uses negative stereotypes while only 155 judgments (6%) dehumanize the target. Calls for violence or death were identified even less frequently (n = 56 and n = 57). The majority of judgments with hate speech are targeting the group of refugees and immigrants.

Offensive language is more frequent in our sample than hate speech. And if offensive language is used in a comment, it is often used more than once: Offensive language was identified in 16% of the comments (n = 796) and 38% of the judgments (n = 1,070). About 60% of these judgments use offensive language without qualifying as hate speech according to our framework.

5.1. Describing Hate Speech in German User Comments on Immigration and Refuge

The following sections present examples of user comments that contain potentially offensive and upsetting terms, particularly racist and islamophobic. They are solely used as examples to illustrate the results of this research and do not reflect the views of the authors in any way. The user comments were translated, the German originals can be found in the supplementary document.

In a first step, we close-read the user comments to illustrate in more depth how the three hate speech elements defined in Section 3.2 can be identified. This aims at describing the main categories of our framework, illustrates them with examples and thus makes them applicable for further analysis in the field. As Table 1 shows, hate speech in our sample is expressed through different kinds of rhetoric and can be identified by different indicators. At the least extreme level, groups are negatively stereotyped by referring to the average or majority of its members or by calling a behavior or role typical for the group. Another form of stereotyping is to criticize the behavior of a group as a negative deviation from supposedly normal behavior.

Dehumanizing hate speech refers to humans as things, animals, or other inhuman beings, considered inferior, disgusting, or dangerous.
Table 1. Description of hate speech elements.

<table>
<thead>
<tr>
<th>Hate speech element</th>
<th>Example (English translation)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Negative stereotyping</strong></td>
<td></td>
</tr>
<tr>
<td>Referring to everybody, most people, or the</td>
<td>“These newcomers are all potential killers, they pull out their knives on</td>
</tr>
<tr>
<td>average or typical person</td>
<td>every little thing”</td>
</tr>
<tr>
<td>Social groups, religious groups, professional roles, or</td>
<td>“Muslim and Black African, the recipe for murder and manslaughter”</td>
</tr>
<tr>
<td>nationalities are generalized</td>
<td></td>
</tr>
<tr>
<td>Critique is tied to the deviation of ‘normality’</td>
<td>“Nowhere else in the world do criminal asylum seekers get so much</td>
</tr>
<tr>
<td></td>
<td>support and so many murderers can run free like they do here”</td>
</tr>
<tr>
<td><strong>Dehumanization</strong></td>
<td></td>
</tr>
<tr>
<td>Humans are equated as or compared to inanimate things</td>
<td>“Whoever takes the stuff out has to be well paid. What kind of sewer</td>
</tr>
<tr>
<td></td>
<td>man digs in shit without proper pay?”</td>
</tr>
<tr>
<td>Humans are equated as or compared to animals or inhuman</td>
<td>“Unfortunately, the money is not enough to get rid of even a small</td>
</tr>
<tr>
<td>beings</td>
<td>portion of these parasites”</td>
</tr>
<tr>
<td><strong>Violence and killing</strong></td>
<td></td>
</tr>
<tr>
<td>Fantasies of violence/killing</td>
<td>“Let the cops beat him until he’s crippled! Then fly him across the</td>
</tr>
<tr>
<td></td>
<td>desert and throw him out”</td>
</tr>
<tr>
<td>Violence/killing as only effective means or remedy</td>
<td>“The only thing that helps is violence”</td>
</tr>
<tr>
<td>Violence/killing as a right/appropriate solution</td>
<td>“It would have been faster, cheaper and more sustainable to just</td>
</tr>
<tr>
<td></td>
<td>shoot him”</td>
</tr>
<tr>
<td>Specific calls for violence/killing</td>
<td>“When all subjects are still in deep sleep, let’s blow up the asylum</td>
</tr>
<tr>
<td></td>
<td>center!”</td>
</tr>
</tbody>
</table>

The user comments in the category ‘violence and killing’ address a broad spectrum of violence, ranging from general physical violence and more specific forms such as sexual violence, violence in law enforcement, extreme punishment (i.e., forced labor, torture), or (civil) war to murder, suicide, deadly revenge, or death penalty. Furthermore, the category includes violent fantasies, rhetoric describing violence or killing as the only effective means or the appropriate solution, and specific calls for violent action or killing.

5.2. Mapping the Variety of Hate Speech and Offensive Language towards Immigrants and Refugees

To answer RQ2, we then used our multi-dimensional annotations to identify patterns by grouping the user comments in our sample to general types. To derive the types, the common occurrence of the labeled characteristics (including the three hate speech elements and forms of offensive language as defined in Section 3.2) was examined. For those user comments that target immigrants or refugees, five types of hate speech emerged which partly build on each other, so that their borders tend to be blurry; also, individual user comments may recur to more than one type at once.

**Racist othering**: Key characteristics of this type are an ‘us against them’-rhetoric and a sharp devaluation of the designated out-group. At least implicitly, this type is the basic motive of hate speech. The element of negative stereotyping applies to all comments of this type: Immigrants and refugees are negatively stereotyped (e.g., as lazy, stupid, rude), and framed as a burden and imposition to the ingroup, as this example shows: “Anyone who comes here to participate in what our forefathers built, and their ancestors did not contribute anything at all, is unwanted because he is only scrounging, no matter what else he says or does.” The devaluation is often associated with descriptions of an allegedly abnormal sexual life, as in this example: “Illiterate Afros, Arabs, and Afghans have no access to women of their ethnicity and consequently suffer a hormonal emergency.”

**Racist criminalization**: This type is a special form of negative stereotyping, which focuses on the description of immigrants and refugees as a threat. Crime is culturalized and associated particularly with the male gender. In this context, it is striking that the knife is coined as the central tool of crime, shaping the image of an uncivilized wild: “We live in hard times in which one must constantly count on getting a knife from foreigners, who were raised differently.” Forms of self-victimization are also identified, whereby the sexual motif reappears as the narrative of the threatened German woman: “These murderers, rapists, and thieves from Morocco, Algeria, or Mauritania cause the most damage to the population and are therefore Merkel’s darlings.”

**Dehumanization**: This type builds on the previous types, but is characterized by an additional dehumanization of the target group; in other words, comments of this type are distinguished by the common presence of the elements of negative stereotyping and dehumaniza-
Immigrants and refugees are compared or referred to as non-human things or beings that are connoted as inferior, disgusting or even dangerous, as this example shows: “The scum from which the whole world protects itself is integrated into the social systems here.”

The second example is a hybrid of racist criminalization, expressed through a play on the words criminal and migrant, and dehumanization: “These Crimigrants are predators. They lurk and choose their victims.”

Raging hate: User comments of this type are distinguished by the element of violence and killing. Physical violence against immigrants and refugees or even their death is legitimized or demanded; other comments imply fantasies of violence and killing as acts of revenge. Some comments of this type also contain the element of dehumanization, as if to justify (lethal) violence. Further, this type is characterized by the use of offensive language, i.e., insults, which imply malice, cynicism, disgust, and aggression: “That filthy mutt is still alive?”

Call for hate crimes: The main characteristic of this type is the occurrence of the element of violence and killing. However, in contrast to the type of raging hate, this is done without the use of offensive language, but in a distanced and calm form, as this example shows: “The attacker should be shot, stabbed, or beaten to death immediately. Another language is not understood by Muslim Africans. Otherwise they understand: Keep up the good work.” Calls for hate crimes often use negative stereotyping (e.g., by criminalizing immigrants and refugees) and dehumanization as a justifying rhetoric: “They should not be stoned, but fed to the lions. Something like that must not live.”

We further analyzed the use of offensive language in the user comments, to assess its role for the five types of hate speech as well as the grey area that exists in the demarcation of hate speech and offensive language. The in-depth analysis showed that comments targeting immigrants and refugees use different forms of offensive language.

First, the target group is described with common racial slurs and insults. User comments that contain racial insults but none of the hate speech elements described in Section 3.2 do not qualify as hate speech according to our framework. However, they would do so on the basis of other definitions in the literature (e.g., Saleem et al., 2017). Thus, they are clearly sitting in a grey area between hate speech and offensive language.

In addition, derogatory group labels are identified that either use neologisms or wordplays. The distinction between this form and common racial insults is temporary and fluent, as such, these labels can also be considered as a grey area. However, they are difficult to capture in standardized approaches and require special knowledge. The same holds for ironic group labels (e.g., “gold pieces”) that are highly context-sensitive.

Another form of offensive language can be referred to as distancing, as it denies refugees their legal status, e.g., by using quotation marks (“so-called ‘refugees’”), adjectives such as “alleged” or neologisms such as “refugee actors.” Distancing can be understood as a preliminary stage to racist othering. Finally, user comments referring to immigrants and refugees also use common insults (e.g., “wanker”) against them without referring to the group of refugees as a whole. Therefore, this form qualifies as incivility (in the sense of impoliteness) but clearly not as hate speech.

Offensive language was found to be used in all hate speech types, however, the type ‘call for hate crimes’ seems to be an exception to that.

6. Conclusions

In this article we developed a new approach to hate speech definition and identification that aims at solving some of the described challenges in the field of research and goes beyond the common ‘hate/no-hate’ dichotomy. To add more depth to the concept of hate speech and answering RQ1, our theoretical approach first developed a multi-dimensional understanding of the term based on the dimensions of discriminatory content and references to violence, which in the second step was measured using a set of independent labels. In contrast to most existing studies in the field, hate speech thus could be measured indirectly and in a multi-dimensional way.

In a structuring content analysis of user comments targeting immigrants and refugees, we showed how this approach allows an in-depth analysis of the character of hate speech statements in a content analysis as well as, in a second step, the development of distinct types of hate speech that form a dark spectrum of discrimination and violence-related statements. Answering RQ2, our approach captures recurring patterns of hate speech, as identified and described in other qualitative studies, and enables their standardized measurement: The types of racist othering, racist criminalization, and dehumanization correspond largely to some of the hate myths identified by Waltman and Mattheis (2017) in hate novels of US-American white supremacists. Dehumanization and racist criminalization resemble closely some of the justificatory hate speech mechanisms identified by Maynard and Benesch (2016, pp. 80–82) in the context of mass atrocities.

The results further show that two of the hate speech types are characterized by a special relationship to language and thus deepens our knowledge on the role of offensive language for hate speech: While the use of offensive language is constitutive for ‘raging hate,’ the type ‘call for hate crimes’ is characterized by a quite rational language. Hence, the empirical analysis supports our argument that a deeper theoretical conceptualization of hate speech and offensive language as two distinct dimensions allows for much more detailed insights into the nature of this phenomenon.

Our case study is limited in several ways. Firstly, our analysis addresses hate speech in user comments. While this is a relevant perspective because most hate content
emerges in this sphere, it is only one facet of the problem of offensive language in participatory online discussions. In order to better understand the dynamics of escalating discussions, future studies should therefore consider the broader context and, for example, analyze discriminatory speech in the discussed news pieces and social media posts themselves.

Secondly, the analysis is not based on a representative set of sources, but biased by the right-wing news sites and the right-wing blog selected for analysis. Therefore, our typology can only be preliminary and must be validated and quantified in further studies. Such further empirical applications of our framework should in particular consider the differences between different types of sources systematically.

Thirdly, we limited our analysis to hate speech targeting immigrants and refugees, as this seems to be particularly relevant against the background of recent hate crimes in Germany (see Section 4.1). Nevertheless, the question of what forms of hate speech are used to target other social groups should definitely be answered in future studies.

Finally, capturing implicit forms of hate speech is quite difficult. In order to prevent corresponding user comments from being deleted directly, hate speech is sometimes strategically disguised (e.g., Warner & Hirschberg, 2012). Another challenge with regard to right-wing blogs and websites in specific is the strategy of right-wing extremists to use their websites for image control and to avoid open racisms and calls for violence (e.g., Gerstenfeld, Grant, & Chiang, 2003). Through a previous expert survey, we were able to supplement our manual with many current examples of implicit hate speech. However, this form of hate speech can change significantly over time, which is why our manual at this point is more of a snapshot that needs updating for and through future research. Moreover, our framework focuses on text and does not include forms of hate speech expressed by non-textual communication, such as memes for example.

Nevertheless, we argue that our framework provides a sensitive tool to describe the prevalence of hate speech in more detail than existing approaches, while also considering borderline cases and rhetoric that prepare hate speech. This extended perspective on the phenomenon of hate speech is promising to better understand escalating dynamics in participatory online spaces and to empirically test different counter-measures, for example. This is of particular importance for practical social media community and content management. When integrated into existing (semi-)automated content management systems, such a tool that distinguishes between several types and intensities of incivility and hate speech may contribute to more adequate strategies of dealing with disturbing content than many of the existing keyword-based and binary ‘hate/no-hate’ systems. This is even more important as simple deletion of ‘hate’-labeled postings often raises concerns of censorship, particularly when measurement is blurry and mistakenly covers also non-hate speech content.

Finally, with reference to the various hate speech definitions in the literature, we want to point out the flexibility of our approach: It can be adapted to answer specific research questions and make different or broader hate speech definitions operational for content analysis, e.g., definitions of ‘hateful speech’ that would include racial insults but exclude the element of negative stereotyping. By combining it with surveys or experiments, the content-related perspective of our approach can also be related to other perspectives on hate speech in order to provide additional insights, for example, into the interplay of text characteristics and their perception by different population groups.
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