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Abstract
With a focus on role‐based (fact‐checker and author) agencies and machine heuristics conceptualized by the
modality, agency, interactivity, and navigability model, this study examines the comparative effect of AI
(vs. human) agencies in debunking conspiracy theory news. Using a 2 × 2 online experiment with
506 participants, the study explores how conspiratorial orientation influences different role‐based AI
agencies’ relationships with machine heuristics, and therefore news credibility perception and corrective
action intentions. Results reveal that AI (vs. human) role‐based agencies have separate but also interaction
effects on heuristic activation. Moreover, potentially because conspiratorial orientation originates from
skepticism towards humans, AI fact‐checkers can be associated with higher corrective action intention for
individuals with high conspiratorial orientation by activating AI fact‐checker’s positive machine heuristics.

Keywords
artificial intelligence; conspiratorial orientation; conspiracy theory; fact‐checking; machine heuristics

1. Introduction

The role of AI‐generated content in misinformation has been widely studied, primarily focusing on AI’s
capabilities as a content creator (Xu et al., 2023). However, recent research has also explored AI’s potential
as a fact‐checking agent with platforms increasingly adopting AI for moderation and verification tasks (Moon
et al., 2023). The MAIN model (modality, agency, interactivity, navigability) offers a useful framework for
understanding these dynamics, proposing that users perceive AI and human agencies differently based on
their assigned roles in online interfaces (Sundar, 2008). In particular, AI and human agents in fact‐checking
and authorship roles can influence user responses through distinct cues and heuristics.
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Research has explored the differential perceptual and intentional effects of AI versus human agencies when
each serves in roles such as fact‐checker (Banas et al., 2022) or author (S. Wang & Huang, 2024). Due to
differences in thematic contexts, agent roles, and interaction types, studies showed different results. With
sources of both roles (fact‐checker and author) disclosed, we aim to extend existing work by examining how
different role‐based AI agencies (vs. human) are associated with news credibility perception and corrective
action intention (i.e., the behavior of an individual attempting to address or counteract a perceived negative
influence of media messages on others; Talwar et al., 2020).

Individuals’ perceptual and intentional outcomes relating to misinformation are often politically motivated
(Kahan, 2015), where confirmation bias and motivated reasoning drive user engagement with false
narratives (Miller et al., 2016; Zhu, Fitzpatrick, & Bowen, 2024; Zhu, Xu, et al., 2024). Studies show that AI
fact‐checking can mitigate such biases, potentially reducing the influence of motivated reasoning linked to
political identity (Moon et al., 2023; Wischnewski & Krämer, 2022). Conspiratorial thinking is related to
political or cultural identity but is distinct in its underlying nature (Federico, 2022; Sutton & Douglas, 2020).
Unlike political identity, conspiratorial orientation (CO) reflects a more generalized skepticism toward human
intentions (Kim & Lee, 2024). This mindset could affect the relative impact of AI versus human fact‐checkers
as cues in online news interfaces. Consequently, we aim to explore whether CO conditions the differential
effects of AI and human agencies, especially in their respective fact‐checking and authorship roles, on
corrective action within conspiracy theory contexts.

2. Literature Review

2.1. AI’s Agency Cues and Positive/Negative Machine Heuristic

AI’s Agency Cues and Positive/Negative Machine Heuristic AI as an agency (instead of a hidden or unseen
algorithm) of fact‐checker, author, or other types of sources has become increasingly explicit in online news
(Chae & Tewksbury, 2024; Tulin et al., 2024). Disclosure of AI agency can have significant perceptual effects
among news consumers for online information processing and evaluation. When AI acts and therefore is
perceived as a fact‐checker or author, it becomes the source of information about a news article. Some
recent literature has explored the effect of AI agency on news reception and information processing by
building on the MAIN model (Sundar, 2008).

The MAIN model proposes that agency provides important information cues on the human–computer
interface, which can further influence information processing and credibility perceptions (Sundar, 2008).
More specifically, the AI or machine‐related cues may activate users’ mental heuristics (mental shortcuts in
the form of pre‐determined evaluation about the cue) which facilitate information processing (Banas et al.,
2022; Garrett et al., 2013; Molina & Sundar, 2024). Among different types of heuristics, machine heuristics
refers to cognitive shortcuts that users apply when interpreting AI‐driven content, allowing them to quickly
assess the reliability or intent of machine‐generated information based on pre‐existing beliefs about AI’s
capabilities (Sundar, 2008). These heuristics are a set of prior beliefs about the nature of machines or
automated programs such as AI. Based on users’ prior engagement and experience with machines and AI, it
can either be positive or negative (S. Wang & Huang, 2024).
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Positive machine heuristic (PMH), characterized by perceptions of AI as objective, accurate, and unbiased,
often leads users to trust AI’s assessments more readily. This trust stems from the belief that AI operates
without personal biases, fostering a sense of algorithmic impartiality that can influence users’ willingness to
engage with or accept information (Sundar & Kim, 2019). In contrast, negative machine heuristic (NMH) is
driven by skepticism regarding AI’s limitations, especially in tasks perceived as requiring human nuance or
empathy. Activation of NMH corresponds to the perspective that AI is mechanistic or overly simplistic, leading
to lower trust in AI‐driven content, particularly on complex topics (Waddell, 2019). Either way, studies have
found that AI cues can activate machine heuristics more strongly than human cues (i.e., when certain sources
on the news interface are disclosed as human) in experimental settings (Banas et al., 2022; Molina & Sundar,
2024; Pareek et al., 2024).

2.2. Role‐Based Agencies: AI as Fact‐Checker and Author

AI can serve two distinct roles in a digital news interface: as a fact‐checker or as an author. Existing research
on AI’s agency effects has largely examined these roles separately. Some studies focus on AI as a fact‐checker.
When PMH is activated, AI fact‐checkers are generally perceived as objective and efficient, leading readers
to trust the accuracy of flagged content—especially when clear, structured explanations are provided (Pareek
et al., 2024; S. Wang, 2021). However, when NMH is activated, the visibility of AI fact‐checking can lead to a
responsibility shift, where readers feel less inclined to engage in corrective action and instead defer content
verification to the AI (Bhandari et al., 2021). This diminished sense of personal responsibility may reduce users’
willingness to challenge or verify AI’s fact‐checkers suggestions.

Similarly, studies on AI as an author (news producer) have reported mixed findings. When PMH is activated,
readers may associate AI authorship with objectivity, perceiving AI‐generated content as free from ideological
bias (Sundar, 2008). However, whenNMH is activated, readersmay viewAI‐authored content as lacking depth
and empathy, particularly in complex or sensitive topics like conspiracy theories (Graefe et al., 2018; Thurman
et al., 2017;Wu et al., 2019). This perceived lack of complexity can reduce reader engagement, including their
likelihood of verifying information. Because AI‐generated content is often viewed as purely factual, users may
default to surface‐level trust, reducing their motivation to critically assess or scrutinize AI‐authored material,
particularly when AI authorship is explicitly disclosed (DeVerna et al., 2024). Therefore, in line with the MAIN
model, we propose the following hypothesis:

H1: Disclosure of AI agency (fact‐checker or author) compared to human agency leads to significantly
higher activation of machine heuristics.

Existing literature has examined the activation of positive and negative machine heuristics based on AI agency
in fact‐checking and authorship roles. However, as AI and automation become increasingly prevalent in online
news processing, AI can fact‐check both human‐ and AI‐generated news, while AI‐authored content can be
fact‐checked by either humans or AI, creating a reciprocal fact‐checking dynamic.

Prior research on AI‐human collaboration in fact‐checking has shown that different combinations of human
and AI agreement/disagreement influence user perceptions of both content credibility and news source
trustworthiness. Banas et al. (2022) demonstrated that the activation of bandwagon versus machine
heuristics depends on whether fact‐checking judgments (true vs. false) are aligned between AI and human
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sources. In other words, the activation of a particular heuristic is not independent but contingent on
contextual cues and the interaction among them.

Building on this idea, we consider two possibilities for heuristic activation in fact‐checking and authorship
roles. The first is that activation of role‐based heuristics may be stronger for the fact‐checker role because
fact‐checkers act as supervisors or evaluators of authored content. Therefore, the fact‐checker’s agency
(AI vs. human) may influence not only fact‐checker‐based PMH and NMH but also those associated with
authorship. For the second possibility, if one AI role (fact‐checker or author) provides the context for
heuristic activation in the other role, certain agency‐role combinations may significantly amplify or suppress
PMH and NMH. For example, when a human fact‐checker debunks AI‐generated news, it may trigger higher
skepticism (NMH for AI author), depending on how users perceive the disadvantage of AI fact‐checkers for
news with complex socio‐political backgrounds.

Prior research also illustrates that if an AI fact‐checks human‐authored conspiracy theory content, users may
more readily trust the correction due to the perceived objectivity and distance AI brings as an external
reviewer (S. Wang, 2021). Conversely, when AI serves as both fact‐checker and author, this dual presence
may prompt readers to engage less critically, as they might assume that the information has been pre‐vetted
by a “neutral” entity. However, with a human author, AI’s fact‐checking might instead serve as a reinforcing
agent, encouraging readers to perceive the content through a lens of human insight balanced by AI’s
impartial validation (Horne et al., 2020).

Despite the abundance of prior research, there remains a lack of firm evidence of the exact direction of the
interaction between different role‐based AI vs. human agencies (as fact‐checker and author), therefore we
propose the following research question:

RQ1: How do agency (AI vs. human) and role (fact‐checker vs. author) interact in activating PMH and
NMHs (fact‐checker‐based and authorship‐based)?

2.3. Perceptual and Intentional Effects of AI (vs. Human) Role‐Based Agencies

Prior research has studied both perceptual and intentional outcomes of AI vs. human agency in the two roles
(fact‐checker and author) concerning the current study. For instance, news credibility perception is expected
to be modified as are intentional outcomes such as support for restrictions. However, little research has
examined the effects of corrective action (i.e., the behavior of an individual attempting to address or
counteract a perceived negative influence of media messages on others), which is arguably a desirable
outcome of fact‐checking.

By leveraging different heuristics, fact‐checkers tend to have a significant impact on perceived credibility
and quality evaluation of the news content (often fake news or misinformation), regardless of being
human/crowdsourced or machine/AI. However, the differential effects brought by AI vs. human
fact‐checkers are less clear. For instance, Lee and Bissell (2024) found that human and AI interventions do
not differ in their effects on readers’ belief in misinformation about Covid‐19 vaccination. Chae and
Tewksbury (2024) reported that knowledge of AI intervention does not hinder the effectiveness of
fact‐checking labels compared to human fact‐checkers. AI’s fact‐checkers differential effects are more
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pronounced for behavioral intentions. For instance, AI fact‐checkers or content moderators have an inferior
effect than humans on encouraging support for regulation/censorship (Moon et al., 2023) and flagging
(Bhandari et al., 2021), as well as reducing the likelihood of information forwarding (i.e., sharing the news;
DeVerna et al., 2024).

However, machine authorship’s effect seems to be less consistent, as shown in two meta‐analyses
(Graefe & Bohlken, 2020; S. Wang & Huang, 2024). Earlier studies have illustrated that AI authorship
reduces hostile media bias (Cloudy et al., 2023; Craig & Choi, 2024) or slightly enhances the perceived
credibility of the message (Kreps et al., 2022); however, more recent studies have found that AI authorship
reduced perceived credibility and quality of the message (Jia et al., 2024). In other studies, machine
authorship (vs. human) has no significant effect on perceptual outcomes such as credibility, news quality
evaluation (Graefe & Bohlken, 2020), or other context‐specific perceptions (e.g., how enjoyable, funny, or
trustworthy, etc.; Rae, 2024). While Graefe and Bohlken (2020) found conflicting results from experimental
designs (human authorship is considered better) and descriptive designs (machine authorship is considered
better), Wang and Huang (2024)’s analysis showed a general, but slight, disadvantage in credibility
perception when authorship is attributed to automated agents. As for behavioral intentions, AI authorship is
found to have only marginally negative effects on information‐forwarding behavior (re‐sharing the message
online; Rae, 2024).

Prior research presents mixed findings regarding AI agency’s effects on news credibility and behavioral
responses, such as information forwarding and more restrictive actions like support for content regulation.
Corrective actions, such as advising others on misinformation, are influenced by how users perceive a
message’s personal and social impact. AI agency may shape users’ evaluations of both fact‐checkers and
authors, influencing whether a message is seen as socially acceptable or problematic. Specifically,
fact‐checking warnings and author credibility cues may determine how users assess the reliability of the
content and their willingness to take corrective actions. As such, we propose the following research question:

RQ2: When both roles are shown on the news interface, how are different role‐based AI agencies
(vs. human) associated with news credibility perception and corrective action intention?

Prior research has also demonstrated that machine heuristics can act as mediators in various behavioral
responses. For example, PMH has been shown to mediate trust in automated decision‐making, where users
may accept machine‐generated outcomes without critical scrutiny (Binns et al., 2018). Similarly, NMH can
mediate user engagement in contexts requiring high levels of personal involvement or moral judgment, as
users tend to question the AI’s depth and accuracy in such areas (Graefe et al., 2018). These heuristic
responses are particularly relevant in AI’s roles as fact‐checker and author, where PMH and NMH may
influence the extent to which users take corrective action based on the perceived credibility or depth of
AI’s input.

Molina and Sundar (2024) found that such PMH reinforces a responsibility shift, where users defer to AI’s
perceived authority, reducing their personal engagement in corrective actions when AI’s fact‐checking role
is visible. Conversely, NMH may be more prevalent when AI is labeled as an author, as users may question
the credibility and depth of AI‐authored content. This skepticism can lead to reduced corrective engagement,
particularly for complex topics like conspiracy theories, where readersmay perceiveAI as incapable of nuanced
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expression (Waddell, 2019).

Therefore, we propose that AI as a fact‐checker or author can uniquely shape corrective action, directly or
through the mediation of machine heuristics. Therefore, the following hypotheses are proposed:

H2: Machine heuristic (fact‐checker role) mediates the AI fact‐checker agency’s comparative effect
against human on (a) news credibility and (b) corrective action intention.

H3: Machine heuristic (author role) mediates the AI author agency’s comparative effect against human
on (a) news credibility and (b) corrective action intention.

2.4. Conspiratorial Thinking and CO

Conspiracy theory news is a specific type of misinformation (Kim & Lee, 2024). In this context, past research
has explored the potential of AI technologies in identifying and categorizing misinformation and fake news
(Jahanbakhsh et al., 2023). In the meantime, researchers have also explored whether disclosure of AI’s role
as the fact‐checker would be perceived as reliable and trustworthy (Molina & Sundar, 2024). On the
perceptual level, these studies explored whether AI as a fact‐checking source can achieve better or worse
effects in comparison to human fact‐checking (Banas et al., 2022; Moon et al., 2023). These studies focus on
different outcomes of AI vs. human fact‐checking, but a common finding is that AI agency has an advantage
over humans when the message source or content invites motivated reasoning: a way of reasoning with the
purpose of identity protection or with the preference of pre‐existing beliefs towards controversial social
issues. In comparison to human fact‐checker debunking misinformation, AI’s fact‐checkers agency leads to
less perceived hostile media effect (Cloudy et al., 2023), or reduces the extent to which partisans adore
in‐group misinformation (Moon et al., 2023; Moon & Kahlor, 2025).

In the context of debunking fake news or misinformation, audience responses to misinformation are often
shaped by their pre‐existing beliefs about a particular story or by alignment with narratives that reflect their
personal identity (Hameleers & van der Meer, 2019). Research indicates that individuals who believe in
conspiracy theories often share specific cognitive patterns that make them more prone to accepting such
theories (Romer & Jamieson, 2022). In this light, Kim and Lee (2024) conceptualized CO, which refers to an
individual’s tendency to interpret information through a lens of distrust toward mainstream narratives, often
involving beliefs in hidden agendas and manipulation by powerful entities. Those with high CO are generally
inclined to believe in conspiracy theories. For behavioral intentions, they view corrective interventions with
suspicion, particularly when they perceive these as efforts by traditional institutions to control the narrative
(Tam & Lee, 2024).

This predisposition to skepticism is rooted in the perceived power imbalance between the subjects of
conspiracy theories, the sources of information, and the audience receiving the information. Since
conspiratorial thinking functions as a type of quasi‐problem‐solving, this skepticism is heightened when
individuals face a prolonged lack of power, resources, and access to solutions (Kim & Lee, 2024). Compared
to humans, AI fact‐checkers and AI authors (as communicative agents) may offer cognitive shortcuts that
could either promote or hinder this quasi‐problem‐solving process by acting as a third‐party influence on
information processing. Additionally, the perceived power distance and resourcefulness of human and AI
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communicators may vary between individuals with a high level of conspiratorial thinking and those without
such orientation.

Individuals with high levels of CO are likely to view debunkers of conspiracy theories in a negative light.
They may see human fact‐checkers as powerful entities attempting to challenge their beliefs while
perceiving AI fact‐checkers as comparatively less biased. For high CO individuals, the idea that AI
fact‐checkers are neutral may be more readily accepted than the idea that human fact‐checkers offer
context and deeper understanding. This preference for AI may stem from the inherent skepticism toward
human intentions associated with conspiracy theories themselves (Frenken & Imhoff, 2023; Imhoff & Bruder,
2014). Therefore, high CO individuals are likely to activate PMH for AI fact‐checking, interpreting it as an
objective, rule‐based system that lacks hidden motives (Sundar & Kim, 2019). This belief in AI’s impartiality
can lead high CO readers to respond more favorably to AI fact‐checking than to human intervention,
potentially fostering corrective actions by reducing suspicion. In contrast, these individuals often view
human fact‐checkers as part of a larger agenda to suppress alternative viewpoints, which could heighten
skepticism and diminish the effectiveness of corrective measures when presented by humans.

On the other hand, low CO individuals—those with less inclination to believe in conspiracy theories—are less
likely to be skeptical of human fact‐checkers. For individuals with lower CO, human fact‐checking may
reinforce a social norm of collective responsibility in countering misinformation (Gimpel et al., 2021), or
activate a perceptual affinity or trust toward human expert fact‐checkers. This trust could stem from both
authority and machine heuristics, reflecting an inherent confidence in the agent’s reliability, regardless of
whether the agent is human or AI (Vraga & Bode, 2017; Y. Wang, 2021). Therefore, according to the
two‐step motivated reasoning model, these could enhance their willingness to engage in corrective actions
(Jennings & Stroud, 2023; Liu et al., 2023). The endorsement by a human fact‐checker can be perceived as
socially responsible and contextually aware, aligning with low CO individuals’ trust in mainstream narratives.
In this case, PMH is less likely to be activated for AI fact‐checkers, as low CO individuals may prefer
human intervention, especially for socio‐political topics, due to the perceived depth and empathy of
human understanding.

When AI or human agencies serve as authors, CO also moderates reader responses, though with different
heuristic effects. High CO individuals may activate NMH when AI is the author, perceiving AI‐authored
content as overly mechanistic and incapable of capturing the complexity of conspiracy theories (Waddell,
2019). This skepticism may limit their engagement with corrective actions, as they question the quality
and depth of AI‐authored content. Conversely, if a human is the author, high CO individuals may still
maintain suspicion, interpreting human‐authored content as potentially biased (S. Wang & Huang, 2024).
For low CO individuals, human authorship is likely to foster trust, as they value the social accountability
associated with human authors. AI‐authored content, while perceived as objective, might lack the relational
depth that low CO individuals expect, making human‐authored interventions more effective for promoting
corrective actions.

In sum, CO can potentially moderate the influence of fact‐checking and authorship agencies by shaping
whether positive or NMH are activated in response to AI and human interventions (therefore activating
indirect or direct pathways). In light of this review, we proposed the following hypotheses:
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H4: COmoderates the indirect effect (through PMH and/or NMH) and the direct effect of fact‐checker‐
role‐based AI agency (vs. human) on (a) perceived credibility and (b) corrective action intention.

H5: CO moderates the indirect effect (through PMH and/or NMH) and the direct effect of author‐role‐
based AI agency (vs. human) on (a) perceived credibility and (b) corrective action intention.

3. Method

3.1. Sample and Sampling Method

To address the research questions and hypotheses, we conducted a 2 (fact‐checker source: AI, human) by
2 (author source: AI, human) between‐subjects online experiment. We adapted two real‐world online news
articles containing conspiracy theories as the stimuli of the experiment: one about the cause of an airplane
crash that happened in China and the other one about Pfizer’s alleged role in mutating the Covid‐19 virus
for profit.

In regards to the sampling method, the sample for this study was recruited by a major Chinese online panel
provider wjx.com (问卷星) using quotas mimicking those of the adult population in Beijing city in terms of
age, gender, and education from the sixth national population census (National Bureau of Statistics of China,
2018). Survey invitations were sent to existing randomly selected representative panels of Beijing residents.
Thereafter, participants entered the survey experiment procedure. The experiment was performed online
between September 9–28, 2024, and from January 13–19, 2025, with no repetitive participants. Detailed
demographic information can be found in Table 1.

3.2. Experimental Design

Survey participants from the study panel were randomly assigned by the survey system to one of the four
experimental conditions. Participants will first answer a series of questions that can be related or unrelated to
the independent variables (e.g., nationalism, prior knowledge, etc.) and are universal across conditions. Then
participants in different conditions will be given different message stimulus.

The stimuli are pictures designed to mimic a social media post (see the Supplementary Material for
translated articles) showing adapted news articles: one about the cause of the China Eastern Airline 5332
crash and the other one about Pfizer’s alleged role in mutating Covid‐19 virus for profit. Each news article
was shown to half of the participants. The first promotes a conspiracy theory against the airplane
manufacturer (Boeing) and its connections with the US government, the second one implies Pfizer has been
continuously conducting gain‐of‐function research to mutate the Covid‐19 virus to sell medications. While
the title, content, account name, and other features of the article remain the same, it has four different
versions with different combinations of fact‐checking sources (AI vs. human) and author sources (AI vs.
human journalist). The different combinations of the labels can be seen in the Supplementary Material.

Participants are randomly assigned to four experimental conditions. The only differences between these
randomized experimental conditions are the different versions of fact‐checking and author source labels
shown to the participants. For example, in the “AI fact‐checker–human author” condition, the author icon
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Table 1. Sample demographics (𝑁 = 506).
N %

Age
18–24 57 11.3
25–34 218 43.1
35–44 164 32.4
45 and above 64 12.6

Gender
Male 255 50.4
Female 251 49.6

Education
High school and below 140 27.7
Bachelor’s degree 296 58.5
Master’s degree 65 12.8
Doctoral degree 5 1

Family Monthly Income (Chinese ¥)
Less than 5,000 16 3.2
5k–20k 245 48.4
20k–50k 200 39.5
50k–100k 27 5.3
More than 100k 18 3.6

will show a human face with the fictional name of the journalist, and the fact‐checking label will show “our
AI algorithm suggests that this article may contain unverified information.”

3.3. Independent Variables

In factor I—AI vs. human agency (fact‐checker role)—a dichotomous variable is created to represent
participants’ assignment into the AI or human fact‐checker groups. It uses indicator coding to represent the
groups in this factor (AI fact‐checker = 1, and human fact‐checker = 0), therefore, the effects and
coefficients in Section 4 show the influence brought by an AI fact‐checker.

In the same rationale, for factor II—AI vs. human agency (author role)—a dichotomous variable uses indicator
coding to represent the groups in this factor (AI author = 1, and human author = 0).

In regards to CO, we follow Kim and Lee’s (2024) conceptualization and suggested measurements.
The measure includes three dimensions (i.e., conspiratorial realism, susceptibility to popular folklore,
workplace conspiratorial realism) and 11 items in total. Each item is measured on a 7‐point Likert scale
(1 = absolutely disagree, 7 = absolutely agree). An example item of CO included “those people in power
will use shadowy means to gain profit or advantage rather than lose it” (𝑀 = 4.62, 𝑆𝐷 = 1.18,
Cronbach’s 𝛼 = .92).
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3.4. Dependent Variables

The first variable is PMH and NMH in a fact‐checker role. The assessments of machine heuristics are based
on the conceptualization and operationalization by Sundar (2020) and Molina and Sundar (2024). It includes
four 5‐point Likert scale items measuring fact‐checker‐role‐based PMH‐C (“C” stands for “checker”): “the
fact‐checker in the news you just read” followed up by “has machine‐like precision,” “is error free,” “has
machine‐like accuracy,” and “has machine‐like objectivity” (𝑀 = 3.24, 𝑆𝐷 = .88, 𝛼 = .83). Those measuring
NMH (NMH‐C) included “the fact‐checker in the news you just read” followed up by items such as “is able to
detect human emotion” (reverse coded), “is mechanistic,” “is able to understand contextual background”
(reverse coded), and “lacks human intuition” (𝑀 = 2.80, 𝑆𝐷 = .93, 𝛼 = .80).

The second variable is PMH and NMH in an author role (PMH‐A and NMH‐A; the suffix “A” stands for
“author”). Because there are two source agencies in our experiment (fact‐checker and author), we also
measured machine heuristics for the author role with the same items above. However, the leading sentence
was changed to “the author of the news you just read.” PMH‐A (𝑀 = 3.12, 𝑆𝐷 = .94, 𝛼 = .84) and NMH‐A
(𝑀 = 2.73, 𝑆𝐷 = .93, 𝛼 = .80) for author role also has good reliability.

The third variable relates to news credibility perception. We adapted Flanagin and Metzger’s (2000)
measurement of internet information credibility, with three items asking respondents if they perceive the
news to be “credible,” “accurate,” and “biased” (reversed coded). Items were measured on a 7‐point Likert
scale (1 = absolutely disagree, 7 = absolutely agree) and have good reliability (𝑀 = 4.69, 𝑆𝐷 = 1.11,
Cronbach’s 𝛼 = .83).

The last variable concerns corrective action intention.We adapted Talwar et al.’s (2020) measurement of active
fake news corrective action, which included three items asking for agreement: “If my friends share this kind
of news, I will try to correct their views,” “if I see this kind of news on social media, I will comment to oppose
its content,” and “I will search for authoritative information, in order to rectify misunderstandings about the
news among other people.” The items of the scale (𝑀 = 3.08, 𝑆𝐷 = .95, Cronbach’s 𝛼 = .82) were measured
on a 5‐point Likert scale (1 = absolutely disagree, 5 = absolutely agree).

3.5. Analytical Strategy

Data analysis was performed in SPSS® (Version 26.0). To investigate hypothesized main effects and
interaction effects on machine heuristics, credibility, and corrective action intention (as probed by H1, RQ1,
and RQ2), we use univariate general linear models for analysis. Given that the targets of attribution of
responsibility of the conspiracy theory in our stimuli are foreign entities, we controlled for nationalism
hoping to mitigate this limitation to some extent. We also controlled pre‐existing knowledge and
demographic variables (age, gender, education, and income level; Jia & Luo, 2023). Given the strong
relationships between the conspiratorial thinking mechanism and the news article’s perceptual and
behavioral effect (Kim & Lee, 2024), we also controlled CO and its two‐way interaction terms with the two
factors, which will be further explored by H4 and H5. Given this setup, a priori estimation of the required
sample size using G‐Power suggests 500 for a small effect size (.01) with a statistical power of .90.

Media and Communication • 2025 • Volume 13 • Article 9516 10

https://www.cogitatiopress.com


To investigate hypothesized simple mediation effects on dependent variables (H2 and H3), the bootstrap
method with an SPSS application (PROCESS, model 4) provided by Hayes (2015) was used. To test the
moderated mediation hypotheses (H4 and H5), Model 8 in PROCESS was used. Inference regarding
moderated mediation is assessed using Hayes (2015) index of moderated mediation; 5,000 bootstrap
samples were specified to generate bias‐corrected CIs. Given Model 8’s set‐up, a priori estimation of the
required sample size using G‐Power suggests 132 for medium effect size (.10) with a statistical power of .95.

4. Results

4.1. Manipulation Check

After the participants have seen the stimuli, they will be asked a single question: “In the news article you just
read, who assisted in verifying the content of the article?.” The participants will be provided with a
multiple‐choice question with answers corresponding to the two types of fact‐checkers: “AI” and “human.”
Another question asks, “In the news article you just read, who is the author of the article?” and provides two
choices: “AI journalist” and “Haibo Wang” (the fictional name of the human journalist). For each of the four
conditions, more than 90% of the respondents correctly specified the condition they were assigned to. Data
of those who failed were obtained for further analyses.

4.2. H1, RQ1, and RQ2: Main Effects and Interaction Effects

To test H1 and answer RQ1 and RQ2, a 2 (Fact‐checker Source: AI vs. human) by 2 (Author Source: AI vs.
human) MANCOVA was conducted with role‐based machine heuristics (PMH‐C, NMH‐C, PMH‐A, NMH‐A),
perceived news credibility and corrective action intention as dependent variables, followed by separate t‐tests.

The MANCOVA revealed a significant main effect of fact‐checker agency on NMH‐C (𝐹 (1, 488) = 23.84,
𝑝 < .001, 𝜂2𝑝 = .05,M_AI = 3.30,M_Human = 2.30). Fact‐checker agency also significantly influenced NMH‐A
(𝐹 (1, 488) = 4.28, 𝑝 < .001, 𝜂2𝑝 = .01), though pairwise comparisons did not indicate a significant mean
difference. Author agency also had a significant main effect on NMH‐A (𝐹 (1, 488) = 9.36, 𝑝 = .002, 𝜂2𝑝 = .02,
M_AI = 3.25, M_Human = 2.23), suggesting that AI authors were associated with higher skepticism. These
findings support H1.

For RQ1, a significant interaction effect emerged between fact‐checker and author agency on PMH‐A
(𝐹 (1, 488) = 58.03, 𝑝 = .04, 𝜂2𝑝 = .01). Post‐hoc comparisons revealed that the AI fact‐checker and AI author
combination led to the highest PMH‐A (𝑀 = 3.50), while human author presence, regardless of fact‐checker
type, resulted in lower PMH‐A (M_HumanAuthor/HumanChecker = 2.90, M_HumanAuthor/AIChecker = 2.75;
see Figure 1). No significant interaction effects were found for NMH‐C, NMH‐A, or PMH‐C.

For RQ2, fact‐checker agency had a significant main effect on corrective action intention (𝐹 (1, 488) = 4.47,
𝑝 = .03, 𝜂2𝑝 = .01, M_AI = 3.09, M_Human = 3.06), but there is no significant effect on news credibility. AI
(vs. human) agency in the author role did not significantly influence news credibility and corrective action
intention, no significant interaction effects were found for these outcomes.
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Figure 1. Fact‐checker–and author‐role‐based AI agency (vs. human) on PMH‐A.

The results of the MANCOVA also show that interaction between CO and fact‐checker agency influences
PMH‐C (𝐹 (1, 488) = 4.50, 𝑝 = .04, 𝜂2𝑝 = .01), which indicates that the effect of fact‐checker agency on PMH‐C
is dependent on CO levels (this will be explored in H4). Pair‐wise comparisons indicate a significant mean
difference of PMH‐C between fact‐checker groups (M_AI = 3.49,M_Human = 2.98).

4.3. Mediation Analyses

4.3.1. H2: Simple Mediation of Fact‐Checker's Source Effect

As shown in Figure 2, results for H2a indicated no significant direct or indirect effect on the news credibility
perception. However, results of H2b showed a significant indirect effect through PMH‐C (effect = .15,
𝑆𝐸 = .04, 95% CI [.08, .22]), indicating that AI fact‐checkers (vs. human) increased corrective action intention
via PMH‐C. However, the indirect effect through NMH‐C was not significant (effect = −.03, 𝑆𝐸 = .06, 95%
CI [−.14, .09]).

4.3.2. H3: Simple Mediation of Author's Source Effect

Results of H3a (illustrated in Figure 3) showed a significant indirect effect through PMH‐A (effect = .18,
𝑆𝐸 = .05, 95% CI [.09, .27]), indicating that AI authors (vs. human) increased news credibility when PMH‐A is
activated. Similarly, NMH‐A significantly mediated the effect in the opposite direction (effect = −.21,
𝑆𝐸 = .07, 95% CI [–.35, –.06]), suggesting that AI authors can also trigger negative heuristics that lowered
credibility. Results of H3b showed a significant indirect effect through NMH‐A (effect = .14, 𝑆𝐸 = .06,
95% CI [.01, .26]), indicating that AI authors (vs. human) increased corrective action intention via NMH‐A.
However, the indirect effect through PMH‐A was not significant.
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NMH; news credibility perception as a dependent variable (top); corrective action intention as dependent
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4.4. Mediation Analyses Moderated by CO

4.4.1. H4: Moderation on the Effect of Fact‐Checker Role‐Based AI Agency

For H4a, results suggest that CO does not moderate the indirect or direct effect of AI (vs. human)
fact‐checker agency on perceived news credibility. For H4b, results showed a significant moderated
mediation effect through PMH‐C (effect = .12, 𝑆𝐸 = .05, 95% CI [.06, .19]). For 90.1% of the participants
who have CO > 2.72, higher CO strengthens the mediation effect on corrective action intention (Figure 4a).
However, the indirect effect through NMH‐C was not significant. For the conditional direct effects on
corrective action intention, AI had a significant disadvantage to human fact‐checker for inducing corrective
action intention at lower levels of CO, however, this effect became non‐significant at higher levels of CO (for
68.9% of the participants who have CO > 4.32; Figure 4b).
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Figure 4. Effects of AI vs. human fact‐checker on PMH‐C (a) and corrective action intention (b).

4.4.2. H5: Moderation on the Effect of Author Role‐Based AI Agency

For H5a and H5b, we used Model 8 again to test if CO moderates the indirect and direct effects examined
by H3a and H3b. Results show that while there were some marginal trends, no significant mediation or
moderation effects were found for H5b and H6b, suggesting that the proposed mechanisms did not hold for
AI authorship’s indirect and direct effects.
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5. Discussion

5.1. Role‐Specific and Cross‐Role Effects on Machine Heuristics and Dependent Variables

AI agency and machine heuristics’ relationship is associated with the specific role that AI is playing. In line
with prior studies, we find that AI author influences author‐role‐based machine heuristics (Cloudy et al., 2023;
Craig & Choi, 2024; Molina & Sundar, 2024; S. Wang & Huang, 2024), and AI fact‐checker has an effect on
the fact‐checker‐role based machine heuristics (Banas et al., 2022; Moon & Kahlor, 2025; Tulin et al., 2024;
S. Wang, 2021). Our results from RQ1, however, extend existing results by illustrating the possibility that
different role‐based agencies have an interaction effect in activating PMH of the AI author agency.

The result of this significant interaction can be interpreted together with AI fact‐checker agency’s activation
of NMH‐A (NMH for AI’s author role). Potentially, when AI appears both as a debunking fact‐checker and
author, participants’ prior negative belief about AI as the fact‐checker (NMH‐C) overshadows their negative
views on AI as the author (NMH‐A), making their prior positive beliefs on AI as the author (PMH‐A) more
salient. However, we acknowledge that the AI fact‐checker–AI author combination is currently uncommon
for online news interfaces. Nonetheless, with AI’s dual roles becoming increasingly more prominent in both
fact‐checking and news production, the possibility of encountering such circumstances exists in the future.

In line with prior research, we identified significant effects of AI fact‐checker‐role‐based agency on behavioral
intentions against fake news (Bhandari et al., 2021; Moon et al., 2022), which in our case is corrective action
intention. However, our results showed that AI agency (either fact‐checker or author role) is not associated
with different levels of news credibility perception compared to when these roles are played by humans. This
result does not surprise us given marginal and situational results as summarized by Graefe and Bohlken (2020)
and Wang and Huang’s (2024) meta‐analyses.

5.2. Mediation Effects of Distinct Role‐Based Machine Heuristics

Our mediation analysis shows that the AI agency’s advantage or disadvantage compared to human agency in
its relationship with news credibility perception and corrective action intention is contingent upon two
things. The first is that they are dependent on the activation of a corresponding machine heuristics: by
comparing results from the MANCOVA and the mediation analyses, we noticed that activation of machine
heuristics is critical in determining whether AI agency created any difference from human agency. Although
the MANCOVA result does not support AI agency’s direct relationship with the perceptual dependent
variable (news credibility perception), there are significant indirect, mediated relationships when
author‐role‐based machine heuristics are activated.

Secondly, our results support the idea that author‐role‐based machine heuristics have more pervasive
mediating effects on news credibility and corrective action, while fact‐checking‐role‐based machine
heuristics target intentional outcomes more specifically. This is also in accordance with prior studies
along separate lines, but our results provide a comparison when agencies of both roles are disclosed
on the news interface: Mediation effect exists for news credibility perception when either one of the
author‐based machine heuristics are activated (Figure 3, top), not when fact‐checker‐role‐based machine
heuristics are (Figure 2, top). For corrective action intention, AI agency is associated with higher intentions
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than humans when the positive fact‐checker‐role‐based machine heuristics is activated and when negative
author‐role‐based machine heuristics is activated.

5.3. Debunking Conspiracy Theory News: Does AI Agents Matter?

In the case of debunking conspiracy theory news, is AI (vs. human) fact‐checker agency associated with more
corrective action intention? Our findings suggest that the answer depends on CO levels. The results from
the MANCOVA illustrate that news‐specific prior beliefs, such as CO in the context of conspiracy theory
news, moderate the activation of individuals’ prior beliefs about AI as a more precise, error‐free, accurate, and
objective news fact‐checker (in our case, PMH‐C difference between AI and human agents). As a continuation
of this finding, moderated mediation analyses show that CO emerged as a significant moderator, influencing
both the effect of AI vs. human fact‐checking agency on corrective action intention and the mediation of such
effect through PMH‐C.

From the perspective of motivated reasoning, this effect is not surprising, as prior studies have shown that
existing beliefs, political inclinations, or ideological orientation (Walter et al., 2020) moderates the effect of
misinformation fact‐checking. They also interact in the specific domain of AI vs. human fact‐checking agency
moderating their comparative relationship with misinformation debunking outcomes, such as hostile media
effects across partisan lines (Cloudy et al., 2023), or preferences on in‐group over out‐group fake news
(Moon et al., 2023; Moon & Kahlor, 2025). Fact‐checkers labeled as “AI” are found to be perceived as
“apolitical” compared to human expert fact‐checkers, and therefore induce less mistrust against the
fact‐checking message caused by partisan or ideological preferences (Chung et al., 2024).

However, different from partisanship or hostile media effects, the moderating effect of CO in this study may
not have stemmed from an identity‐protection motivation (Kahan, 2015; Moon & Kahlor, 2025). If it was, then
the analytical focus would be CO’s negative relationship with the activation of positive beliefs (PMH) about
both AI (non‐significant negative correlation) and human (Pearson correlation 𝑟 = −.13, 𝑝 < .05) debunkers.
In the current study, individuals with high CO levels are not conceptualized to share a “conspiracy‐theory‐
lover” identity, but rather a common distrust in powerful entities and disgust of power imbalance (Kim & Lee,
2024). A distinctive feature of CO to partisanship is that it is not context dependent. Rather, it represents a
long‐standing inclination toward skepticism about human motives and intentions. Therefore, in the current
study, such skepticism, rather than an identity‐protection motivation against any debunkers of conspiracy
theory news, was conceptualized and examined as themotivator of differential evaluation of the AI (vs. human)
fact‐checker agency.

Current results support this idea. We witness a stronger activation of PMH‐C by AI (vs. human) fact‐checker
agency among individuals with high levels of CO (Figure 4a). Because the higher the CO, the less PMH‐C
(good qualities of a fact‐checker) was attributed to human fact‐checker: one who potentially holds certain
governmentally or organizationally imposed fact‐checking agenda. Conversely, individuals with lower levels
of CO do not view AI fact‐checker agency (vs. human) as more qualified. Moreover, similar Moon and
Kahlor’s (2025) findings, when the author‐based agency is controlled (in the mediation models), our results
indicate that AI fact‐checking agency (vs. human) is associated with a poor fact‐checking result (less
corrective action intention in Figure 4b), but only for individuals with lower levels of CO. As CO increases,
AI (vs. human) fact‐checker agency’s lower direct association with correct action intention ceased to be
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significant at CO = 4.32. Taking these results together, it is plausible that higher CO activates an
AI‐fact‐checker‐centered PMH, therefore activating a positive mediation for AI fact‐checker’s and a
comparatively stronger association with corrective action intentions than human fact‐checkers.

While prior research has largely focused on the activation of machine heuristics to explain responses to AI
versus human fact‐checking, our study extends this framework by exploring how fundamental psychological
traits like CO shape the activation of machine heuristics. Specifically, our findings suggest that CO can
influence whether individuals apply machine heuristics to AI or human agents. This indicates that the
application of machine heuristics—whether positive or negative—is not exclusively linked to AI. Instead,
individuals may attribute machine‐like characteristics (e.g., objectivity, neutrality) to human agents if they
view humans as more competent in certain roles.

5.4. Practical Implications

Our findings emphasize the importance of considering CO when designing fact‐checking interventions.
For individuals with high CO, AI fact‐checkers are perceived as more objective and neutral, making them a
more effective tool for promoting corrective action intentions. In contrast, human fact‐checkers may be
more trusted by those with lower CO who value relational cues and nuanced judgment. Platforms should
consider segmenting audiences by CO levels to tailor interventions, using AI fact‐checkers for those with
high CO and human fact‐checkers for others.

Moreover, platforms should adopt public segmentation strategies to address high CO individuals who may
be more susceptible to conspiracy theories but would trust AI agency more than human. Insights from this
study suggest that interventions based on AI’s neutrality could be more effective for these users, especially
in environments where conspiracy theories are rampant. Delivering fact‐checking content through AI might
reduce the resistance these users have toward corrective messages andmitigate the spread of misinformation,
ultimately fostering a more informed and engaged user base.

Our findings also show that PMH‐C is activated for users with high CO, especially when AI is used as a
fact‐checker. News and social media platforms can leverage this by incorporating AI‐driven fact‐checking
interventions that resonate with users’ preferences for neutrality and objectivity. At the same time,
human‐based fact‐checking can be better suited for addressing users with lower CO who are more likely to
engage with human‐authored content. This adaptive approach to messaging can help increase engagement
with fact‐checked content and promote corrective actions, ultimately enhancing the credibility of news
sources and reducing the spread of misinformation.

5.5. Limitations

This study has several limitations. First, the sample was skewed toward a younger population, with limited
representation of older participants. This may have influenced responses to AI and human fact‐checking
agencies, as younger individuals may engage differently with technology. Future studies should aim for a
more balanced demographic representation to assess how age influences these perceptions.
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Second, while we explored two‐way interactions between agency type (AI vs. human) and CO, more complex
interactions, such as three‐way interactions involving fact‐checker agency, author agency, and CO, were not
investigated. Exploring these interactions could offer deeper insights, though interpreting such models would
present significant challenges.

Lastly, factors like the third‐person effect or social desirability bias, which can influence corrective actions,
were not examined in this study. Incorporating these factors in future research could provide a more
comprehensive understanding of the drivers behind corrective behavior, particularly in the context of AI and
human fact‐checking agencies.
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