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Abstract
Journalistic media increasingly address changing user behaviour online by implementing algorithmic recommendations on their pages. While social media extensively rely on user data for personalized recommendations, journalistic media may choose to aim to improve the user experience based on textual features such as thematic similarity. From a societal viewpoint, these recommendations should be as diverse as possible. Users, however, tend to prefer recommendations that enable “serendipity”—the perception of an item as a welcome surprise that strikes just the right balance between more similarly useful but still novel content. By conducting a representative online survey with n = 588 respondents, we investigate how users evaluate algorithmic news recommendations (recommendation satisfaction, as well as perceived novelty and unexpectedness) based on different similarity settings and how individual dispositions (news interest, civic information norm, need for cognitive closure, etc.) may affect these evaluations. The core piece of our survey is a self-programmed recommendation system that accesses a database of vectorized news articles. Respondents search for a personally relevant keyword and select a suitable article, after which another article is recommended automatically, at random, using one of three similarity settings. Our findings show that users prefer recommendations of the most similar articles, which are at the same time perceived as novel, but not necessarily unexpected. However, user evaluations will differ depending on personal characteristics such as formal education, the civic information norm, and the need for cognitive closure.
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1. Introduction
News recommendations are widespread, not only on large social media platforms but also in journalistic media (Kunert & Thurman, 2019). In a fragmented and rich information environment, algorithm-based recommender systems help users find relevant content (Bernstein et al., 2020). As social media and news aggregators nowadays have become a common way of accessing news, news organizations face pressure to offer a similar user experience to meet users’ expectations (Nielsen, 2016). Implementing news recommendation algorithms on their web pages and mobile applications has thus become an integral part of their revenue strategies (Bodó, 2019; Kunert & Thurman, 2019). At the same time, not all news companies may be able, or want, to employ the “data-hungry” personalization strategies of the recommendation systems developed by large tech platforms. For them, recommendation algorithms based exclusively or primarily on content characteristics might be the more useful
option for satisfying the expectations of their users, their normative goals, and even their economic aims.

Combining a prototype for a text-based news recommender system with an online survey representative of German internet users \( n = 588 \), this article explores how satisfactory a text-based news recommendation algorithm is perceived by news users, and whether certain user dispositions might impact this satisfaction, and make it necessary to optimize the content-based news recommendation engine for specific user groups. Based on our results, we propose optimizing recommender systems by capturing specific user characteristics in a targeted (and explicit) way.

2. Potential and Challenges of Text-Based News Recommenders for News Companies

Recommender systems can be described as a personalization, that is, as “a form of user-to-system interactivity that uses a set of technological features to adapt the content, delivery, and arrangement of a communication to individual users’ explicitly and/or implicitly determined preferences” (Thurman & Schifferes, 2012, p. 776). Based on this definition, we can first distinguish recommendations based on explicitly expressed user preferences from systems that draw on data implicitly (in reality, we often find hybrid forms; Spangher, 2015). These, in turn, fall in a continuum between user-data and content-data dependency. Each of these forms entails specific dilemmas for journalistic media that seek to personalize their content: Firstly, users have little motivation to provide explicit information about their preferences to improve recommendations (Thurman et al., 2019). Also, this information (such as interests in certain topics) quickly become obsolete (Kunert & Thurman, 2019, p. 762). Secondly, implicit recommendations are often “data hungry” (Head of Product at BBC News Online, 2016, cited in Kunert & Thurman, 2019, p. 777), i.e., they rely on the extensive collection and sharing of user data. Adams (2020) has pointed out that the “audience has been commodified and therefore instrumentalized” (p. 883)—a practice that threatens to undermine the authority of journalism as an institution committed to democratic norms and that is increasingly addressed by regulation authorities with restrictive legislation (such as the EU’s General Data Protection Regulation; Eskens, 2019), even though its effectiveness in protecting consumers’ data is debatable (Reviglio, 2020). Thirdly, the technologies that facilitate article recommendations are often provided by third parties such as the content aggregator, for example, Outbrain (Kunert & Thurman, 2019, p. 777). As a result, journalistic media are becoming increasingly dependent on platforms whose recommendation technologies are not transparent. The media themselves are in turn becoming wary of this practice of collecting user data and sharing it with third-party vendors (Kunert & Thurman, 2019, p. 777; von Nordheim & Fuchsloch, 2019, p. 254).

Given these problems, it seems an obvious and forward-looking choice for media to develop their own technologies that require little explicit participation by users and little disclosure of personal data, which rely instead on features of the news content. Today, rapid developments in the field of Natural Language Processing (or Natural Language Understanding) make it possible to compute text similarities based on complex language models. As an example of such technologies, we study article recommendations based on text similarities, operationalized by the BERT language model (Bidirectional Encoder Representations from Transformers), which was introduced by Google researchers (Devlin et al., 2018). The language model, pre-trained on Wikipedia and book texts, is used to compute document similarities (and other Natural Language Understanding tasks such as sentiment classification, natural language inference, and question answering) and achieved state-of-the-art accuracy (Wang et al., 2019). BERT is therefore an obvious algorithm for the development of new content-based recommender systems (Wang & Fu, 2020). Thanks to developments such as BERT, even small publishers (or service providers beyond the big advertising platforms, see Section 4.2.) can now create their own software for news recommendations. Just a few years ago, this level of independence involved huge development costs and was therefore only available to big media—Kunert and Thurman (2019) mention the Financial Times (p. 775), other examples include the New York Times (Spangher, 2015), or the Washington Post (Graff, 2015).

Journalistic media that seek to implement this form of text-based recommendation face the challenge that solely optimizing for text similarity satisfies neither the user’s appetite for “news” nor the news media’s normative aim to present their users’ with a certain level of diversity. Such a similarity-based recommender thus needs to be calibrated against user satisfaction, e.g., a positive assessment of relevance and quality of the recommended article in accordance to personal needs (Bodó et al., 2019). User satisfaction, in turn, is assumed to translate into loyalty and trust, thus increasing the value of a news brand in the long term (Nelson & Kim, 2020).

3. User Satisfaction at the Intersection of Pleasurable Comfort and Valuable Diversity

On the one hand, similarity-based recommendations are likely to be evaluated positively, because users are familiar with the recommended topics, views, or facts. As the mere exposure effect (Zajonc, 1968) suggests, people tend to evaluate objects or people better only because they are more familiar with them (Bornstein, 1989). A similarity-based recommendation could thus encourage positive evaluations of the recommended article through repetition of topics, views, or facts and hence ease of processing. This should particularly hold true if
the original article that the similarity-based recommendation is based on is perceived as being high quality.

On the other hand, it is obvious from the user’s point of view that presenting more of the same makes “a perfectly boring, very foreseeable, very cold and technology-driven product, that doesn’t feel like a proper journalistic product” (Bodó, 2019, p. 1068). Indeed, journalistic media are particularly regarded for their skill at providing users with a “reliable surprise” based on a wide range of high-quality content (Schoenbach, 2007), in other words, to let them encounter content that is pleasantly unexpected and new but without seeming accidental and arbitrary. Applied to recommendation engines, users might thus aim for serendipity in news recommendations.

“Serendipity” is a common design goal of recommendation engines not only in the context of news (Reviglio, 2019) and defined as the sweet spot, just the right degree, between novelty and unexpectedness (Maccatrozzo et al., 2017). This balance ensures that, although unexpected and new, the recommendation is still perceived as pleasant, enriching, and thus useful, which reflects in user satisfaction (Chen et al., 2019).

In contrast, optimizing recommendations solely in the direction of maximum content diversity is presumably not rated positively by users and could thus even work against the economic interests of publishers (Bernstein et al., 2020). However, a one-sided optimization in the direction of pleasure and convenience through very similar recommendations may in turn quickly lead to a limited range of content and counteract the societal role of journalistic media. Furthermore, narrowing down the selection of articles by only presenting the news a user likes is considered “the wrong path” (Bodó, 2019, p. 1065): “Our goal as a news organization is to inform people about what is happening and there are things that are not always fun” (Bodó, 2019, p. 1065). Thus, aiming for serendipity based on novelty as well as on unexpectedness might even translate into a more diverse news menu by challenging users’ viewpoints from time to time.

Our first research question thus explores the relationship between the recommendation based on text similarity and user satisfaction with the recommendation (while controlling for the quality of the original article): How are text similarity, article quality, and overall recommendation satisfaction related (RQ1)? And how are the evaluations of the recommended article as (a) novel, and (b) unexpected and the overall level of recommendation satisfaction related (RQ2)?

The academic discussion of diversity in news is mostly limited to the supply side (Helberger et al., 2015). Still, there are indications that users have different expectations regarding the diversity of a news offering (Nielsen, 2016) and that they prefer different degrees of diversity (Bodó et al., 2019; Helberger et al., 2018). To perceive serendipity as enrichment, users need a certain “mental readiness” (Lutz et al., 2017, p. 1706) to encounter openly new, unexpected information that is recommended to them. Individuals with a chronic need for cognitive closure (NfcC) generally prefer unambiguous situations and find ambiguity unpleasant (Webster & Kruglanski, 1997). Accordingly, they might benefit more from a recommended news item that is very similar to a previous, already known one.

A preference for algorithmic personalization (Thurman et al., 2019) and the share of algorithmically personalized news on overall news use (Schweiger, et al., 2019), in contrast, could increase satisfaction with article recommendations as both might reflect a higher acceptance of automated news recommendations. Similarly, a high technological affinity (Hampel et al., 2020) might lead to a more playful approach towards interactive online systems, again resulting in a greater mental readiness to encounter recommended news articles (McCay-Peet, 2013).

Differences in civic norms, such as in the duty to keep informed, general news interest, or trust, could influence satisfaction with article recommendations because they express an individually different motivation to engage with the recommended articles. This could lead to a very similar article being perceived as a welcome deepening of the topic. But it could also mean that the recommendation needs to be better, i.e., more tailored to already relatively specific needs and clear expectations of well-informed users who are strongly committed to being informed. Since serendipity does not contribute to satisfaction in the case of a highly purposeful use (Lutz et al., 2017), satisfaction with article recommendations solely based on text similarity might reach its limits here. Finally, sociodemographic characteristics such as age or education might also be influential (Möller et al., 2018).

Conceptualizing serendipity as the central variable of user satisfaction thus incorporates a “liberal-individualistic idea” of diversity (Helberger et al., 2018, p. 195), but it also takes into account the deliberative aspect of being exposed to a variety of different topics, facts, and points of view. Therefore, we assume that, as with diversity expectation, user satisfaction is not a “universal user trait” (Bodó, 2019, p. 208).

We, therefore, ask (RQ3): Which individual dispositions (preference for news personalization, relative share of algorithmically personalized news, technological affinity, NfcC, duty to keep informed, news interest, and trust) influence the relationship between text similarity, article quality, and recommendation satisfaction (RQ3a)? And what is the moderating role of individual dispositions regarding the relationship between recommendation satisfaction and evaluations of the recommendations as novel or unexpected (RQ3b)?

4. Research Design

In the reality of news companies, it is challenging to measure satisfaction with the recommendation beyond the actual click (Bodó, 2019) as additional user surveys are required. In communication research, it is in turn dif-
difficult to simulate realistic article recommendation and study recommendations as to the interaction between algorithms and the user (Loecherbach & Trilling, 2020). Data on user views of real recommendations are accordingly scarce in academia: most are derived from hypothetical instructions.

A unique feature of this study is the integration of a real recommendation engine for news articles into a survey. Even though the advantage of combining web tracking and survey data is clear (Bernstein et al., 2020; Loecherbach & Trilling, 2020), it is mainly the big tech platforms that have taken advantage of it so far (Stray, 2020). It is important to note that the design of the study is exploratory; it is a pilot study. Even though participants were randomly assigned to three different groups for their news recommendations (most similar article, least similar article, or article of random similarity), this is not a classic experimental study. Our analytical strategy aims at exploring and identifying relevant relationships between the different variables as a basis for further study, not at confirming hypotheses. For this reason, we have also retained the similarity score as a metric variable (and not a categorical variable identifying experimental groups).

4.1. Questionnaire Structure

Starting with questions about news usage, an interactive part follows in which the respondents freely search a database of actual news articles. Participants enter a search query that is of interest to them and related to politics, business, or culture in Germany and the world (hereafter depicted as “news”). The search query can consist of any number of terms. We used a search query as a starting point for the news browsing situation rather than a mock-up news webpage with a restricted set of articles as the latter may force participants to select articles on topics they are not interested in. By allowing users to freely select a topic of their choosing, participants are more likely to have a similar baseline of interest in the article on which the recommendation is then based. However, because users have to consciously decide on and type a search query, this overall level of interest in the article presented by the search query is likely to be somewhat higher than in a normal news browsing situation.

Respondents then select one of the multiple search results for further reading. To keep the time requirement reasonable, only articles with a minimum word count of 172 and a maximum of 736 are available. Immediately after reading, participants evaluate the quality of the self-selected article. Afterwards, another article is automatically recommended for further reading, randomly using one of three levels of text similarity (see Section 2). We instructed the participants: “The next click will take you to an article that might be of interest to you as well. This article is recommended to you based on the first article. Please read the article, just as you normally would do.” After reading, they again rate the recommended article. In addition, participants indicate their satisfaction with this recommendation. In order to avoid influencing the participants’ response behaviour by preceding questions, for example, about their attitude towards personalization, these personal dispositions are surveyed after the interactive part.

4.2. Recommendation Engine

The recommendation engine was developed by the German start-up LakeTech, with whom we cooperated in this study. The start-up offers publishers the opportunity to integrate proprietary recommendation systems into their websites. The article recommendations are based on the content of the previously selected texts aiming to present similar texts. Similarity is calculated based on vector representations of each article—which are in turn based on the average of the vectors of each sentence (sentence embeddings), calculated with the pre-trained language model BERT developed by Google (Devlin et al., 2018). Thus, quantification of a statistical similarity between all articles is possible and represented as a similarity score (values between 0, no similarity, and 1, identical). For this study described here, three recommendation logics were implemented: (a) the most similar item is recommended; (b) the least similar; (c) a randomly drawn item. The three recommendation logics were randomly assigned to the participants (see Section 4.3).

To generate a representative news corpus, the URLs of relevant texts from ten different media (see Supplementary Files) were first saved via News API (2021) and scraped in the next step. These 194,167 German news texts from the year 2020 (published between 31 January 2020 and 1 January 2021) were then vectorized.

4.3. Measures

The main dependent variable is “satisfaction with the article recommendation,” measured as agreement (5-point Likert scale) on items stating that: (a) the topic; (b) viewpoints; and (c) facts of the article are perceived as pleasant and enriching (e.g., “The second article was recommended to you based on the first article. We are interested in your evaluation of the second article compared to the first. Compared to the first article, I perceived the topic [viewpoints, facts] of the second article as pleasant and enriching”). Agreement on these three items is aggregated into a mean index (Cronbach’s \( \alpha = .89 \)).

As possible independent variables related to the recommendation, we looked at text similarity, article quality, and evaluation of the recommendation. “Similarity score” is calculated using the vectorized articles’ values (between 0, minimum, and 1, maximum similarity). For each article in the corpus, the IDs and similarity scores of three other articles were stored as meta-data (the most similar, the least similar, and a randomly drawn article)
as a basis for the random assignment of recommended articles (as described in Section 4.2).

We operationalized the “evaluation of the recommendation” using the two dimensions of serendipity (see Section 3): novelty and unexpectedness. In analogy to the satisfaction measurement, we surveyed perception of how new and how unexpected the topics, viewpoints, and facts in the recommended article were (Haim et al., 2018) in comparison to the first article. Again, we aggregated agreement on these items into mean indices for “novelty” (Cronbach’s α = .59) respectively “unexpectedness” (Cronbach’s α = .73).

As we assume that recommendation satisfaction will be higher if the original article is rated as being of good quality, we also control for perceived “article quality.” It is rated by the respondents, applying journalistic quality criteria previously used by Jungnickel (2011) using pairs of opposites (e.g., balanced, illustrative, comprehensible, trustworthy) on a 7-step scale and aggregated into a mean index (Cronbach’s α = .89).

As possible independent variables relating to the individual dispositions of the users, we included the following: “Attitude towards news personalization” is measured with items applied by Bodó et al. (2019), Thurman et al. (2019), and Schweiger et al. (2019), in some cases with slight adjustments. The items relate both to perceived usefulness of news personalization, e.g., “when a news website highlights content that is particularly important to me,” and to concerns about possibly (un)balanced (“I worry that personalized news will cause me to miss articles that contradict my views”) or incomplete information (“I worry/fear that personalized news will cause me to miss important information”) and privacy (“I worry that personalized news will make my privacy more vulnerable”). The mean index calculated from these six items shows good reliability (Cronbach’s α = .75).

The “relative share of algorithmically personalized news” was calculated following the measurement of news usage proposed by Schweiger et al. (2019), it can take values from 0 (no algorithmically personalized news used) to 1 (all used news are algorithmically personalized). For technology affinity, we used three statements from the annual survey on technology attitudes among the German population (Hampel et al., 2020) aggregated into a sufficiently reliable mean index (Cronbach’s α = .65).

“Duty to keep informed” was measured using four items proposed by McCombs and Poindexter (1983; α = .65). For “need for cognitive closure,” we shortened the scale proposed by Schlink and Walther (2007) to five items as did Schweiger et al. (2019), but we replaced two of the items to provide a more specific reference to diversity (α = .62). All items were measured using five-point Likert scales and aggregated into mean indices. “News interest and news trust” are each single item measurements as used by Thurman et al. (2019). The full questionnaire is available in the Supplementary Files.

4.4. Sample

Findings are based on a sample representing all German-speaking internet users aged 18 and over. Participants were recruited by the online access panel provider Norstat, and cross-sampled according to education and age, as well as by place of residence (federal state), and gender. At the end of the ten-day field period in January 2021, 1,027 finished questionnaires resulted. After correcting for respondents who did not meet our pre-defined quality criteria (non-plausible answers, unrealistic response times, straightlining, incomplete cases), 588 valid cases remained for further analyses.

On average, participants are 48.2 years old. 51.5% identify with the male gender. 53.9% have a low level of formal education (no degree, secondary school diploma), 46.1 are higher educated (A-Levels, bachelor, master, doctorate). Accordingly, the sample offers a good representation of the German online population.

5. Results

To explore the relationships between the different variables as outlined in our research questions, we chose a regression analysis approach with recommendation satisfaction as the dependent variable. The predictors are included block-wise (forced entry), starting with sociodemographic variables (Model 1), evaluations of the recommendation and the original article (Model 2), other individual characteristics (Model 3), and selected interaction effects.

Regression assumptions were tested using plots (Luhmann, 2015). These plots (see the Supplementary Files) are used to verify the correct model specification (nonsystematic distribution, Lowess line parallel to the x-axis in the residuals vs. fitted diagram), to check the normal distribution of the residuals (in the Q-Q plot comparison with the diagonal), the homoscedasticity assumption (in the scale-location diagram unsystematic distribution of the residuals), and to diagnose outliers and influential values (with the residuals vs. leverage diagram using Cook’s distance).

5.1. How Are Text Similarity, Article Quality, and Satisfaction With the Recommended Article Related?

Among the sociodemographic variables (Table 1, Model 1), only gender is initially influential. Those who identify themselves as male are a little more satisfied with the article recommendation (b = .17, p < .05). However, education and age do not correlate substantially with recommendation satisfaction. In total, sociodemographic characteristics explain only 1.6% of the variance (F(3,584) = 3.22, p = .02), opening up great explanatory potential for other predictors.

For this reason, all variables evaluating the recommendation or the article were included as the model’s second block (Table 1, Model 2), increasing the explained
Table 1. Hierarchical regression predicting recommendation satisfaction.

<table>
<thead>
<tr>
<th></th>
<th>Model 1</th>
<th></th>
<th></th>
<th>Model 2</th>
<th></th>
<th></th>
<th>Model 3</th>
<th></th>
<th></th>
<th>Model 4</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>b</td>
<td>95% CI</td>
<td>sr^2</td>
<td></td>
<td>b</td>
<td>95% CI</td>
<td>sr^2</td>
<td></td>
<td>b</td>
<td>95% CI</td>
<td>sr^2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[LL, UL]</td>
<td></td>
<td></td>
<td></td>
<td>[LL, UL]</td>
<td></td>
<td></td>
<td></td>
<td>[LL, UL]</td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>2.71**</td>
<td>[2.57, 2.84]</td>
<td>2.40**</td>
<td>[2.09, 2.72]</td>
<td>2.61**</td>
<td>[2.28, 2.95]</td>
<td>2.64**</td>
<td>[2.31, 2.97]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Block 1:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Demographic variables</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender (1 = male)</td>
<td>.17*</td>
<td>[.01, .34]</td>
<td>.01</td>
<td>[−.01, .02]</td>
<td>.19**</td>
<td>[.05, .32]</td>
<td>.01</td>
<td>[−.00, .02]</td>
<td>.14*</td>
<td>[.01, .28]</td>
<td>.00</td>
</tr>
<tr>
<td>Age</td>
<td>−.01*</td>
<td>[−.1, −.00]</td>
<td>.01</td>
<td>[−.01, .00]</td>
<td>−.00</td>
<td>[−.01, .00]</td>
<td>.00</td>
<td>[−.00, .01]</td>
<td>−.00</td>
<td>[−.01, .00]</td>
<td>.00</td>
</tr>
<tr>
<td>Education (1 = high)</td>
<td>−.14</td>
<td>[−.31, .02]</td>
<td>.00</td>
<td>[−.01, .02]</td>
<td>−.23**</td>
<td>[−.36, −.09]</td>
<td>.01</td>
<td>[−.00, .03]</td>
<td>−.24**</td>
<td>[−.38, −.11]</td>
<td>.01</td>
</tr>
<tr>
<td>Block 2:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recommendation measures</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Similarity score</td>
<td>.70**</td>
<td>[.28, 1.11]</td>
<td>.01</td>
<td>[−.00, .03]</td>
<td>.72**</td>
<td>[.31, 1.13]</td>
<td>.01</td>
<td>[−.00, .03]</td>
<td>.70**</td>
<td>[.29, 1.10]</td>
<td>.01</td>
</tr>
<tr>
<td>Quality article 1</td>
<td>.07*</td>
<td>[.01, .13]</td>
<td>.01</td>
<td>[−.00, .02]</td>
<td>.03</td>
<td>[−.03, .09]</td>
<td>.00</td>
<td>[−.00, .01]</td>
<td>.03</td>
<td>[−.03, .09]</td>
<td>.00</td>
</tr>
<tr>
<td>Novelty of recommendation</td>
<td>.67**</td>
<td>[.58, .75]</td>
<td>.28</td>
<td>[.22, .34]</td>
<td>.63**</td>
<td>[.55, .71]</td>
<td>.24</td>
<td>[.18, .29]</td>
<td>.63**</td>
<td>[.54, .71]</td>
<td>.24</td>
</tr>
<tr>
<td>Unexpectedness of recommendation</td>
<td>−.22**</td>
<td>[−.30, −.14]</td>
<td>.03</td>
<td>[.01, .06]</td>
<td>−.20**</td>
<td>[−.28, −.13]</td>
<td>.03</td>
<td>[.01, .05]</td>
<td>−.20**</td>
<td>[−.27, −.12]</td>
<td>.03</td>
</tr>
<tr>
<td>Block 3: Individual dispositions</td>
<td>Model 1</td>
<td>Model 2</td>
<td>Model 3</td>
<td>Model 4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---------------------------------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attitude towards personalization</td>
<td>.20** [.11, .29] .02 [.00, .04]</td>
<td>-.19 [-.49, .11] .00 [-.00, .01]</td>
<td>-.19 [-.49, .10] .00 [-.00, .01]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relative share of algorithmically personalized news</td>
<td>-.19 [-.49, .11] .00 [-.00, .01]</td>
<td>-.06 [-.21, .08] .00 [-.00, .00]</td>
<td>-.08 [-.23, .06] .00 [-.00, .01]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Duty to keep informed (DTKI)</td>
<td>.01 [-.07, .10] .00 [-.00, .00]</td>
<td>.12* [.02, .22] .01 [-.00, .02]</td>
<td>.12* [.02, .22] .01 [-.00, .01]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Need for Cognitive Closure</td>
<td>.12* [.02, .22] .01 [-.00, .02]</td>
<td>.14* [.02, .26] .01 [-.00, .02]</td>
<td>.13* [.01, .25] .00 [-.00, .01]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>News interest</td>
<td>.14* [.02, .26] .01 [-.00, .02]</td>
<td>.12* [.02, .22] .01 [-.00, .01]</td>
<td>.01 [-.07, .10] .00 [-.00, .00]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>News trust</td>
<td>.12* [.02, .22] .01 [-.00, .02]</td>
<td>.14* [.02, .26] .01 [-.00, .02]</td>
<td>.01 [-.07, .10] .00 [-.00, .00]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Technical affinity</td>
<td>.14* [.02, .26] .01 [-.00, .02]</td>
<td>-.03 [-.11, .06] .00 [-.00, .00]</td>
<td>-.02 [-.11, .06] .00 [-.00, .00]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Block 4: Moderating effects</td>
<td></td>
<td></td>
<td>Unexpectedness of recommendation * DTKI</td>
<td>-.18** [-.30, -.06] .01 [-.00, .02]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R2</td>
<td>R2 = .016*</td>
<td>R2 = .351**</td>
<td>R2 = .387**</td>
<td>R2 = .396**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>95% CI</td>
<td>[.00, .04]</td>
<td>[.28, .40]</td>
<td>[.31, .43]</td>
<td>[.32, .44]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ΔR2</td>
<td>ΔR2 = .335**</td>
<td>ΔR2 = .036**</td>
<td>ΔR2 = .009**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>95% CI</td>
<td>[.27, .40]</td>
<td>[.01, .06]</td>
<td>[-.00, .02]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: A significant b-weight indicates the semi-partial correlation is also significant; b represents unstandardized regression weights; sr^2 represents the semi-partial correlation squared; LL and UL indicate the lower and upper limits of a confidence interval, respectively; * p < .05; ** p < .01.
variance rises by 33.5 percentage points up to 35.1% for Model 2 (ΔR² = .335, p < .01; F(7, 580) = 44.79, p = .00).

Among the predictors, text similarity has the largest impact (b = .7, p < .01) on recommendation satisfaction, with higher text similarity leading to better ratings. However, since the recommendation is based on similarity, this relationship should prove especially true if the first article is already rated as high quality. Although the evaluation of the first article itself only weakly contributes to recommendation satisfaction (b = .07, p < .05), Figure 1 might indicate a possible moderating effect. For those who already rate the first article better (mean + 1SD; all variables are mean-centred), the visualization suggests a stronger positive correlation between the text similarity used for recommending an article and recommendation satisfaction. A moderation analysis was run to determine whether the interaction between the evaluation of the first article and text similarity significantly predicts recommendation satisfaction. For this, the interacting variables were centred at their mean (using gscale from the jtools package; Long, 2021), then the linear model was fitted and plotted using the interactions package (Long, 2020). Since this interaction (b = .18, p = .4) does not become statistically significant (ΔR² = .39, F(15, 572) = 24.14, p < .01), the interaction term was not added to the final model as suggested by Hayes and Little (2018, p. 236).

5.2. How are the Evaluations of Article Recommendation and the Level of Recommendation Satisfaction Related?

Recommendation satisfaction is positively related to evaluating the recommended article as novel: If the recommended article presents new topics, perspectives, and/or facts, then the recommendation is perceived as more pleasant and enriching (b = .67, p < .01). By contrast, unexpected topics, viewpoints, and/or facts lead to the recommendation being experienced somewhat less as pleasant and enriching (b = −.22, p < .01)—even when, as in this model, all other factors such as text similarity and perceived quality of the first article are held constant. Apparently, the novelty and the unexpectedness of topics, facts, and/or viewpoints in a recommended article have a different impact on readers’ recommendation satisfaction (see also Section 5.3, where we explore this relationship further).

By including the predictors related to article recommendation, formal education now also becomes significant. Users with a higher level of formal education are apparently less satisfied with the article recommendation (b = −.23, p < .01) holding all other predictors constant, which may be explained by their having higher or more specific content expectations (Helberger et al., 2018), and this will be further explored in the following sections.

5.3. Do Individual Dispositions Influence the Relationship Between Text Similarity, Article Quality, and Recommendation Satisfaction?

In a further analytical step, we consider individual dispositions as possible predictors (Table 1, Model 3), complementing the article and recommendation related measures and socio-demographics explored above. Contrary to our expectation, including individual dispositions improves model fit only minimally but still significantly (ΔR² = .036, p < .01) leading to Model 3
Moreover, the inclusion of the individual variables does not lead to any significant change in the results already found.

Interest in news is positively but only moderately related to recommendation satisfaction ($b = .14, p < .05$). News trust ($b = .01, n.s.$) and a perceived duty to keep informed ($b = -.06, n.s.$), on the other hand, as well as a general affinity for technology ($b = -.03, n.s.$), show no correlation with recommendation satisfaction.

By contrast, the general attitude towards news personalization makes a more pronounced difference regarding the level of recommendation satisfaction. Those who report preferring news recommendations, as in the present case, also rate the recommendation as more pleasant and enriching ($b = .2, p < .01$), controlling for all other predictors. A further graphical exploration (Figure 2) reveals that for these news personalization endorsers, their positive evaluations of recommended articles are almost independent of the similarity to the original article. The (self-reported) personalization sceptics (mean – 1SD), however, appear to prefer more similar article recommendations.

An additional moderation analysis did not show that opinion on personalization moderates the effect between text similarity and recommendation satisfaction was statistically significant ($b = .27, p = .16; ΔR² = .39, F(15, 572) = 24.28, p < .01$). Again, the interaction term was dropped from the model, resulting in the simple effects only model (which is identical to Model 3). Similarly, the relative share of algorithmic news media in total news consumption becomes ineffective for recommendation satisfaction.

The significant, albeit weak, correlation of recommendation satisfaction with a NfcC ($b = .12, p < .05$) is surprising at first but plausible given the fact that the recommendation here is based on text similarity. People who avoid ambiguities and prefer closed-world views are more likely to perceive an article that matches their first, self-selected article, and thus the recommendation itself, as pleasant and enriching than those who enjoy challenging perspectives. Here, there might be a connection to the above finding that a differentiation of evaluation dimensions is apparently needed when measuring recommendation satisfaction, as shown by the opposing influence of articles that are evaluated as new compared to articles that are evaluated as unexpected.

The analysis of RQ3 shows that rating the recommended item as novel versus unexpected has an opposite effect on recommendation satisfaction: Recommendations of articles rated as novel are evaluated more positively, while at the same time recommendations of articles rated as unexpected are evaluated negatively. We explore the interrelations of these three measures further by analysing how individual dispositions might interact with rating the recommended article as unexpected and as novel, respectively.

Including the corresponding interaction terms again only leads to minimal further variance explanation (Model 4; $ΔR² = .009, p < .01; F(15, 572) = 25.00, p = .00$). In the direct comparison of the novel vs. unexpected dimension, it is noticeable that none of the interactions with novelty contributes significantly to the model, also underlined by a visual exploration (see the Supplementary Files). Again, the moderation analysis did not find any of the assumed moderating effects.

However, for the correlation between the recommendation satisfaction and its unexpectedness, the impact of different individual dispositions can be visually detected,
each showing different strengths in their correlations. Accordingly, a moderation analysis was conducted to determine whether the interaction between the personal characteristics and the rating of the recommended article as unexpected significantly predicts satisfaction. Results show that duty to keep informed (DTKI) moderated the effect between unexpectedness and recommendation satisfaction significantly, $F(15,572) = 25.00$, $p < .001$.

To investigate this effect in more detail, a Johnson-Neyman diagram was plotted (Figure 3). For average (i.e., around the mean) values of DTKI, there is no significant moderation effect. For below-average values of the DTKI (from about .8SD below the mean), on the other hand, we see a positive effect. Thus, for people with a low DTKI, recommendations perceived as pleasant and enriching are also more likely to be perceived as unexpected. For people with a greater sense of duty to inform themselves, on the other hand, there is a negative effect, i.e., here the recommendations not perceived as pleasant and enriching are more likely to be perceived as “not unexpected,” in other words, as expected and unsurprising.

This refers to the challenge of finding the right balance between being novel and unexpected, while

![Figure 3](https://example.com/figure3.png)

**Figure 3.** Moderating effect of duty to keep informed on the conditional effect of evaluation as unexpected on recommendation satisfaction.
still being perceived as pleasant and enriching in the overall experience and thus contributing to satisfaction. Optimizing toward pleasant and enriching through novelty thereby represents the simpler strategy of satisfying users through more familiar ways of recommendation. Optimizing satisfaction through unexpected items is much more challenging and obviously also depends on how strong the civic norm to keep informed is. Nevertheless, from a normative point of view, this strategy has more potential to create diversity in article recommendations.

6. Discussion

In summary, the calibration of the recommender, i.e., the degree of similarity between the original and the recommended article, turns out to be the strongest predictor of the entire model. The stronger the recommendation is based on article similarity, the more pleasant and enriching it is perceived to be (RQ1). Moreover, this satisfaction strongly depends on whether the recommended article is evaluated as novel (RQ2a). By contrast, if the topic, facts, and/or viewpoints of the recommended article are perceived as unexpected, this decreases satisfaction with the recommendation (RQ2b). This would confirm previous research on the preference of news users for “reliable surprises” (Schoenbach, 2007), news media should aim to recommend—and produce—news content that adds novel positions or facts, but still falls within the expectations of users for the topic.

In all models, the more educated rate article recommendations as less pleasant and enriching (RQ3a). Yet, higher news interest leads to slightly higher recommendation satisfaction. Users with a high NfcC are also more likely to be satisfied, which stands to reason given that the recommendation is based on text similarity. For general attitudes toward news personalization, a significant simple effect emerges—endorsing algorithmic personalization leads to greater recommendation satisfaction. Even if the moderation analysis is not significant, it can still be deduced based on the visual analysis that, in particular, people with a greater scepticism towards such news recommendations are satisfied precisely with a more similar recommendation, thus preferring less diverse recommendations (RQ3b). This finding deserves further exploration in the future.

For the fascinating opposing relationship between perceiving the recommended article as novel or unexpected and recommendation satisfaction, a significant moderating effect of the civic information norm emerges. For people with a strong sense of duty to inform themselves about current events, rating the recommended article as unexpected nevertheless goes along with recommendation satisfaction, i.e., perceiving the article recommendation as pleasant and enriching. For those users, news media should aim to recommend even more diverse news and thus fulfill their democratic role in the best possible way. By contrast, people who are less concerned about informing themselves about current events are also less satisfied with article recommendations on unexpected topics, facts, or points of view. Here, news media should aim to recommend a comparatively homogeneous news diet to avoid alienating them during these current times when more and more citizens are losing the connection that news media provides them to the public sphere.

7. Conclusion

So, do our results indicate that there is a possible calibration of the recommender that satisfies all user groups equally? This seems not to be the case. It seems certain that news organizations apparently cannot go far wrong with a text-based recommendation algorithm, as indicated by the strength of the predictor text similarity on recommendation satisfaction. At the same time, we find several individual dispositions for which this relationship is less strong. For example, higher educated people (a key target group of many news organizations) are generally less satisfied with the article recommendation if it is based on text similarity. And if we avoid only focusing on the “liberal-individualist” goal of satisfaction (Helberger et al., 2018), and also take into account unexpected and thus potentially challenging content (which is important from a deliberative point of view), a trade-off becomes apparent. The moderator effect of the duty to keep informed make clear that a single, standardized recommender solution will be difficult to achieve. This is especially true if normative goals beyond user satisfaction are to be met.

This leaves media organizations with the data dilemma in that content-based algorithms alone can hardly meet the individual requirements of different target groups. A mixed strategy of implicit and content-based recommendations could remedy this, as Loecherbach and Trilling (2020) also argue. However, the fact that we have already been able to identify different user segments with a standardized survey should also encourage media organizations to meet user expectations of personalized recommendations sufficiently well with comparatively simple means. For example, on-site surveys segmenting one’s own target group on the basis of social science concepts such as the duty to keep informed, personalization preference, or the NfcC used here could already be informative enough to increase recommendation satisfaction in the future and thus contribute to greater trust and customer loyalty.

This brings us to the limitations of our study. To achieve a similar level of interest in the recommended articles for all participants, we asked participants to formulate an active search query in the first step. Only in the subsequent step did they receive an article by automated recommendation. However, the instruction to enter a real information need may have had an effect on the participants’ expectations regarding the second, recommended article. Within the context of a goal-oriented
search, users tend to hold a fairly specific set of expectations regarding the characteristics of the article (Lutz et al., 2017). This clear set of expectations may have carried over to the second article. Purposeful searches are also possible on news websites, but open browsing to pass time, or at least quite undirected behaviours in which people just update themselves with current events, are even more prevalent. We, therefore, assume that our design influenced the findings especially in terms of the negative correlation between unexpected topics, viewpoints, and facts and article recommendation satisfaction. In a further study, our exploratory findings need to be investigated in a confirmatory design and under systematic variation of the instructions (search task vs. browsing).

Furthermore, though individual dispositions such as the NfcC or news interest are considered to be relatively stable (and our items aimed to identify the more general, not situational attitudes), there is the possibility that the topics selected by our participants had an impact on these attitudes. A more “emotional” topic such as the Covid-19 pandemic might have temporarily increased the NfcC, whereas a “safer” or very familiar topic may have decreased it. Future studies might consider including more items on the user interest in the selected topic and the level of attention while reading it, to control for these possible priming effects.

Even if the inclusion of individual dispositions already means a shift away from short-term engagement metrics, our study was only able to provide a snapshot of the interrelations between user characteristics and article recommendation evaluation. Especially against the background of building brand loyalty through satisfaction (Nelson & Kim, 2020), the mid- and long-term development of these interrelations need greater attention in the future as does the question of which other individual dispositions might be relevant. Informational self-efficacy, for example, contributes to a higher mental readiness to value serendipity (Lutz et al., 2017). Serendipity could be a valuable link between the sometimes challenging diversity in news and a pleasant user experience. Self-efficacy could also increase the sense of control and agency in news use which might in the long term contribute to the willingness to actively engage with the personalization settings and thus to implicitly or explicitly provide personal data (Monzer et al., 2020).

Despite these limitations, the major advantage of our study lies in the practical relevance and transferability of the recommendation algorithm used. With BERT, we not only simulated a realistic content-based personalization based on genuine articles (an approach that is used cost-effectively by smaller news organizations) but also embedded it in a survey interface that enables authentic recommendations tailored to user interests. Here, typical news portal features such as headlines and images were omitted, as was the media brand, which has undoubtedly reduced the ecological validity of our research design. However, this allowed us to avoid confounding in our exploratory setting. Further studies should aim to gradually include these parameters as well. The simplicity of the design, however, made it possible to achieve a sample that is representative of the German internet population.
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