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Abstract

As online communication data continues to grow, manual content analysis, which is frequently employed in
media studies within the social sciences, faces challenges in terms of scalability, efficiency, and coding scope.
Automated machine learning can address these issues, but it often functions as a black box, offering little
insight into the features driving its predictions. This lack of interpretability limits its application in advancing
social science communication research and fostering practical outcomes. Here, explainable Al offers a
solution that balances high prediction accuracy with interpretability. However, its adoption in social
science communication studies remains limited. This study illustrates tensor decomposition—specifically,
PARAFAC2—for media scholars as an interpretable machine learning method for analyzing high-dimensional
communication data. By transforming complex datasets into simpler components, tensor decomposition
reveals the nuanced relationships among linguistic features. Using a labeled spam review dataset as an
illustrative example, this study demonstrates how the proposed approach uncovers patterns overlooked by
traditional methods and enhances insights into language use. This framework bridges the gap between
accuracy and explainability, offering a robust tool for future social science communication research.

Keywords
automated content analysis; explainable Al; machine learning; PARAFAC2; tensor decomposition

1. Introduction

As vast amounts of communication data accumulate online, manual content analysis, which is widely employed
in media studies within the social sciences, faces limitations in terms of coding scope, effort, and efficiency
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(Kroon et al., 2024). This explains why automated approaches—despite suspicions of being “incorrect models
of language” (Grimmer & Stewart, 2013, p. 268, emphasis in original)—are increasingly being tried in digital
corpus analysis. Among these, automated methods combined with machine learning draw on the utility of the
technique in classification and prediction and have been applied to detect, for instance, opinion spam (e.g., Oh
& Park, 2021), incivility (e.g., Burnap & Williams, 2015), and misinformation (e.g., Tanvir et al., 2019).

Typically, machine learning approaches operate on training data—whether labeled or unlabeled—to predict
the outcomes of the test data. The algorithms developed through this process show great promise for
efficient analysis of large-scale online media and communication data. In the advancement of
machine-learning algorithms that demonstrate satisfactory performance in the field of communication, one
unsettling aspect is that the underlying mechanism behind the final prediction remains a black box. Most
machine-learning models are designed with a primary focus on achieving high accuracy in decisions, and the
development of such models is often a significant accomplishment in itself. At the same time, however, it
also remains true that one cannot understand which features or variables—or combinations of them—drive
the predictions. In other words, they are uninterpretable and unexplainable (Rudin & Radin, 2019).

This black-box nature is particularly unfortunate in communication research within social science disciplines.
For example, although a study proposed an algorithm capable of distinguishing deceptive comments written
by paid commenters from genuine ones with nearly 81% accuracy (Oh & Park, 2021), it did not indicate which
features of the comments should raise suspicion. A kind of dilemma—models can be accurate but cannot be
understood—makes it challenging to apply research findings from state-of-the-art methods to media literacy
education or guidelines and, more fundamentally, to deepen our understanding of human communicative acts.

In this regard, explainable Al, which has been actively explored in other fields, has attracted attention.
Explainable Al aims to communicate the meaning from resulting models without significantly compromising
the performance advantages of machine learning in solving complex problems (Ali et al., 2023). It offers a
way to improve the trustworthiness and transparency of models that ensure high prediction accuracy
(Rai, 2020). However, despite the clear potential benefits its application could bring to the analysis of large
online media and communication datasets, to date, few related attempts have been made in social science
communication research (cf. Dobbrick et al., 2022).

As a proactive and forward-looking response, this study provides media scholars with a guide for digital
content analysis using interpretable machine learning methods. We focused on tensor decomposition—
specifically, PARAFAC2—among the several techniques worth considering. In this study, we illustrate this
method and demonstrate how media and communication researchers can employ it to analyze online
corpora and interpret the results. To explain it, we rely on a review dataset constructed by Ott et al.
(2011, 2013).

2. Literature Review

2.1. Text Analysis Method

The evolution of text analysis methods began with the basic bag of words (BoW) approach, which progressively
developed into more sophisticated techniques. Grimmer and Stewart (2013) highlighted the limitations of BowW
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models, noting that they analyze solely based on word frequency while ignoring word order and contextual
information, thus failing to capture the structural meaning within texts. Despite these limitations, Bow remains
widely used because of its computational efficiency and straightforward structure. Boumans and Trilling (2016)
emphasized the efficiency of dictionary-based approaches such as BoW, explaining that the advancement of
automated methodologies is essential for handling the increasing demand for data processing in text analysis.

Among dictionary-based methods, Linguistic Inquiry and Word Count (LIWC) provides an in-depth linguistic
analysis by categorizing words into psychological, social, and linguistic domains. Van Atteveldt et al. (2021)
noted that LIWC extends beyond BoW's simple analysis to assess psychological and emotional elements,
although it still struggles to capture subtle contextual nuances. Recently, large language models such as
BERT and GPT-x have demonstrated impressive contextual understanding, and are increasingly being
applied to content analysis. Rogers et al. (2020) analyzed the internal mechanisms of BERT, underscoring the
model’s complex and difficult-to-interpret learning process. Similarly, Zini and Awad (2022) discussed how
large language models such as GPT-x exhibit substantial generative capabilities from extensive data training
but retain a black-box quality, posing challenges in predictability and explainability. While efforts to
improve the explainability of such models are ongoing, the complexity of large language models remains a
key concern.

In this context, our study adopted a dictionary-based LIWC-supported BoWs approach, which is better suited
for social science analysis, where interpretability and explainability are paramount. LIWC allows for a clear
interpretation of analysis results and provides explanations based on specific linguistic characteristics, aiding
researchers in understanding psychological and linguistic patterns in communication data. Additionally, our
analysis utilized only the linguistic dimensions of LIWC, not to exclude its psychological and social features,
but rather to clarify the study’s focus on presenting a methodological approach to corpus analysis.

2.2. Machine Learning Challenges in High Dimensions

Supervised machine learning models focus on prediction and classification tasks using labeled data and
employ algorithms such as linear regression, logistic regression, support vector machine, and neural
networks to learn the correct output for given inputs. These models are intuitive and predictive due to the
presence of clear answers. However, they struggle to effectively handle complex nonlinear relationships or
multidimensional interactions in high-dimensional data. Bishop (2006) highlighted these limitations, stressing
the need for more sophisticated models to address the complexity of high-dimensional relationships.
As data complexity increases, classic machine-learning techniques face difficulties in adequately capturing
intricate connections and learning nonlinear patterns (Hastie et al., 2009). Addressing these challenges
requires advanced analytical methods, emphasizing the growing importance of techniques capable of
high-dimensional data analysis.

Meanwhile, unsupervised machine learning models have evolved to identify patterns and structures in
unlabeled data. Algorithms such as K-means, density-based spatial clustering of applications with noise,
principal component analysis, and autoencoders excel at extracting features and exploring patterns,
particularly in clustering and dimensionality reduction. However, the results are often difficult to interpret.
To overcome this problem, tensor decomposition methods have gained attention as powerful tools for
analyzing multidimensional interactions in high-dimensional data. Shin and Woo (2022) emphasized the
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effectiveness of tensor decomposition for extracting significant patterns from complex datasets and
uncovering hidden structures. Shi et al. (2018) also demonstrated its utility in capturing crucial features from
multidimensional data for better understanding.

Our study applies the PARAFAC2 algorithm, which is typically utilized in unsupervised learning to detect
essential patterns in multidimensional data, in the unique context of analyzing labeled data. Although
PARAFAC?2 is known for its effectiveness in identifying interactions within high-dimensional datasets
(Sidiropoulos et al., 2017), our approach extends its conventional usage. By leveraging tensor decomposition
in this manner, we aim to make the complex relationships within the labeled data more comprehensible.
Kolda and Bader (2009) emphasized the broader implications of tensor methods in uncovering intricate data
structures, supporting the application of this technique to provide interpretable insights.

2.3. Applications of Tensor Decomposition in Communication-Related Topics

Tensor decomposition methods have been in use for several decades (Carroll & Chang, 1970; Harshman,
1970; Tucker, 1966) and have seen widespread application across various fields, including chemometrics
(Smilde et al., 2004), signal processing (Sidiropoulos et al., 2000), computer vision (Vasilescu & Terzopoulos,
2002), numerical analysis (Beylkin & Mohlenkamp, 2005), graph analysis (Kolda et al., 2005), and web search
personalization, where query terms or anchor text serve as the third dimension (Kolda et al., 2005; Sun et al.,
2005). Building on these diverse applications, another research direction is centered on improving the
performance of tensor decomposition techniques. For example, Kolda and Sun (2008) explored tensor
decompositions in multi-aspect data mining and optimized these methods for high-dimensional and sparse
data. For a comprehensive overview of tensor decompositions, see Kolda and Bader (2009), which provides
an in-depth discussion of the mathematical foundations, various decomposition models, and their
applications across multiple fields.

Although the potential of tensor decomposition in social science communication research is gradually
becoming more apparent, it unfortunately remains largely unfamiliar to social science media and
communication researchers. Most studies applying tensor decomposition to communication data have been
conducted in the fields of science and engineering, the so-called STEM. In the context of text analysis,
tensor decomposition methods have proven particularly valuable for improving the interpretability of
machine learning models because they allow for the extraction of underlying patterns and structures from
high-dimensional text data. For instance, Acar et al. (2005) explored the use of tensor decomposition
techniques across various types of data, including texts. Specifically, they used tensor decompositions of
(user x keyword x time) data to distinguish conversation threads in chatroom data. This approach is highly
beneficial for handling the complexity of text data compared with traditional, simpler analytical methods.
Similarly, PARAFAC has been applied to email communications, as in Bader et al. (2008), where it was used
to track discussions in the Enron email corpus. Papalexakis et al. (2016) further underscored the significance
of tensor decomposition in data-mining applications, such as topic modeling and sentiment analysis,
providing an efficient framework for managing high-dimensional data. Saha and Sindhwani (2012)
introduced a method using dynamic tensor decomposition to analyze temporal topic evolution and user
interaction patterns on social media, offering valuable insights for addressing time-series text data.
Subsequent research continued to adopt tensor decomposition to analyze the structural intricacies of text
data and social interactions, progressively broadening its scope of application.

Media and Communication ¢ 2025 ¢ Volume 13 o Article 9623 4


https://www.cogitatiopress.com

S cogitatio

Nevertheless, challenges remain in the broader adoption of high-dimensional data analysis techniques such
as tensor decomposition in communication research. Stoll et al. (2023) identified the limitations of existing
methods in their study on detecting incivility in German online discussions, highlighting the difficulties in
analyzing the multidimensional nature of text data. To address these challenges, recent studies, such as
Schuld et al. (2023), explored advanced techniques using machine learning to deepen the analysis of opinion
discourse and enrich the field of text data analysis. Our research demonstrates how tensor decomposition
methods, specifically PARAFAC2, can be used to enhance the analysis of text data in social science
communication research. By leveraging this technique, researchers can extract complex multidimensional
relationships, identify critical patterns, advance the precision of text analysis, and address the unresolved
complexities in existing methodologies.

3. Methods

This section describes the data analysis method using tensor decomposition. Tensor decomposition is a
technique that represents data as a multidimensional array and divides it into various components to extract
hidden patterns. To illustrate the application of tensor decomposition methods in social science
communication research, we selected an online spam reviews dataset as an illustrative example. We first
used the LIWC tool to extract linguistic features from online reviews, then transformed the data into a
tensor form, and applied a tensor decomposition algorithm to identify significant patterns. Furthermore, to
demonstrate the effectiveness of tensor decomposition in extracting valuable information from
high-dimensional data, we applied it to an analysis of deceptive reviews.

3.1. Overview of Tensor Decomposition

Here, for social science communication researchers, we explain the fundamental concepts necessary for
understanding tensor decomposition. We introduce the definition and structure of tensors and provide a
simple example to illustrate the key principles and methods of tensor decomposition. This content serves as
a foundation for understanding the tensor decomposition algorithms discussed in subsequent sections.

3.1.1. Tensor

A tensor is a mathematical concept that represents data as a multidimensional array, allowing for a
structured representation across multiple dimensions. For example, a scalar is a Oth-order tensor, a vector is
a 1st-order tensor, and a matrix is a 2nd-order tensor. Arrays with dimensions higher than these are referred
to as 3rd-order, 4th-order tensors, and so on, depending on the number of dimensions. A 3rd-order tensor X
can be approximated as the outer product of three vectors. The outer-product operation combines two or
more vectors to create a higher-dimensional object. For example, a 3rd-order tensor X € RI*/*K can
be approximately expressed using three vectors a € RI,b € R’, and ¢ € RK. Mathematically, this is
represented as:

X=aoboc
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Here, - denotes the outer product. The outer-product operation combines the elements of the two vectors to
form a matrix. For instance, the outer product of vectors a € R™ and b € R" is defined as:

aiby aib, - aib,
a,b, a,b, .. a,b
dob = 2. 1 2. 2 2‘ n
ambl amb2 ambn

This results in an m x n matrix. The operation multiplies each element of a with each element of b, combining
the results into a matrix. Consider a 3rd-order tensor X € R2*2%2 as an example. This tensor consists of two
matrices stacked along the third dimension:

45 )

This structure can be approximated using three vectors, a, b, and ¢, which are defined as a’ = (1 2),

bT = (1 3), and ¢’ = (1 4). The outer product of these vectors approximates X, computed as:

aoboC=(

1x1x1 1x1x4] [2x1x1 2x1x4
1x3x1 1><3><4_ _2><3><1 2x3x4

1 4] [2 8
doeboc= ,
Q3 12| |6 24)

Although this approximation generates a structure similar to X, it may not match exactly. Techniques such as

This yields:

matrix factorization and tensor decomposition have been used to achieve more accurate approximations.
3.1.2. Tensor Decomposition

Tensor decomposition approximates a tensor as the sum of multiple rank-1 tensors. The more rank-1 tensors
are used, the more accurately X can be approximated. CANDECOMP/PARAFAC (CP) decomposition is one
such method that approximates a 3rd-order tensor as the sum of the outer products of vectors for each
dimension. Figure 1 illustrates that a given 3rd-order tensor X € R!*/*K can be approximated as a sum of
these outer products. The CP decomposition is mathematically expressed as:

r
X= ZG,"’b,"’C,’

Here, a; € R, b; € R’, and ¢; € R¥ are the i-th component vectors corresponding to each dimension, and
r represents the number of rank-1 tensors needed for the approximation.

Tensor decomposition is a highly effective unsupervised learning method used to extract features and
patterns from high-dimensional data. It is well-known for its capability to classify data even in the absence of
labeled training examples (Kolda & Bader, 2009). To illustrate the efficiency of tensor decomposition in
identifying important features from multidimensional data, we analyzed a small example of social media user
interaction data. In this example, suppose we aim to classify user groups based on their interaction times
with various content types such as images and videos (Acar et al., 2005). The data can be represented as a
three-dimensional tensor based on the user, content type, and time of day. Suppose that tensor X comprises
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Figure 1. Tensor decomposition method.

interactions among three users, two content types (image and video), and two time periods (day and night).
Each value in X represents the number of times a user interacted with a given content type during a specific
time period. For instance, the first user interacted with image content five times during the day and twice at
night and with video content once during the day and three times at night. The interaction data can be

organized as follows:
X = 5 2 4 3 10
|1 3" |2 1" |0 5

Here, the first matrix represents interactions of user 1, the second matrix those of user 2, and the third matrix

those of user 3. Using CP decomposition, we approximate X as the sum of two rank-1 tensors:
XzA1010b10C1+A202°b2°C2

Here A, and A, are scalar values, a4, a, are user feature vectors, b, b, are content-type feature vectors, and
c4, C, are time-period feature vectors. Suppose that the first rank-1 tensor is given by:

1.0

A_50_08b_o.9sc_o.7

7= AT " T loa ) Y T o
0.2

The outer product of these vectors generates the following three-dimensional array:

3.325 2.85] [6.65 5.7] [0.95 0.9 ])

A obqo =
DR ([ 14 12]|’|28 24 |04 035

Now, assume the second rank-1 tensor is defined as:

03
0.1 0.5
)\ :3, = . ’ b =] , =
2=3 0 =06/ by (0.8) “ (0.9)
0.9

The outer product of these vectors is computed similarly, and the sum of both rank-1 tensors approximates X:

0.045 0.081] [0.09 0.162] [0.135 0.243])

A ob, o =
29222 €2 ([0.36 0.648| '|0.72 1.296| | 1.08 1.944

The final approximation is obtained by adding the two rank-1 tensors:

X x 3.37 2931 [6.74 5.862 1.085 1.143
“\|1.76 1.848| ’[352 3.696|" | 1.48 2.294
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Through this method, tensor decomposition serves as a tool for analyzing high-dimensional data. After CP
decomposition, the feature matrices for users, content types, and time periods can be extracted. For instance,
the user feature matrix A is:

1.0 03
A=lay; a)]=[08 06
0.2 09

The users can be grouped using these feature matrices. For example, by applying k-means clustering, we might
group users with similar interaction patterns. Users 1 and 2 could belong to a group interacting mainly with
content during the day, whereas user 3 might be grouped based on nighttime interactions with images. This
analysis demonstrates that tensor decomposition effectively summarizes the key patterns in user behavior,
enabling the grouping of similar users and the provision of personalized services (Wang et al., 2023).

3.2. Tensor Decomposition-Based Method

This section describes the method for analyzing the linguistic features of opinion spam using a tensor
decomposition-based algorithm. It explains the process of transforming text data into a multidimensional
tensor to extract linguistic patterns, which are then used to differentiate between fake and genuine reviews.

3.2.1. Dataset

For illustration and demonstration, we used the Deceptive Opinion Spam Corpus v1.4, developed by Ott
et al. (2011, 2013). This reliable labeled opinion dataset consists of 1,600 reviews about 20 hotels located in
Chicago, with 800 genuine and 800 fake reviews:

e Genuine reviews: A total of 400 positive reviews were collected from TripAdvisor. These reviews were
based on actual lodging experiences and were sampled by Ott et al. (2011), excluding non-English and
short reviews to ensure a matching length distribution among five-star reviews for the 20 hotels. Four
hundred negative reviews written by travelers with genuinely negative experiences were collected
from various travel websites, such as Expedia, Hotels.com, Orbitz, Priceline, TripAdvisor, and Yelp (Ott
et al., 2013).

e Fake reviews: The 400 positive fake reviews were written by Amazon Mechanical Turk workers who
were instructed to create positive reviews promoting specific hotels. The reviews had to be realistic
and persuasive. The workers were US-based with a past approval rate of over 90%. All reviews were
manually screened to ensure quality (Ott et al., 2011). A total of 400 negative fake reviews were also
generated by Amazon Mechanical Turk workers who were tasked with writing reviews that portrayed
competing hotels negatively (Ott et al., 2013).

3.2.2. Linguistic Feature Generation

Extracting linguistic features from review texts in our dataset using the LIWC program may hint at the
characteristics of spam opinions. LIWC is a dictionary-based text analysis tool that connects word usage to
various linguistic categories (Boyd et al., 2022). The LIWC analysis process involves several steps. First,
LIWC examines each word in the text to determine whether it belongs to predefined linguistic categories,
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such as pronouns, conjunctions, or interjections, which reflect the structural characteristics of the text.
LIWC then calculates the total frequency of words in each category and converts it into a percentage
relative to the total word count. For example, if pronouns constitute 10% of the words in a given text, LIWC
assigns a value of 10 to that category. This approach enables objective measurement of the linguistic
features present in the text.

From the opinion spam reviews dataset, we extracted over 18 features, focusing on the linguistic dimensions
categories of LIWC. The extracted features were represented using a BoW model based on the LIWC
dictionary approach. The BoW model analyzes word frequency while ignoring word order, thus offering
simplicity and high explainability (Kroon et al., 2024). Although this model may have limitations such as the
loss of contextual information, it is widely used in tasks such as spam opinion analysis due to its
effectiveness. Through a linguistic feature analysis, the linguistic pattern characteristics of spam opinions
were explored.

Before constructing a tensor to analyze the linguistic features of spam opinions, we preprocessed the data.
The 18 features utilized in this study had values distributed across different ranges and scales. These
differences arise because the frequency of words belonging to various categories in LIWC analyses varies
significantly. For instance, some categories may have high frequencies, resulting in large values, while others
may have low frequencies, leading to lower values. To enhance data consistency and analytical accuracy, we
applied min-max normalization. This technique transforms the values of each feature to fall within the range
of 0 to 1, adjusting the minimum value to O and the maximum value to 1.

The formula for min-max normalization is as follows:
X — min(x)
- max(x) — min(x)

Here, Z represents the normalized value, x is the original value, and min(x) and max(x) denote the minimum
and maximum values of the feature, respectively. By applying this normalization process, we ensured that all
features were on the same scale, thus preventing any single feature from disproportionately affecting the
analysis. This transformation uniformly distributes the data, allowing for effective comparisons between
different values and minimizing the risk of skewed results during tensor construction. Such preprocessing
forms a reliable foundation for accurately exploring the linguistic patterns of spam opinions.

The data generated in the previous preprocessing step are represented in the form of a tensor. Specifically,
the preprocessed datasets for genuine and fake reviews consisted of 800 reviews and 18 features. Thus,
both the genuine and fake review groups have dimensions of 800 x 18, where 18 represents the number of
linguistic features extracted for each review group. Using these data, we constructed a three-dimensional
tensor. The tensor structure is illustrated on the left in Figure 2. The final tensor size was defined as
I[2] x J x K, which translated to (800,800) x 18 x 2. Here, each dimension represented reviews (I[2]),
linguistic features (J = 18), and review types (K = 2). The review dimension encompassed both genuine and
fake review groups, the feature dimension consisted of the 18 linguistic features extracted using LIWC, and
the review type dimension distinguished between genuine and fake categories. This tensor structure was
utilized to analyze the complex interactions between the linguistic features of genuine and fake reviews and
to uncover hidden patterns and relationships using tensor decomposition techniques.
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Figure 2. PARAFAC2 decomposition method.

We used the PARAFAC2 algorithm to decompose the constructed three-dimensional review dataset into
component matrices A, B, and C. PARAFAC2 is a variant of CP that can be applied to a collection of matrices
with the same number of columns but different numbers of rows, that is, when the matrices do not form a
true tensor. One of the key advantages of PARAFAC2 is its ability to handle matrices with varying sizes in
one mode, such as datasets with the same column dimensions but different row sizes. This flexibility makes
PARAFAC2 well-suited for cases where the dimensions vary across slices, for example, in datasets with
different numbers of genuine and fake reviews. The PARAFAC2 algorithm decomposes the tensor into
multiple rank-1 components, thereby enabling the effective discovery of hidden patterns. Specifically, the
three-dimensional tensor is divided into frontal slices, where each slice is represented as a two-dimensional
matrix. For the k-th frontal slice X, € RI<>K the PARAFAC2 decomposition is mathematically expressed as:

X, ~ A, eC,oB'

Here, k =1, 2,...,K, A € RI>R B € R”R C, € RPR denote the component matrices. C; is the k-th diagonal
matrix, whose diagonal elements explain the relationships among factors. Through this decomposition, we
obtain the component matrices A, B, and C. Matrix Ay represents the factor dependencies for each review
group, and is composed of submatrices (800 x r) that explain how each review is influenced by specific factors.

The value of r, which represents the number of such factors in the tensor decomposition, needs to be
determined during the analysis. In tensor decomposition, selecting an appropriate rank r is crucial to ensure
the quality and interpretability of the decomposition. The rank r represents the number of components or
factors used to decompose the tensor. Choosing an optimal r helps balance the complexity and accuracy of
the model. However, there is no straightforward algorithm to select the optimal r, and determining the best
rank requires a balance between approximation accuracy and model complexity (Bader et al., 2008). If the
rank is excessively small, the decomposition may fail to capture the underlying patterns in the data, leading
to a poor approximation. On the other hand, if the rank is too large, the model may overfit the data and
capture noise rather than meaningful features.

A widely used method for selecting the optimal rank is by minimizing the reconstruction error R, which is
calculated using the Euclidean norm (also known as the Frobenius norm) between the original tensor
X € RI2XI3 gnd the approximated tensor X. The Euclidean norm of the error is expressed as:

Rerror = ”X - x"g
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Here, || - ||, denotes the Euclidean norm of the tensor. For a tensor X, the Euclidean norm is computed as:

Il

Il 12 I3

IXI=2| > > Y Xiii
ip=1ip=1i3=1
In practice, as r increases, the reconstruction error typically decreases because a larger rank allows the model
to approximate the original data more accurately. However, continuing to increase r beyond a certain value
results in diminishing improvements, and at some point, the error reduction becomes negligible. Therefore,
selecting the optimal rank involves finding a balance between the reduction in the reconstruction error and
the model’s complexity.

In addition, the variance of the reconstruction ratio Rfatio is computed as the ratio of the squared norm of the
approximated tensor X to the squared norm of the original tensor X:

2 = —

ratio = ||X||2
This ratio indicates how well the decomposition approximates the original tensor. The optimal rank can
often be determined by observing both the reconstruction error and the variance of the reconstruction ratio
for different values of r and identifying the point where further increases in r lead to marginal or no
improvement. This balance is crucial to avoid overfitting while still capturing meaningful data patterns.
In practice, the elbow method is commonly used to identify this optimal point. This method involves plotting
both the reconstruction error and variance of the reconstruction ratio against rank r and selecting the rank
where further increases result in diminishing returns in terms of reconstruction error reduction. In doing so,
we ensure that the selected rank achieves a good trade-off between model complexity and the ability to
explain the underlying data structure. In this study, we determined the optimal rank r by running PARAFAC2
for each rank, starting with ten random initializations, and selecting the rank with the lowest R,
The corresponding Rfatio for the selected R, was then used to identify the optimal rank.

In addition, B is the feature-factor matrix (18 x r) that describes the influence of linguistic features on the
factors. Finally, C, is the diagonal matrix (r x r) that shows the relationship between review types and factors,
indicating the effect of each factor on genuine and fake reviews. Our algorithms were written in Python, using
the PARAFAC2 function from the tensorly.decomposition module. All tests were performed on a computer
with an 11th Gen Intel(R) Core(TM) i7-11700@2.50 GHz processor and 8.00 GB of RAM.

In the next section, we demonstrate how the results of this decomposition can be used to analyze hidden
linguistic patterns in the text and gain deeper insights into the characteristics of spam opinions.

3.2.3. Strength Distance Matrix

Based on the component matrices A, B, and C obtained through tensor decomposition, we calculated a
distance matrix to better understand the relationships between linguistic and psychological features and
review types. The main objective of this approach was to identify how strongly each feature influenced
genuine or fake reviews. Component matrix B described the impact of each factor on specific linguistic
and psychological features, while C, explained how each factor contributed to different review types
(genuine or fake). To calculate these distances, we used the Euclidean distance, which previous studies
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(Shin & Woo, 2019, 2022) have proposed as an effective method for identifying the relationships between
components derived from tensor decomposition and target categories, aiding in the interpretability of
high-dimensional data.

We generated a distance vector by computing the Euclidean distance between each feature vector and the
review-type vector. Specifically, the feature vector an consisted of the r factor values from matrix B, and
the review-type vector Vck comprised the diagonal component values from matrix C. Mathematically, these
vectors are defined as:

an = {bl,nv b2,n7 veey br,n}T

Ve, = {Ck,l,l’ Ck,2,20 Ck,r,r}

Here, n denotes the number of features (18), k represents the review type (genuine or fake), and r is the
rank selected during tensor decomposition. We then computed the Euclidean distance between each feature
vector and the review-type vector to form the distance vector Dfn:

2 2
Dy, ={IVey = Vi I Ve, - Vi I}

This distance vector helped determine the review type in which each feature had a stronger influence.
A smaller distance indicates that a feature has a stronger influence on the corresponding review type.
The distance matrix is constructed by vertically combining all the distance vectors, where smaller distances
highlight features with a greater influence on a particular review type. This analysis provided a clearer
understanding of the linguistic patterns that distinguished genuine from fake reviews and quantitatively
evaluated the importance of each feature.

Figure 3 visually explains the process of calculating the distance matrix, showing how the relationships
between features and review types are determined using the component matrices from tensor
decomposition. In this tensor decomposition, we set the rank to 4 (r = 4), explaining the data structure using
four factors. Matrix C is shown at the top left of Figure 3, where the original matrix C has been simplified to
a two-dimensional form by isolating the diagonal elements. Matrix C captures the influence of each factor
on review strength. As shown, the genuine review group is influenced by Factor 1 with a value of 3.6436
and by Factor 2 with a value of 1.4957, whereas the fake review group is influenced by Factors 1 (3.9033)
and 2 (1.4894). These values quantitatively describe the relationship between review strength groups and
each factor.

The bottom left of Figure 3 presents matrix BT, originally of dimensions Jx R, where only 10 of the 18 features
are displayed for clarity. Matrix B explains the relationship between the four factors and review features.
In tensor decomposition, understanding the relative relationships among features is often more important
than interpreting the exact values of the factors (Acar et al., 2005). This approach enables a comparison of
the influences of different factors on each feature.

We then use the Euclidean distance to calculate the strength distance matrix and analyze how close each
feature is to the genuine and fake review groups. The right side of Figure 3 displays the strength distance
matrix for 10 features, with the red dashed lines indicating the vectors from C and B (Vcl, Vfl) used to calculate
the proximity of the first feature to the genuine review group. This distance matrix measures how close each
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Component matrix C € RR

factor 1 factor 2 factor 3 factor 4
Truthful 3.6436 1.4957 2.6930 3.6222 -
_ 2 _
Ve, = IV, = Vi, II> = 4.8335

-
Fake 3.9033 1.4894 3.4366 3.2447 :
|
|

Ve, =[3.6436 1.4957 2.6930 3.6222]

[t 1
| Truthful Fake

Component matrix B" € R”® : pronoun | 48335 | 47024

factor 1 factor 2 factor 3 factor 4 : differ 5.5411 6.0524

pronoun | 2.7041 0.8279 2.0113 -1.0221 +—- socbehav | 5.3794 5.4393

differ -0.4659 1.9422 -0.3788 1.5774 article 4.9691 5.5729

socbehav | 1.6414 -0.1212 1.1834 -0.8539 ipron 4,9151 5.2345

article -.04667 | 0.8454 0.0467 3.0121 prep 3.8555 4.1666

ipron 0.3727 08765 0,6490 0.6392 i 5.7889 5.5764

prep 1.2257 1.2258 1.0889 1.0977 discrep 5.1967 5.5315

i 1.5283 0.3813 2.8846 -1.6464 cogproc 4.9597 5.4344

discrep 0.2072 0.8404 0.4146 0.5277 prosocial | 5.5792 5.8756
cogproc | -0.0210 | 21250 0.1319 1.5693 Strength distance matrix D € R/®

prosocial 0.5022 -0.7226 0.3351 0.3390

Ve, =[2.7041 0.8279 2.0113 -1.0221]

Figure 3. Calculation of the strength distance matrix.

feature vector V; is to the vectors of the two review strength groups, demonstrating that smaller distances
indicate a stronger influence of that feature on the review strength group.

3.2.4. Interpreting the Results

In the previous section, we presented a subset of the distance matrix results for illustration. Here, we provide
complete results for all 18 linguistic features (Table 1). Table 1 quantitatively displays the Euclidean distances
between each feature and the two review groups (truthful and fake). Each row contains the distance values for
a specific feature. The final column of Table 1 presents the differences in distances for each feature between
the genuine (truthful) and fake (fake) review groups. This allows for a quick assessment of the review group on
which each feature has the strongest influence. The values highlighted with an asterisk indicate the minimum
distance, signifying that the feature had the strongest influence on the corresponding review group.

To interpret, the analysis revealed that features such as pronouns (9.5034), personal pronouns (Personal
pronouns; 9.5862), and first-person singular pronouns (First person singular; 9.7629) are prominent
indicators of fake reviews. This suggests that fake reviews often emphasize personal and self-centered
language, possibly reflecting an attempt to narrow the psychological distance with readers and appear more
credible (c.f., Hancock et al., 2010; Newman et al., 2003).
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Table 1. Distance matrix between 18 features and review type.

Features Truthful Fake Difference
Impersonal pronouns 9.7766* 9.9235 -0.1469
Common adjectives 9.4235* 9.7097 —0.2862
Conjunctions 9.3392* 9.5170 -0.1778
Determiners 8.8372* 9.0319 -0.1947
Personal pronouns 9.6539 9.5862* 0.0677
Total pronouns 9.5272 9.5034* 0.0238
Adverbs 9.7837* 9.9726 -0.1889
First person singular (1) 9.8060 9.7629* 0.0431
First person plural (we) 10.2994* 10.4288 -0.1294
Third person plural (they) 10.0790* 10.1654 —-0.0864
Articles 8.9768* 9.2555 -0.2787
Auxiliary verbs 9.7301* 9.9725 -0.2424
Quantities 9.2445* 9.4659 -0.2214
Verbs 9.5149* 9.6614 -0.1465
Second person (you) 10.0196* 10.1890 -0.1694
Negations 10.0051* 10.1517 —0.1466
Prepositions 8.9532* 9.0083 —-0.0552
Total function words 9.1715* 9.3350 -0.1635

Note: * = The shorter distance between each feature and either truthful or fake.

4, Discussion

This study aims to offer a guide for social science communication researchers on how to apply a
tensor-decomposition-based machine learning approach to the analysis of high-dimensional data, providing
interpretable results. For illustration purposes, we systematically examined the linguistic features of fake
reviews using a large-scale reviews dataset. Initially, we extracted the linguistic features using the LIWC tool.
Following data normalization to ensure consistency, the tensor was decomposed using the PARAFAC2
algorithm. We then compared the influence of each feature on genuine and fake reviews using the Euclidean
distance analysis. This comprehensive approach allowed us to quantify and understand the complex
relationships between reviews, revealing that linguistic features such as pronouns, personal pronouns, and
first-person singular pronouns were prominent in fake reviews. These features might be strategically used to
foster intimacy with the reader or enhance emotional appeal. The insights gained from such interpretable
results can be used to understand persuasive strategies, communication patterns, and other related aspects.

The versatility of the PARAFAC2 model should be particularly emphasized. This model offers significant
flexibility in two ways. First, tensor-based representations can be applied to diverse domains. For instance,
Acar et al. (2005) analyzed online chatroom data using a three-dimensional tensor (user-keyword-time) to
track the evolution of social groups. Such tensor-based approaches are valuable for analyzing complex
relationships in social media, news recommendation systems, and real-time communication networks, and
have broad applicability in communication and data science (Bader & Kolda, 2006). Second, PARAFAC2 can
handle tensors with varying dimensions along one mode, making it suitable for datasets of different sizes.
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We used this model to conduct a nuanced analysis of the linguistic features in reviews, which can be applied
to multidimensional studies, such as evaluating review credibility and analyzing advertising effectiveness in
multi-label contexts.

This study focused on exploring the application of tensor decomposition to improve the interpretability of
machine-learning models, particularly in the analysis of linguistic features in text data. By demonstrating the
effectiveness of this approach, we highlighted its potential to improve the interpretability of detection
algorithms and provide insights into complex data patterns. Our methodology emphasizes the importance of
explainability in machine learning, offering a framework that can be adapted to various applications that
require transparent and comprehensible analysis. Future research can further refine this approach by
exploring how tensor decomposition models can be optimized to balance accuracy with interpretability
across diverse data environments.

From a methodological perspective, determining the optimal rank for tensor decomposition is crucial, as it
significantly affects the performance and accuracy of the algorithm. Although Section 3 in this article does
not delve deeply into rank optimization, selecting an appropriate rank is essential to accurately represent data
patterns and prevent overfitting. The Frobenius norm is commonly used to minimize reconstruction error
(Kolda & Bader, 2009), and in our research, we adopted the elbow method to identify the optimal rank, which
provides an intuitive and straightforward guideline by pinpointing inflection points on residual plots. For more
detailed techniques of rank selection, readers may refer to Kolda and Bader (2009) and Cichocki et al. (2015).

Based on this study, there are several promising avenues for future research. While the Euclidean distance
was chosen for its interpretability, further studies may investigate alternative measures for distance matrix
computation, such as the dot product between component matrices B and C, which could provide additional
insights. In addition, we implemented the standard PARAFAC2 algorithm, but some aspects can be applied
more precisely. Specifically, the Python implementation that we used does not guarantee a unique solution,
and there are various other ways to address this issue. For example, methods such as those proposed by
Kiers et al. (1999) could be explored to improve the uniqueness of the results. Furthermore, to enhance both
predictive power and interpretability, future studies could investigate the interactions between linguistic
features particularly in the context of addressing the curse of dimensionality, which arises due to the
exponential growth of parameters (e.g., Govindarajan et al., 2022; Novikov et al., 2017). Another promising
direction could involve exploring the use of tensors to assess the linguistic similarity between fake and
real texts without relying on decomposition, and utilizing faster and more numerically stable algorithms
(Van Eeghem & De Lathauwer, 2020).
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