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Abstract
From the middle-20th century to today, video games have grown from an idiosyncratic interest of computer programmers
and engineers to a globally dominant form of media entertainment. Advances in technology and creativity have combined
to present players with interactive experience that vary in their cognitive, emotional, physical, and social complexity. That
video games constitute co-authored experiences—dialogues between the player and the system—is at least one explana-
tion for their appeal, but this co-authorship brings with it an enhanced set of requirements for the player’s attention. For
this thematic issue, researchers were invited to debate and examine the cognitive, emotional, physical, and social demands
of video games; their work (as well as the impetus for this work) is summarized below.
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1. Introduction

It could be said that a driving motivation behind the de-
velopment of mediated technologies is to close myriad
gaps between users and spaces, events, and agents (or
some combination of each). Ancient stones allowed gov-
ernments to communicate rules and regulations through-
out their domains of influence (such as the Rosetta
Stone; Bierbrier, 1999). Written and printed texts pro-
vided (depending on the medium, variably) permanent
access to the stories and values of far-away and by-
gone generations (much to the chagrin of Socrates, who
fears thatmediationwould remove the author from their
work; Plato as translated by Jowett, 1999). Advances in
broadcasting technologies (such as radio and television)
allowed at-home audiences to follow their favorite sport-
ing events happening hundreds of miles away, and social
media allowing for nearly unfettered access to the ath-
letes themselves (Bowman, 2013). In closing these gaps,
emerging media technologies follow a similar pattern
of evolution: First improving on existing media before
emerging as (relatively speaking) “new” media of their
own (Stober, 2004). To highlight one example, the earli-
est films began as technological demonstrations of “pic-

tures in motion” (Leslie, 2001) before moving towards
basic recordings of standard Vaudeville and other single-
stage theatre performance. Decades would pass until
film directors understood how to splice from several dif-
ferent film rolls (each recording their own scenes) to tell
more compelling stories unique to the film medium: the
theory of montage in film commonplace in modern cin-
ema (Harrah, 1954).

The earliest video game technologies also began as
technological demonstrations, largely designed as “in-
teractive television” systems (U.S. Patent No. 2,455,992,
1948) in which users could exercise a degree of control
over the form and content of what was portrayed on-
screen: User input had a direct impact on on-screen out-
put (Steuer, 1992). However, early game development
quickly focused more on “interactive” than “television”
and by the middle of the 20th century, video game de-
signed operated on three principles: to tax computa-
tional resources; to generate a unique experience for
each run; and to actively involve users in a pleasurable
way (Graetz, 1981). By the start of the 21st century, video
games had overtaken films and television (and other
screen-based media) as the most profitable form of en-
tertainment media. As described by Meier (2012), good
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video games provide players with “a series of interest-
ing decisions.’’

Here, video games break from contemporary film
and television in that they shift authorial control to the
players, or at least invite players to co-author variably
unique experiences (Wellenreiter, 2015), and these plea-
sures of control are generally assumed to explain the
popularity of video games (Grodal, 2000). Conversely,
Bowman (2016) argued that although this authorial con-
trol is a potentially powerful source of entertainment, it
could also be viewed as requirements—demands foisted
on users that might not always be so well-received or,
at least, not universally so. At least four sources of
demand were proposed in Bowman (2016), refined in
Bowman (2018), and examined empirically in Bowman,
Wasserman, and Banks (2018): cognitive demands as-
sociated with understanding in-game challenges; emo-
tional demands associated with investment into the
game’s unfolding narrative; physical demands associated
with fine and gross motor control of the game’s controls;
and social demand associated with variable social rela-
tions with in-game characters and other players. From a
nascent interactivity-as-demand model, these (at least)
four sources of demand are proposed as critical media-
tors of interactive media content and their resultant ef-
fects (Figure 1).

In response to these notions, and using Bowman
(2018) as animus, nearly three-dozen authorship teams
submittedmanuscript abstracts for potential inclusion in
this thematic issue, and through several rounds of editor
and peer review, ninemanuscripts were retained for pub-
lication. Those manuscripts expanded demand concepts
into empirical observations, critiqued conceptual short-
comings in nascent scholarship, and directly applied de-
mand notions into models of game design.

2. Contributions to the Thematic Issue

Several of the manuscripts in this thematic issue ex-
panded on one or more of the demand concepts. For ex-
ample, in “Modality-Specific Effects of Perceptual Load
in Multimedia Processing,” Fisher and colleagues (2019)
demonstrate the importance of a more nuanced ap-
proach to cognitive demands informed from a neural
perspective, cleaving perceptual load (attentional de-
mands placed on sensory systems, such as hearing and
sight) from cognitive load (processing demands which
involve higher-order systems, such as working memory;
see Fisher, Huskey, Keene, &Weber, 2018). Their key find-
ing suggested that while increased cognitive loads (more
aligned with how cognitive demand was explicated in
Bowman, 2018) depleted attentional resources in both
auditory and visual channels, the influence of perceptual
load was modality-dependent (in this study, restricted to
visual systems). Given the multimodal nature of video
games, Fisher et al.’s (2019) work speaks to the critical-
ity of examining how gamers both perceive and process
information. As an added bonus, this article—or rather,
the proposed study—was also preregistered, with study
predictions, materials, and data analysis files freely avail-
able at https://osf.io/as2u5.

Likewise, the work of Large and colleagues (2019),
“Cognitive and Behavioral Correlates of Achievement in
a Complex Multi-Player Video Game,” found that experi-
enced layers of the multiplayer online battle arena game
League of Legends exhibited superior performance at
a number of cognitive demand tasks that could be un-
derstood both in terms of perceptual load (speed of
processing and object tracking tasks, among others) as
well as cognitive load (deductive reasoning and a variety
of learning tasks, among others). Both articles demon-
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Figure 1. A conceptual model of interactivity-as-demand.

Media and Communication, 2019, Volume 7, Issue 4, Pages 144–148 145

https://osf.io/as2u5/


strate the importance of using behavioral and physio-
logical measures to better understand and refine con-
structs, such as augmenting the self-report measure of
cognitive demand reported in Bowman et al. (2018) that
might have unnecessarily forwarded a definition focused
on recollections of deliberative thought.

Of course, cognitive demand can still be directly tied
to in-game challenges and difficulties, as demonstrated
by Wulf and colleagues’ (2019) “Harder, Better, Faster,
Stronger? The Relationship between Cognitive Task
Demands in Video Games and Recovery Experiences.” In
their work, playing the video game Tetris facilitated feel-
ings of mastery and psychological detachment following
an experimental induction designed to induce mild lev-
els of fatigue—these effects were found regardless of
how cognitively demanding (re: difficult) the game was.
However, higher levels of cognitive demand diminished
players’ sense of control following the game, suggest-
ing that the mental effort required of the harder game
likely had a fatiguing effect on players (similar findings
reported in Bowman & Tamborini, 2015). This article
also made study materials and data analysis freely avail-
able at https://osf.io/jgp58, and the research provides
additional data points for the broader literature focused
on interactive media and psychological outcomes associ-
ated with well-being.

Three other manuscripts applied elements of the
interactivity-as-demand to better understand critical
issues in game studies associated with gender stud-
ies, trolling behaviors, and moral decision-making.
Droumeva’s (2019) “Audible Efforts: Gender and Battle
Cries in Classic Arcade Fighting Games” used demands
as a framework for understanding the gendered battle
cries during gameplay—from her abstract, no-screen
characters “constantly making sounds of strife, strug-
gle, or victory while conducting surrogate labor for [the
players]” (2019, p. 186). Battle cries are framed as re-
flective of physical and emotional demands, and her
analysis reveals that these cries are decidedly gendered
and trending such that female characters’ cries have be-
come louder and more intensely sexualized over time.
Cook’s (2019) “Between a Troll and a Hard Place: The
Demand Model’s Answer to One of Gaming’s Biggest
Problems” proposes that competing demands, both be-
tween a player and their game, and players and each
other, might explain why some players engage in anti-
social trolling behaviors. Put simply, trolling might be a
maladaptive behavior that results from either: (a) Bored
(under-demanded) or frustrated (over-demanded) play-
ers; or (b) is the consequence of balancing emotional
and social demands of playing with others. Hodge and
colleagues’ (2019) “(A)morally Demanding Game? The
Results and Implications of Moral Decision-Making in
a Purpose Made Game” continues a line of research
into gaming and morality with somewhat surprising
findings—they failed to replicate priorwork showing that
gamers’ “real world” and chronically accessible moral in-
tuitions are predictive of observed in-game decisions

(Joeckel, Bowman, & Dogruel, 2012; Tamborini et al.,
2016). One suggestion offered by Hodge et al. (2019),
informed in part by the observed time-lag for in-game
decisions (four to six seconds, on average), is that players
engaged in more deliberative and cognitively demand-
ing decision-making; in past work, such decisions were
more intuitive and based on what we might understand
as emotional reactions. To this end, future work into
moral decision-making might benefit from a dual focus
on cognitive and emotional demands.

Two other manuscripts offered more direct con-
structive criticisms of interactivity-as-demand, one chal-
lenging a myopic view on social demand, and the
other suggesting a focus on gaming infrastructures.
Deterding’s (2019) “Interaction Tension: A Sociological
Model of Attention and Emotion Demands in Video
Gaming” provides re-analysis of qualitative interviews
with 19 German-speaking gamers and those in the gam-
ing industry (transcripts and data analysis files available
at https://osf.io/3w4js; transcripts in German). From this
data, two critical trends are presented to game schol-
ars: (1) Social demands cannot be treated as orthogo-
nal from other sources of demand (such as cognitive
and emotional demands); and (2) social demands are felt
in advance of any exposure to gaming content and/or
other gamers, given the social norms that surround
video games. Mirowski and Harper’s (2019) “Elements
of Infrastructure Demand in Multiplayer Video Games”
provides a novel operationalization of infrastructure de-
mands (here, specific to onlinemultiplayer games) guided
by Star (1999). Through an analysis of the mundane
and often invisible components of the macro-level sys-
tems that gird and support online gaming—using Blizzard
Entertainment’s Overwatch League as an example—the
authors present a compelling case for how gaming infras-
tructures likely and jointly impact player experiences.

Finally, the authorship team of Agius and Daylamani-
Zad (2019) break from their peers in the eight
manuscripts summarized above by incorporating an
interactivity-as-demand approach into a more com-
prehensive model of game design. In their work,
“Reducing Extrinsic Burdens on Players of Digital Games:
An Integrated Framework” (2019), the authors align
rather strongly with the earliest arguments on co-
creation put forth in Bowman (2016), suggesting that
when games over-demand of players, they become bur-
densome. Their work explores gaming demands in terms
of their interfaces, their interactions, and core gameplay
mechanics, and they offer specific considerations at each
later than can be taken by designers in order to lower un-
wanted demands on players.

Taken as a whole, these nine works both challenge
and extend on the basic ideas presented in Bowman
(2018), and collectively demonstrate how a more nu-
anced consideration of the numerous demands of inter-
activemedia—individually and jointly—can improvehow
we understand the medium’s past, present, and future
development. It was a pleasure and an honor to read and
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review each one, and I am eager to see the research in-
spired by the works presented herein.
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Abstract
Digital media are sensory-rich, multimodal, and often highly interactive. An extensive collection of theories and models
within the field of media psychology assume the multimodal nature of media stimuli, yet there is current ambiguity as to
the independent contributions of visual and auditory content to message complexity and to resource availability in the hu-
man processing system. In this article, we argue that explicating the concepts of perceptual and cognitive load can create
progress toward a deeper understanding of modality-specific effects in media processing. In addition, we report findings
from an experiment showing that perceptual load leads to modality-specific reductions in resource availability, whereas
cognitive load leads to a modality-general reduction in resource availability. We conclude with a brief discussion regarding
the critical importance of separating modality-specific forms of load in an increasingly multisensory media environment.
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1. Introduction

Using media is often a rich, multisensory experience.
Video games, movies, and other digital environments
contain numerous streams of audiovisual information
that must be processed quickly and simultaneously
(Fisher, Huskey, Keene, & Weber, 2018; Lang, 2000).
As such, interacting with these media often requires that
an individual engage both visual and auditory processing
systems at the same time. Each of these systems contains
spatial, temporal, and physical constraints that circum-
scribe the quantity and quality of information that an in-
dividual can effectively process (Buschman, Siegel, Roy,
& Miller, 2011; Franconeri, Alvarez, & Cavanagh, 2013;
Kahneman, 1973; Marois & Ivanoff, 2005).

Within the media psychology literature, these limi-
tations are often referred to using the language of re-
sources (Fisher, Huskey, et al., 2018; Lang, 2000, 2006).
Humans dynamically allocate limited processing re-

sources to encoding, storing, and retrieving information
in an environment (Lang, Bradley, Cuthbert, & Simons,
1997; Lang, Sanders-Jackson, Wang, & Rubenking, 2013)
and the resources that are allocated are required (con-
sumed) at a rate commensurate with the complexity of
the information. This resource allocation process has
been shown to predict message processing outcomes
like memory, enjoyment, and learning (for a recent re-
view and meta-analysis, see Fisher, Keene, Huskey, &
Weber, 2018; Huskey, Wilcox, Clayton, & Keene, 2019).
Because of this, understanding resource allocation is crit-
ical for understanding how individuals process multime-
dia messages as well as how alterations in resource allo-
cation processes influence outcomes of interest.

An open question in media psychology research con-
cerns the extent towhich resource allocation depends on
themodality in which information is presented. Theories
and models in the literature frequently describe me-
dia as multimodal (recruiting both the visual and audi-
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tory processing systems, see e.g., Basil, 1994a; Geiger
& Newhagen, 1993; Lang, 2000; Lee & Lang, 2015),
but there is a current lack of clarity as to the extent
to which information presented in different modalities
loads the processing system in different ways. Some
models assume that processing resources exist in one
central modality-independent pool (e.g., Lang, 2000,
2009). In this case, information presented within one
modality should affect resource availability as measured
in other modalities. Others, though, propose that at
least some forms of media processing may draw from
modality-specific resource pools (Basil, 1994a, 1994b;
Fisher, Huskey, et al., 2018), meaning that information
presented in onemodalitymay not necessarily reduce re-
source availability as measured in another. Empirical in-
vestigations have long reported modality-specific effects
associated with structural (e.g., brightness, contrast, in-
formation density, etc.) and content features (e.g., vi-
olence, morality, etc.), but a sizeable subset of these
findings are conflicting or ambiguous between studies
(Fisher, Huskey, et al., 2018). This ambiguity limits our un-
derstanding regarding the specific effects of modality in
multimedia processing.

In this article, we argue that a clearer explication of
the concepts of perceptual and cognitive load can en-
gender substantial progress toward understanding and
predicting modality-specific message processes and ef-
fects, contributing to further precision in our understand-
ing of the demanding nature of multimedia processing
(Bowman, Banks, & Wasserman, 2018). Drawing from
the cognitive neuroscience of attention, we provide a dis-
cussion of the nature of perceptual load and its relevance
to media scholarship. We present a model based on pro-
cessing hierarchies in the human brain predicting that
the effects of perceptual load should be largely modality-
dependent whereas the effects of cognitive load should
be largely modality-independent. In addition, we report
findings froman experiment providing strong support for
this hypothesis. In this experiment, we manipulated cog-
nitive load and (visual) perceptual load within a video
game and measured how long it took participants to re-
spond to a secondary task that was presented in either
the visual or auditory modality. As predicted, perceptual
load only influenced reaction times within the modality
in which it was introduced whereas cognitive load influ-
enced reaction times across both modalities. We con-
clude with a brief discussion regarding the critical impor-
tance of understanding modality-specific forms of load
in an increasingly multisensory media environment.

2. Modality Effects in Multimedia Processing

Research into the influence of modality in processing
messages and digital environments spans at least five
decades (Hsia, 1968; Severin, 1967). This work clusters
into several primary domains: 1) how processing differ-
ences between visual and auditory modalities may help
inform or optimize multimedia design (Grabe, Bas, &

van Driel, 2015; Grabe, Lang, & Zhao, 2003; Keene &
Lang, 2016; Lang, Potter, & Grabe, 2003; Moreno, 2006);
2) the effects of redundancy within and between audi-
tory and visual modalities on outcomes of interest (Drew
& Grimes, 1987; Fox, 2004; Grimes, 1990; Lang, 1995;
Lee & Lang, 2015); and 3) the extent to which struc-
tural and content features presented to one modality in-
terfere with processing in another (Bolls, 2002; Bolls &
Muehling, 2007; Thorson, Reeves, & Schleuder, 1985).

A wealth of studies report differences between vi-
sual processing and auditory processing in a multimedia
context (Basil, 1994a; Lang, 1995; Lang, Potter, & Bolls,
1999). In one study, Lang and colleagues (1999) show
that message pacing (the number of camera changes
within a given time window) and arousal differentially
influence cued recall for visual and auditory content.
As message pacing increases, memory for visual content
(measured using a cued recall task) stays constant or in-
creases for both arousing and calm messages. In con-
trast, memory for auditory content decreases as pacing
increases in arousing messages. In other work, valence is
shown to differentially influence visual and auditory pro-
cessing (Lang, Newhagen, & Reeves, 1996; Newhagen &
Reeves, 1992). This work shows that negative visual con-
tent tends to be better remembered than positive (Lang
et al., 1996; Newhagen & Reeves, 1992). A recent study
replicates this finding, but finds that the opposite pattern
is true for auditory content—positive auditory content
tends to be better remembered than negative (Keene
& Lang, 2016). Taken together, these findings suggest
that there may be important differences between visual
and auditory resource allocation processes that are con-
tingent on the nature of the content that is presented,
but it remains unclear exactly what types of content may
elicit differential resource availability across modalities
and what types of content may influence both modali-
ties in a similar way.

Another area of research concerns the effects of
redundancy between auditory and visual channels in
messages. Messages that are redundant across modal-
ities (e.g., subtitles that match the words being spo-
ken) seem to be better remembered than those that are
non-redundant or conflicting across modalities (Drew &
Grimes, 1987; Grimes, 1990; Lang, 1995; Lee & Lang,
2015; Wember, 1983). This effect is especially strong
whenever visuals are highly attention-grabbing or emo-
tional (Brosius, 1993). It has been suggested that non-
redundancy between modalities (may) lead to cogni-
tive overload, resulting in reduced memory for mes-
sage content (Grimes, 1991). Whenever information is
non-redundant or conflicting across modalities, auditory
memory consistently suffers the most (Brosius, 1989;
Drew & Grimes, 1987; Grimes, 1990, 1991; Lang et al.,
1999). This effect has been highlighted as especially prob-
lematic in news and educational settings, as the pre-
sentation of complex or otherwise attention-grabbing
visuals may interfere with encoding of the auditory
track—typically the location of the bulk of important con-
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tent in both news and educational messages (Brosius,
1989, 1993; Grabe et al., 2003; Thorson & Lang, 1992;
Wember, 1983).

One conclusion that has been drawn from this work
is that visual processing is more automatic (e.g., less
resource-intensive) than auditory processing, making it
more robust in the face of increasing message com-
plexity and leaving more resources available in the vi-
sual channel than the auditory channel as complexity
increases (Lang et al., 1999). Ultimately though, the in-
terpretability of these data regarding resource availabil-
ity at encoding is limited. This is primarily due to the
fact that each of these studies tested memory using
cued recall tasks (e.g., multiple-choice questions or fact-
recognition). These measures are more accurately con-
nected to information storage and retrieval of informa-
tion (not encoding Fisher, Keene, et al., 2018; Lang, 2009).
Another important factor may be the generally seman-
tic nature of auditory content in messages, requiring in-
dividuals to engage in much more processing for the
same memory outcome. As such, it is clear that in order
to understand the modality-specific effects of message
content on resource availability at encoding, researchers
must usemore directmeasures of resource availability at
encoding than cued-recall measures. These include sec-
ondary task reaction times (STRTs; Lang & Basil, 1998;
Lang, Bradley, Park, Shin, & Chung, 2006), or encoding
measures such as forced-choice audiovisual recognition
tasks (see e.g., Keene & Lang, 2016; Lang et al., 2015;
Yegiyan, 2015).

Only a small number of studies in the communica-
tion literature to date meet these criteria. In a pair of
early studies, Thorson et al. (1985, 1987) manipulated vi-
sual and auditory complexity while participants viewed
(and/or listened to the audio tracks from) television mes-
sages and responded to a visual or auditory STRT probe.
This study reported that visual and auditory STRTs de-
pend on both: a) the modality in which message con-
tent is introduced, and b) the modality in which STRTs
are measured. If it were the case that visual and audi-
tory resources draw from the same pool, visual or audi-
torymessage complexity would be expected to influence
STRTs irrespective of the modality in which information
is presented or the modality in which the STRT is mea-
sured. In finding modality-specific effects, these studies
cast doubt on the idea that capacity limitations in a cen-
tral resource pool solely determine message processing
performance across modalities, and provide initial sup-
port for the idea that visual and auditory resources may
be at least partially separable.

In another study, Basil (1994b) manipulated the
modality in which information was presented and the
modality in which the STRT probe occurred. This study
found that visual probes were responded to more
quickly overall than auditory probes and that STRTs were
faster in both modalities whenever the bulk of mes-
sage information was contained in the auditory modal-
ity. This study provides unclear support for either a

modality-specific or a modality-general resource pool.
A final study—although not directly measuring resource
availability—investigated visual task performance in the
presence of high- and low-imagery audio tracks, find-
ing that listening to an audio track only interferes with
visual task performance whenever the audio track is
high in imagery (presumably loading visual processing re-
sources; Bolls, 2002). This provides preliminary support
for the idea that processing resources may be separa-
ble by modality—at least to the extent that processes
within one modality do not require processing in the
other modality.

Since this spate of early studies, no further evidence
within communication research has demonstrated the
modality-specific effects of message complexity on re-
source availability. As such, the picture is still quite un-
clear as to whether different forms of visual and auditory
complexity in media content require modality-specific
ormodality-independent processing resources. Early the-
orizing regarding the modality-specific effects of mes-
sage complexity hints at the idea that perceptual pro-
cesses may be differentiable from “meaning-level” (cog-
nitive) processes (see e.g., Thorson et al., 1987) and
that each may affect processing in different ways. In
later work, though, this idea was largely abandoned—
possibly due to the aforementioned ambiguity in find-
ings regarding the independent influence of these pro-
cesses. Although more than 30 years have passed since
this initial work, recent developments in communica-
tion and cognate fields both allow for and necessitate
the re-opening of this question. Most pressingly, mount-
ing evidence from neuroscience research suggests that
perceptual load has largely modality-dependent effects
whereas the effects of cognitive load are largelymodality-
general (Hasson, Chen, & Honey, 2015; Murray et al.,
2014; Regev et al., 2018; Wahn & König, 2017). Thus,
it is likely that currently ambiguous findings regarding
modality differences, redundancy, and modality-specific
resource availability can be resolved when considering
the relative contributions of perceptual and cognitive
load to the overall complexity of a message.

3. What Is Perceptual Load?

Perceptual processing can be defined as any of the oper-
ations thatmust be performed in order to select, encode,
and identify stimuli transmitted to the brain from the ex-
ternal world via the sensory systems (Broadbent, 1958;
Schneider & Shiffrin, 1977; Treisman, 1969). Although
these operations are undeniably guided by memory and
influenced by conscious attention (see e.g., Chen &
Hutchinson, 2018), evidence suggests that they largely
rely on their own “pools” of resources that are sep-
arable from each other and from the resource pool
that subserves higher-order functions like cognitive con-
trol (Alais, Morrone, & Burr, 2006; Alais, Newell, &
Mamassian, 2010; Arrighi, Lunardi, & Burr, 2011; Duncan,
Martens, & Ward, 1997; Franconeri et al., 2013; Marois
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& Ivanoff, 2005; Winkler, Czigler, Sussman, Horváth, &
Balázs, 2005). Furthermore, a growing body of liter-
ature suggests that perceptual resource requirements
and cognitive resource requirements have independent
and largely opposite effects on attentional selection pro-
cesses (Lavie, 1995; Lavie, Hirst, de Fockert, & Viding,
2004; Murphy, Groeger, & Greene, 2016).

In order to understand and make predictions regard-
ing the unique role of perceptual operations in multi-
media processing, it is necessary to briefly review the
anatomy and physiology of the sensory processing path-
ways in the brain and body and to discuss the neural
mechanisms of perception (space does not permit an in-
depth discussion of these pathways and processes; inter-
ested readers are encouraged to consult Bear, Connors,
& Paradiso, 2015, or Woolsey, Hanaway, & Mokhtar,
2017, for detailed treatments of these important top-
ics). Audition and vision involve converting variations in
air pressure (sound waves) and light (electromagnetic
waves) into neural signals. For audition, this conversion
process takes place in a collection of specialized organs in
the inner ear that encode the intensity and frequency of
sound stimuli into temporal and spatial patterns of neu-
ral firing. Different receptors fire in response to different
frequencies and intensities. Firing patterns are transmit-
ted along a series of pathways from the inner ear to the
auditory cortex within the temporal lobes of the human
brain. The auditory cortex—like all cortical regions—is ar-
ranged in layers from the interior of the brain to the ex-
terior. A neural signal arrives from the inner ear at the
deepest layer, and it is further processed in each succes-
sive layer as it moves to the outer layer of the cortex
(Nelken & Bar-Yosef, 2008).

For vision, this conversion process takes place in the
retina. Specialized receptor cells in the retina detect light,
dark, color, and other visual features, such as borders be-
tween light and dark areas of the visual field. This infor-
mation is transmitted through the optic nerves and along
a series of pathways to the visual cortex within the oc-
cipital lobes of the brain. Different cells in the visual cor-
tex are specialized for detecting different visual features
(e.g., orientation, motion, color, shape). The visual cor-
tex, like the auditory cortex, is arranged in hierarchical
layers. These layers allow incoming information to be in-
tegrated across short timescales (tens to hundreds ofmil-
liseconds) in order to form identifiable objects, entities,
and events that can be used to guide behavior (Hasson
et al., 2015). Within a mediated environment, these per-
ceptual operations could be as varied as identifying a
new item that has appeared within the environment, dif-
ferentiating a target item from a sea of similar stimuli in
a visual or auditory stream, or processing the contents
of a new scene introduced by a structural feature. The
amount of processing resources that these basic opera-
tions require can be thought of as perceptual load.

Perceptual load increases whenever more items
need to be identified in the sensory field, or when the
number (or difficulty) of perceptual operations required

to identify target items increases. These perceptual oper-
ations are myriad, but the most commonly investigated
are filtering, de-distortion, mental rotation, perspective
changing, individuation (recognizing unique features of a
target object), and integration of disparate features into
a coherent whole (Elliott & Giesbrecht, 2010; Fitousi &
Wenger, 2011; Murphy et al., 2016). Some of these oper-
ations are only meaningful for visual processing (such as
rotation, and perspective changing), whereas others can
occur in either the visual or auditory processing streams
(e.g., individuation, integration). Although there is still
active debate, a formidable body of evidence suggests
that the brain perceptually processes all items in the sen-
sory field provided there are enough resources to do
so (Lavie, 1995; Lavie et al., 2004). As resources begin
to be exhausted (e.g., perceptual load increases), fewer
and fewer items in the sensory field are able to be pro-
cessed at any given time, reducing the influence of pe-
ripheral stimuli (Murphy et al., 2016). As perceptual load
increases in a given channel, orienting responses atten-
uate to additional stimuli in that channel (Cosman &
Vecera, 2009, 2010a, 2010b; Santangelo & Spence, 2008)
and interference effects of irrelevant stimuli are reduced
(Forster & Lavie, 2008; Fu et al., 2009).

If it is the case that “resources” as traditionally dis-
cussed are related to temporal, spatial, and physical con-
straints within brain regions and their connecting path-
ways (Fisher, Huskey, et al., 2018; Franconeri et al., 2013;
Marois & Ivanoff, 2005), the fact that visual and audi-
tory processing take place in largely separate regions and
along parallel pathways strongly suggests that each may
have their own “pool” of processing resources that is at
least in some ways unaffected by activity in the other
modality. In this framework, it is assumed that a process
shares resources to the extent that it recruits brain re-
gions and pathways that overlap with those recruited by
another process (Franconeri et al., 2013). In viewof these
findings, we predict that an induction of perceptual load
in a given modality will reduce resource availability only
within the modality in which it is introduced, slowing re-
sponses to a secondary task in the same modality, but
not responses in another modality.

4. Perceptual Load versus Cognitive Load

To review, perceptual processing involves the filtering,
detection, and integration of object features from the
sensory environment. These processes take place over
short timescales (i.e., within milliseconds), are predom-
inantly stimulus-driven, and are largely outside of con-
scious awareness and control. In contrast, cognitive pro-
cessing involves operations such as goal-directed con-
trol of attention, sense-making/learning, and mainte-
nance of relevant items in workingmemory (Lavie, 2010).
Cognitive processes integrate and maintain information
over much longer timescales than perceptual processes
(Murray et al., 2014). These processes are interrupted
whenever meaning-level information is nonsensical or
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scrambled, such as when scenes in a movie are pre-
sented in an incorrect sequence (Aly, Chen, Turk-Browne,
& Hasson, 2018; Baldassano et al., 2017). The amount
of processing resources that cognitive operations require
can be thought of as cognitive load. Cognitive load in-
creases in relation to two primary factors: 1) an increase
in the amount of information that must be held in work-
ing memory; 2) an increase in the unfamiliarity, ambigu-
ity, uncertainty, or error-proneness of this information.
Cognitive load has primarily beenmanipulated using sim-
pleworkingmemory tasks, such as requiring a participant
to hold a string of numbers or letters in working memory
or remember items previously seen in a task, but it can
also be manipulated by increasing the conceptual com-
plexity of amessage or a task (e.g., introducing unfamiliar
concepts or more ambiguous rules; Lavie, 2010).

Cognitive load is perceived as intrinsically effortful
(Westbrook&Braver, 2015) and individuals (usually) seek
to minimize it (Inzlicht, Shenhav, & Olivola, 2018; Kool,
McGuire, Rosen, & Botvinick, 2010), although increased
motivation seems to lead to increased willingness to ex-
pend cognitive effort (Botvinick & Braver, 2015; Huskey,
Craighead, Miller, & Weber, 2018; Locke & Braver, 2008).
Recall that higher perceptual load tends to lead to re-
duced processing of task-irrelevant stimuli. In contrast,
higher cognitive load is often associatedwith increases in
behavioral and neural indicators of task-irrelevant stimu-
lus processing (Fitousi & Wenger, 2011; Kelley & Lavie,
2011; Lavie, 2005). As cognitive load increases, it be-
comes more likely that a task-irrelevant stimulus will in-
terfere with performance on a primary task and that it
will be encoded into memory (Lavie, 2005). This effect is
especially pronounced in individuals with cognitive pro-
cessing difficulties such as ADHD (Forster & Lavie, 2008,
2016; Forster, Robertson, Jennings, Asherson, & Lavie,
2014). Within a media task, cognitive load could corre-
spond to things like learning the rules of a complex game
(Bowman et al., 2018), reconciling conflicting informa-
tion in a narrative (Yarkoni, Speer, & Zacks, 2008; Zacks
& Magliano, 2011), or learning new items that must be
remembered (Mayer, 2014; Moreno & Mayer, 1999).

Perceptual processing-related activity within sensory
regions and pathways is highly correlated during stim-
ulus processing both within and between subjects, but
this activity is largely uncorrelated with activity in other
brain regions in the same subjects (such as those used
to process sensory information from other modalities;
Godwin, Barry, & Marois, 2015). As cognitive process-
ing increases, these modality-specific networks become
integrated with one another and with other large-scale
neuronal networks in a “global workspace” network dis-
tributed across the whole brain (Hearne, Cocchi, Zalesky,
& Mattingley, 2017; Kitzbichler, Henson, Smith, Nathan,
& Bullmore, 2011; Shine & Poldrack, 2018). The extent to
which these networks become integrated during cogni-
tive processing is a predictor of performance (Finc et al.,
2017). Thus, increases in cognitive processing require-
ments (cognitive load) should lead to modality-general

effects on resource availability and indicators of pro-
cessing performance (such as memory and learning).
Behavioral and neuroscientific findings provide support
for this idea, reporting that (provided cognitive load is
kept constant) the effects of perceptual load are largely
modality-specific whereas effects of cognitive load seem
to not depend on the modality in which complexity is
introduced or performance is measured (Duncan et al.,
1997; Keitel, Maess, Schröger, & Müller, 2013; Sandhu &
Dyson, 2016; Wahn & König, 2017).

To date, these findings are largely constrained to non-
naturalistic working memory tasks and highly controlled
stimuli, but emerging evidence suggests that they may
be generalizable to a multimedia context (Wang & Duff,
2016). A recent study using inter-subject correlations
of brain imaging data reported that perceptual process-
ing of auditory and visual narratives recruited modality-
specific processing networks, but that cognitive process-
ing (conscious attending and sense-making) was associ-
ated with activation patterns that spread across modal-
ities and into higher-order processing networks (Regev
et al., 2018). Thus, it could be expected that the extent
to which complexity in one modality interferes with re-
source availability in the other is contingent upon the ex-
tent to which the complexity is cognitive (as opposed to
merely perceptual) in nature. With these things in mind,
we predict that perceptual load should reduce resource
availability in a modality-specific fashion whereas cog-
nitive load should reduce resource availability in both
modalities (these hypotheses, along with an initial exper-
imental design and analysis plan, are pre-registered. Pre-
registration, as well as all code and data, can be accessed
at https://osf.io/as2u5).

5. Methods

5.1. General Overview

An experiment was conducted in which participants
played 30 minutes of a specially designed experimen-
tal video game stimulus (see below). Participants played
the game under conditions of cognitive and (visual)
perceptual load, and resource availability was mea-
sured in both the visual and the auditory modality. All
frequentist data analysis was conducted using linear
mixed-effects models in R (R Core Team, 2013), and
all non-frequentist, Bayes factor analysis was conducted
using the BayesFactor package in R (https://CRAN.R-
project.org/package=BayesFactor).

5.2. Subjects

101 participants were recruited from the undergraduate
research pool at a large western university (Nmale = 44,
Nfemale = 57, Mage = 20.06). Before data collection, a
power analysis was conducted using the simr package in
R (Green & MacLeod, 2016) in order to determine suffi-
cient sample size. This analysis revealed that 60 subjects
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was sufficient for 80%power given the size of previous ef-
fects using a similar manipulation. Thirteen participants
were excluded due to equipment failure, or due to their
non-compliance with experimental protocol, leaving a fi-
nal N of 88 for the analyses reported herein.

5.3. Stimulus

The stimulus for this experiment was Asteroid Impact
(https://github.com/medianeuroscience/asteroid_impact),
an open-source video game developed in Python.
Asteroid Impact allows for fine-grained experimen-
tal control over gameplay variables as well as high-
resolution data logging. The object of the game is to
pilot a spaceship around the screen to collect valuable
crystals while avoiding asteroids. Asteroid Impact adapts
to the skill level of the subject, gradually increasing in
difficulty as the subject successfully collects crystals and
decreasing in difficulty as the subject fails to avoid aster-
oids. The base size, frequency, and speed of all in-game
sprites were held constant across all conditions.

5.4. Procedure

Participants were invited one at a time into a computer
lab containing ten cubicles, each with one Dell computer
with a 1600 × 900 monitor (60 Hz refresh rate). A re-
searcher guided the participants to a computer and gave
them a consent form containing relevant information re-
garding the study design. After signing the consent form,
participants viewed the instruction screen for the experi-
ment (see Figure 1a, 1b). Roughly half of the participants

were assigned to the visual STRT condition and half of
the participants were assigned to the auditory STRT con-
dition, but all participants underwent the same cogni-
tive and perceptual load conditions (for a visual depic-
tion of the experimental design see Figure 2). Before be-
ginning gameplay, participants listened to a brief script
read by the researcher reminding them that their pri-
mary task would be to collect as many crystals as they
could while avoiding asteroids and that their secondary
task would be to press the space bar when they either
saw the star or heard the tone. Participants were then in-
structed to put on their headphones and begin the exper-
iment. Audio was presented through Bose QuietComfort
15 headphones with computer volume set to 15/50.

Participants played a one-minute practice round of
Asteroid Impact followed by six five-minute rounds of
gameplay. Two rounds contained no load manipulation,
two rounds contained the perceptual load manipula-
tion, and two rounds contained the cognitive load ma-
nipulation. Following the practice round, each subse-
quent round was presented in random order. Instruction
screens before each round alerted participants of the dif-
ferent gameplay conditions without revealing core hy-
potheses of the study (see Figure 1d, 1e). Upon com-
pleting gameplay, participants filled out a brief survey
to assess individual cognitive differences and media use
habits. These data were not analyzed in this study (as a
part of this survey, participants were asked to rate their
own video game skill on a scale from 1 to 7. In this sam-
ple, mean video game skill was 3.87 [SD = 1.76]. This
and other participant-level data are available in the OSF
repository for this project).

a) b) c)

d) e) f)

Figure 1. Depiction of the main screens in the game environment. a) Instruction screen for the visual modality condition;
b) instruction screen for the auditory modality condition, c) depiction of the cognitive load manipulation, d) depiction of
the instruction screen preceding the cognitive load manipulation, e) depiction of the instruction screen preceding the per-
ceptual load manipulation, f) depiction of the perceptual load manipulation. Under perceptual load, randomly generated
Mondrian-type squares were overlaid onto the screen at 80% opacity, rendering game elements much more difficult to
see. In the cognitive load condition, collection of two of the same-colored crystal in a rowwould cause a loss of 1000 points
(equivalent to ten crystals).
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5.5. Manipulating Perceptual Load

Although measures have been proposed for overall mes-
sage complexity (such as ii; Lang et al., 2006), a spe-
cific measure of perceptual load in a multimedia envi-
ronment does not currently exist. As such, recent work
in the field employs direct manipulations of perceptual
load. This has been done in several ways: by introduc-
ing a sensory-rich stimulus as opposed to a relatively
sparse one (Stróżak & Francuz, 2017), by increasing the
number of items in the visual field (Wang & Duff, 2016)
and by reducing contrast between foreground and back-
ground items (Fisher, Hopp, &Weber, 2018, 2019). In this
experiment, we manipulated perceptual load in the vi-
sual channel using a well-validated manipulation from
visual perception research involving randomly regener-
ating shapes and colors (Bahrami, Carmel, Walsh, Rees,
& Lavie, 2008; Hesselmann, Hebart, & Malach, 2011;
Lavie, Lin, Zokaei, & Thoma, 2009). To induce percep-
tual load, we added semi-transparent visual overlay con-
sisting of Mondrian-like rectangles of varying colors and
sizes that changed locations and colors at a random time
point within each ten-second period of gameplay (see
Figure 1). This manipulation was chosen in that it was:
a) as tightly controlled as possible, not introducing po-
tential confounds with cognitive load, and b) easily in-
tegrated into the narrative of the game. An instruction
screen presented before perceptual load levels alerted
participants that their “spaceship display is damaged”
and that the following level may be more difficult to see.

5.6. Manipulating Cognitive Load

As with perceptual load, a direct measure of cognitive
load does not currently exist for selecting multimedia
stimuli, so it must be directly introduced through “mod-
ding” the video game or message stimulus (Elson &
Quandt, 2016). Previous work hasmanipulated cognitive
load in video games by increasing the number of items
in a matching task (Wang & Duff, 2016) and by introduc-
ing a 1-back memory maintenance component into the
game (Fisher, Hopp, & Weber, 2018; Fisher et al., 2019).
In this experiment, we manipulated cognitive load using
the 1-back maintenance task outlined in Fisher, Hopp,
andWeber (2018). This manipulation has been shown to
be perceived as cognitively difficult, and to elicit activa-
tion in working memory-related brain regions (Eriksson,
Vogel, Lansner, Bergström, & Nyberg, 2015; Veltman,
Rombouts, & Dolan, 2003). This manipulation is similar
in many ways to the “n-back” (Owen, McMillan, Laird,
& Bullmore, 2005), a very widely used working memory
manipulation in cognitive neuroscience research. An in-
struction screen presented before the cognitive load lev-
els alerted participants that “in this level, some of the
crystals are dangerous” and that they are no longer al-
lowed to collect two subsequent crystals of the same
color. If two crystals of the same color were collected in
sequence, a short, negative “buzzer” sound played, and

the participant’s in-game score dropped by 1000 points.
This task required participants tomaintain the identity of
themost recently collected crystal in their workingmem-
ory, and to continually update this information as new
crystals were collected.

5.7. Measuring Resource Availability

The primary dependent variable of interest in this exper-
iment is resource availability. Previous work has demon-
strated that the STRT is a reliable indicator of resources
available at encoding provided that the participant does
not enter cognitive overload (see e.g., Lang, 2006; Lang
& Basil, 1998). In a typical STRT paradigm, participants
are told that they will be responding to a secondary task
while completing the primary task (in this case, video
game play). Most commonly, participants are asked to
press a button upon seeing a flash or hearing a tone.
Participants are instructed to concentrate on the primary
task, but to respond to the secondary task probe as
quickly as they can. Previous work demonstrates that re-
ward can modulate STRTs (Fisher et al., 2019). As such,
responding to the secondary task was worth the same
amount of points across all conditions in the game. The
modality of the STRT probe was manipulated between
participants. In the visual STRT condition, the secondary
task prompt was a white star that appeared in a random
location on the screen. In the auditory STRT condition,
the secondary task prompt was a 400Hz tone. Following
the good-practice recommendations in Whelan (2008),
we conducted three preprocessing steps on the reaction
time data. First, any reaction times less than 100 msec
were discarded, along with reaction prompts that were
missed entirely. After this, reaction times were filtered
to remove any values that were more than three stan-
dard deviations away from the mean within participants
and conditions. These filtering steps removed an aver-
age of 13.1 reaction times per participant (out of a to-
tal of 180). Finally, the remaining reaction times were
log transformed.

6. Results

Based on our theoretical model regarding the modality-
specific effects of perceptual load, we expected that the
visual perceptual load induction would influence STRTs
in the visual modality but not in the auditory modal-
ity. Under high perceptual load, visual STRTs should be
slower but auditory STRTs should be similar under both
high and low load. In contrast, we expected that cogni-
tive load would lead to slower STRTs regardless of the
modality in which the STRT was measured.

6.1. Main Effects of Load and Modality

Previous work has shown that cognitive load robustly
influences resource availability such that resource avail-
ability drops (STRTs lengthen) as cognitive load increases
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Figure 2.Depiction of the experimental design and contrasts employed in our analyses. After data cleaning, 52 participants
were in the visual STRT condition and 36 participants were in the auditory STRT condition. No load, cognitive load, percep-
tual load conditions were presented two times each in random order. Contrasts are as follows: 1) main effect of perceptual
load irrespective of condition; 2) main effect of cognitive load irrespective of condition; 3) main effect of condition, irre-
spective of cognitive load or perceptual load; 4) interaction effect between perceptual load and condition; 5) interaction
effect between cognitive load and condition. Except for the interaction between cognitive load and condition, all effects
were significant (p < .001).

(pending that participants remain focused on the pri-
mary task, see e.g., Fisher et al., 2019; Fox, Park, & Lang,
2007). All predictions were tested using linear mixed-
effects model fit using the lme4 package in R (Bates,
Mächler, Bolker, &Walker, 2015). Cognitive load, percep-
tual load, andmodality were treated as fixed effects, and
were coded using effects coding. The dependent vari-
able (log STRTs) was z-transformed before data analy-
sis. Random intercepts and slopes were included for
participants and for cognitive load and perceptual load
nested within modality condition. All reported betas are
standardized. For a visual depiction of the contrasts em-
ployed in this experiment please see Figure 2.

There was a large1 effect of cognitive load on STRT—
𝛽(87) = .288, 95% CI [.253,.323], 𝜔2 = .222, Cohen’s
d= .903, p< .001—such that reaction times were slower
under high cognitive load (M = 1535.54) as compared to
low cognitive load (M = 982.67, see Figure 3). Likewise,

therewas a small effect of perceptual load—𝛽(87)= .091,
95%CI [.064, .117],𝜔2 = .029, Cohen’s d= .21, p< .001—
such that reaction times under high perceptual load
(M = 1152.49) were slower than those observed in
the low perceptual load condition (M = 982.67). In ad-
dition, there was a medium-sized effect of modality—
𝛽(87) = −.137, 95% CI [−.225,-. 049],𝜔2 = .077, Cohen’s
d = −.49, p < .001—such that participants responded
faster overall to the auditory prompt (M= 1093.05) than
to the visual prompt (M = 1309.94).

6.2. Interactions Between Modality and Load

Based on our model, it was expected that perceptual
load and modality would interact such that under high
(visual) perceptual load, STRTs in response to the visual
probe would become slower whereas STRTs in response
to the auditory probe would remain about the same.

1 The importance of an effect is contingent both on the research domain in which the effect size is observed and on the nature of the hypothesis. The
traditional “small” (d = .2), “medium” (d = .5), and “large” (d = .8) labels ascribed to effect sizes are essentially arbitrary but can be helpful in under-
standing how the effect compares to other effects observed in the literature. For more thorough overviews see Funder and Ozer (2019), Schäfer and
Schwarz (2019).
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Figure 3. Main effects for condition, cognitive load, and perceptual load. Cognitive load and perceptual load are each
compared to a control condition containing neither the cognitive load nor the perceptual load manipulation. Error bars
represent 95% confidence intervals.

As cognitive load is predicted to influence resource avail-
ability in a modality-independent fashion, no interaction
effect was predicted for cognitive load and modality.

Cognitive load, perceptual load, modality, and the in-
teraction between cognitive/perceptual load and modal-
ity were treated as fixed effects and were coded using
effects coding. Random intercepts and slopes were in-
cluded for participants and for cognitive/perceptual load

nested within modality condition. This analysis revealed
an interaction between perceptual load and modality—
𝛽(87) = −.08, 95% CI [−.099, −.056], 𝜔2 = 0.028,
p < .001—such that the difference in STRT times be-
tween high and low perceptual load was greater in the
visual STRT condition (ΔM = 281.77) than in the audi-
tory STRT condition (ΔM = 9.26, see Figure 4). There
was a significant difference in STRTs between high and
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Figure 4. Interaction effects between perceptual load and modality (top) and between cognitive load and modality (bot-
tom). There was an interaction between perceptual load and modality. The difference in STRTs between high and low
perceptual load was 281.77 msec in the visual STRT condition and was 9.26 msec in the auditory STRT condition. There
was not a significant interaction between cognitive load and modality. Error bars represent 95% confidence intervals.
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low perceptual load in the visual condition—t(51)= 9.95,
p < .001—but not in the auditory condition (p = .401).
As predicted, there was no interaction effect between
cognitive load and modality (p = .316).

6.3. Non-Frequentist Analysis

A follow-up Bayes factor analysis was conducted in or-
der to further ascertain the evidence in favor of the
interaction we observed between perceptual load and
modality in this experiment (Rouder, Morey, Verhagen,
Swagman, & Wagenmakers, 2017) and against the pres-
ence of an interaction between cognitive load andmodal-
ity. Using the model described above, we obtain a BF10
of 2.06 × 104 (± 5.30%) compared to a model contain-
ing the main effects and random effects only. Regarding
an interaction between cognitive load and modality, an
observation of no significant difference between experi-
mental conditions is not necessarily evidence that there
is no difference between the two conditions (Weber &
Popova, 2012). As such, we subjected the model con-
taining an interaction between cognitive load andmodal-
ity to a Bayesian analysis as well. When comparing the
model containing the cognitive load × modality interac-
tion to a model containing only main effects and random
effects, we obtain a BF10 of = .12 to 1 (± 5.44%), indicat-
ing that the interaction model is about eight times less
likely given the data than is themain effects model alone.

7. Discussion

In this experiment, we manipulated visual perceptual
load while measuring STRTs (an indicator of resource
availability) in both the visual and auditory channel. Our
data suggest that perceptual load influences resource
availability only within the modality in which it was intro-
duced whereas cognitive load influences resource avail-
ability irrespective of modality. Framing these findings
in the language of Holbert and Park (2019), perceptual
load’s influence on resource availability is contingent
upon modality whereas cognitive load’s influence is not.
When resource availability was measured in the visual
channel, increased visual perceptual load lengthened re-
action times, but when resource availability was mea-
sured in the auditory channel, increased perceptual load
did not lead to a significant increase in reaction times.
Bayesian analyses revealed that the relative likelihood
of the perceptual load × modality model compared to
a main effects model is about 20,000 to one (given the
data observed herein). This provides strong evidence for
the modality-specificity of perceptual resources during
multimedia processing.

Our data also reveal substantial main effects of both
cognitive load and modality on resource availability, as
well as a smaller main effect of perceptual load. These
results replicate a spate of findings in cognitive and me-
dia psychology showing that cognitive load robustly in-
fluences resource availability during media processing

(Fisher et al., 2019; Huskey et al., 2018; Lang et al., 2006).
It is worth noting that the main effect of modality ob-
served in this study is in contrast with the findings of
Basil (1994a), who showed that reaction times to audi-
tory probes were slower overall than reactions to visual
probes (although see Thorson et al., 1985). We hesitate
to interpret this finding as supporting the idea that au-
ditory responses are faster in general than are visual re-
sponses, as it is possible that the main effect of load
could simply be reflective of the baseline visual percep-
tual load in the task or due to the active nature of our task
(playing a video game versus passively viewing a mes-
sage). Future work should investigate how the main ef-
fect of modality varies as a function of baseline percep-
tual load or the interactivity of the media stimulus.

These findings support the predictions of the revised
version of the LC4MP put forth by Fisher, Huskey, et al.
(2018) and extend beyond the predictions of the origi-
nal LC4MP. In the original LC4MP (Lang, 2000, 2006), re-
source capacity limitations were treated as purely con-
ceptual, having no particular basis in the structure or
function of the brain. In this model, it was simply pro-
posed that increased complexity within a media envi-
ronment should be associated with reduced resource
availability (pending that resource allocation is held con-
stant). This conceptualization, although allowing for re-
markable advancements in our understanding of mes-
sage processing, did not provide a framework for more
specific predictions regarding how resource availability
may vary based on modality or process type. In the up-
dated model (Fisher, Huskey, et al., 2018), capacity limi-
tations on information processing are given a biological
basis. It is proposed that these capacity limitations are
related to spatial, chemical, or temporal constraints on
neural firing present within large-scale semi-specialized
brain networks. As such, the architecture of these net-
works places bounds on the sorts of processes that can
happen concurrently. This updated assumption leads to
the prediction that increased complexity within a mes-
sage will influence resource availability in different ways
depending on whether the complexity is perceptual or
cognitive, and upon the modality in which the informa-
tion is introduced. Increased perceptual load in a me-
dia environment should reduce resource availability pri-
marily within the modality in which the load was intro-
duced (visual or auditory), having minimal influence on
resource availability in anothermodality. In contrast, cog-
nitive load should influence resource availability in visual
and auditory channels in a roughly equivalent fashion.

In addition, these results suggest a general note
of caution for researchers who use STRTs as an indica-
tor of resource availability during media processing—
especially when a message is high in perceptual load. If
perceptual load is high in a given modality, but STRTs
are measured in another modality, it is likely that the ef-
fects of load on resource availability will not be captured
by the STRT task. Likewise, these data suggest that slow
STRTs observed in one modality alone are not necessar-
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ily an indicator that cognitive load in the media stimulus
is high, given that perceptual load can reduce resource
availability within one modality even in the absence of
increased cognitive load. With this in mind, future re-
search using rich audiovisual stimuli should ensure that
the STRT probe is either: a) within the primary modality
in which load is introduced; b) alternatingly presented in
each modality and treated as a combined index across
modalities; or c) if modality-specific questions are not of
interest, present in both modalities (e.g., a flash accom-
panied by a tone).

In directly manipulating perceptual and cognitive
load in line with validated procedures developed in neu-
roscience research, this work pushes beyond what has
previously been tested within this context, allowing for
more precise investigation of the roles of modality, cog-
nitive load, and perceptual load inmedia processing. This
does not mean that this approach is not without limita-
tions thatmay circumscribe the generalizability of the ob-
served findings. One primary limitation of the approach
outlined herein is that Asteroid Impact is predominantly
visual in nature (i.e., auditory cues are mostly irrelevant
for successful gameplay). As such, effectivemanipulation
of auditory perceptual load in the game environment is
not currently feasible. It is possible that an induction of
auditory perceptual load may have different modality-
specific effects than did the visual perceptual loadmanip-
ulation employed here. Future work should investigate
themodality-specific effects of load for tasks that are pri-
marily auditory, such as listening to narratives or radio
shows, to ascertain how an induction of auditory percep-
tual load influences resource availability and processing
performance within and between modalities.

Second, this experiment only contained two levels of
cognitive and perceptual load (low versus high), limiting
the utility of this work for understanding the paramet-
ric relationship between cognitive/perceptual load and
resource availability. Extant research suggests that the
parametric relationship between cognitive load and at-
tentional resource allocation is curvilinear rather than
linear (Weber, Alicea, Huskey, & Mathiak, 2018). Future
work should manipulate cognitive/perceptual load along
a continuum to paint a fuller picture of how load influ-
ences processing in naturalistic tasks.

Finally, although a “modding” approach (Elson &
Quandt, 2016) allows researchers to circumvent many of
the shortcomings inherent in singlemessage designs, it is
still the case that Asteroid Impact is only one video game,
and that it is rather rudimentary compared to “state of
the art” video games widely available today. As such,
Asteroid Impact, just like any other media stimulus, con-
tains myriad uncontrollable idiosyncrasies that may limit
the generalizability of the effects observed here. Future
work should seek tomanipulate cognitive and perceptual
load in novel ways and in novel contexts (such as a differ-
ent genre of game or a non-interactive form of media)
in order to ascertain the robustness of the model pro-
posed herein.

8. Modality and Interactive Media

The role of modality in multimedia processing and other
naturalistic tasks, although a long-neglected question, is
perhaps of greater importance now than it has ever been.
Three recent developments in the multimedia landscape
have highlighted the importance of understanding when
and why information loads modality-independent cogni-
tive resources and when it loads modality-specific ones.

First, video games and other interactivemedia are be-
coming increasingly multisensory, employing rich cross-
and inter-modal stimuli in order to build more engaging
and immersive worlds. This is especially true in emerging
virtual reality and augmented reality systems. We know
that enjoyment and performance in video games is con-
tingent on the demands that the game places on the hu-
man processing system (Sherry, 2004). These demands
can be cognitive, emotional, physical, or social (Bowman
et al., 2018). Despite the clear diversity in the sorts of de-
mands that video games and other interactivemedia can
place on individuals, the bulk of research in this domain
has considered these demands in a non-specific sense,
using terms such as “cognitive load” as a catch-all for the
myriadways inwhich thesemediamay generate demand
(Bowman et al., 2018). The data presented in this article
suggest that perceptual demands may have their own
role to play in influencing experiences with interactive
media. Indeed, perceptual persuasiveness—the extent
to which the sensory experience of a video game is rich
and immersive—has been shown tobe a robust predictor
of game enjoyment (Weber, Behr, & DeMartino, 2014).
Video games that more effectively manage modality-
specific and modality-general resources are likely to be
more immersive, and therefore enjoyable. Further re-
search in this area is critical for the development of
more effective games aimed at cognitive rehabilitation
and optimization, as it has been shown that perceptually
immersive and enjoyable games more effectively elicit
neuroplastic changes in key neural substrates (Bavelier,
Levi, Li, Dan, & Hensch, 2010; Kamke et al., 2012) and
are more likely to lead to treatment compliance (Kofler
et al., 2018).

Second, driven by technological advancements and
changes in media use habits, individuals increasingly
multitask within and between perceptual modalities us-
ing digital technology (Rideout, Foehr, & Roberts, 2010).
Individuals multitask upwards of 92% of the time when
using certain forms of media (Deloitte, 2015), and switch
between streams up to 2.5 times per minute (Brasel
& Gips, 2017). If it is the case that cognitive load and
perceptual load differentially influence the salience of
stimulus cues that are external to the task at hand,
then it could be expected that individuals’ within- and
between-device multitasking behaviors would likely be
predicted by the relative cognitive and perceptual load
within each concurrently attended information stream.
In fact, a large body of literature from the cognitive neu-
roscience of perception shows that the salience of pe-
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ripheral sensory cues is contingent upon the perceptual
load present in the primary task (Lavie, 2010; Lavie et al.,
2004).With this inmind, it could be suggested that an un-
derstanding of the modality-dependence of perceptual
loadmay lead to increased predictive accuracy regarding
mediamultitasking behavior, and a better understanding
of when andwhy individuals choose to switch within and
between mediated tasks.

Finally, multisensory digital interfaces are increas-
ingly being incorporated into complex activities like
driving a car (Spence & Ho, 2008), controlling robots
(Martinez-Hernandez, Boorman, & Prescott, 2017), con-
ducting surgery (Chen et al., 2015), and many other do-
mains. These tasks are often time-critical, requiring quick
and accurate reactions to multiple stimuli in quick suc-
cession. Overload or inappropriate attentional patterns
in one or multiple modalities during these tasks is likely
to increase risk of injury or fatality. As such, optimal pre-
sentation of multisensory cues in these tasks in view of
modality-specific resource limitations is necessary for en-
suring safety and efficiency of these interfaces.

9. Closing Remarks

In this article, we have provided a re-introduction and
refinement of the concept of perceptual load into mes-
sage processes and effects research. Drawing on extant
work in the neuroscience of sensation and perception,
we further explicated and showed support for the clarifi-
cations and extensions to the model outlined in Fisher,
Huskey, et al. (2018). Results from the experiment re-
ported herein provide clear support for these predictions
and suggest that progress toward resolving current ambi-
guities and inconsistencies regarding message complex-
ity andmodality can be foundwhen considering the inde-
pendent contributions of perceptual and cognitive load.

Results from this experiment also suggest that
recently-developed frameworks conceptualizing the de-
mand landscape within video games (see e.g., Bowman
et al., 2018) would perhaps benefit from a specific con-
sideration of perceptual load as separable from cogni-
tive load—at least whenever the modality in which in-
formation is provided is an area of interest. It is likely
that amore granular consideration ofwhich components
of a game are merely perceptual (orienting, filtering, de-
distortion, etc.) and which components involve higher-
order cognitive processes like working memory and cog-
nitive control will increase the utility of these frame-
works for understanding the various demands that video
game play places on the human processing system.

In summary, this study highlights the importance
of perceptual load for understanding how information
presented in the visual or auditory modality may lead
to modality-specific or modality-general effects on re-
source availability. In a rapidly changing multimedia envi-
ronment, characterized by increasingly multimodal stim-
uli, it has become even more critical that media psychol-
ogy researchers develop an understanding of how these

processes work in order to contribute to the design of
digital messages and tools that are immersive and engag-
ing, but also that reduce unnecessary load on the cogni-
tive and perceptual systems, facilitating safer and more
effective media and media use behaviors.
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Abstract
Research has repeatedly demonstrated that the use of interactive media is associated with recovery experiences, suggest-
ing that engaging with media can help people to alleviate stress and restore mental and physical resources. Video games,
in particular, have been shown to fulfil various aspects of recovery, not least due to their ability to elicit feelings of mastery
and control. However, little is known about the role of cognitive task demand (i.e., the amount of cognitive effort a task
requires) in that process. Toward this end, our study aimed to investigate how cognitive task demand during gameplay
affects users’ recovery experiences. Results of a laboratory experiment suggest that different dimensions of the recovery
experiences seem to respond to different levels of cognitive task demand. While control experiences were highest under
low cognitive task demand, there was no difference between groups regarding experiences of mastery and psychological
detachment. Nevertheless, both gaming conditions outperformed the control condition regarding experiences of mastery
and psychological detachment. Controlling for personal gaming experiences, relaxationwas higher in the low cognitive task
demand condition compared to the control condition. Findings are discussed in terms of their implications for research on
the multilayered recovery effects of interactive media.
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1. Introduction

People adopt various strategies to recover from stress;
some engage in sports, others enjoy a special meal, or
just relax while watching their favorite series. Indeed,
previous research has identified the use of entertain-
ment media as an effective strategy to alleviate negative
affective states (e.g., Zillmann, 1988) and to recover from
stressful situations (e.g., Rieger, Reinecke, Frischlich, &
Bente, 2014). Video games in particular have been in
the focus of media research given their interactive na-

ture that challenges players to master quests, win out
over other players or the game itself and, in doing so,
fulfill psychological needs for recovery and well-being
(e.g., Reinecke, 2009a; Reinecke, Klatt, & Krämer, 2011).
While such research suggests that video games may be
a significant recovery resource, the gaming environment
also places continual demands on the player: Players
engage in continuous “input–output loops” (Klimmt &
Hartmann, 2006, p. 137) with the gaming environment
and need to react to new challenges. The cognitive task
demand of video games can be conceptualized as a func-
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tion of the cognitive skills required to play as well as
the cognitive resources needed to direct attention to-
wards the actions in the game (Bowman, 2018). The role
of the fit between a game’s cognitive task demand and
players’ abilities to recover through gaming has been
largely neglected by media psychological research thus
far. However, as suggested by previous gaming research,
experiences that fit media users’ (cognitive) capacities
may be particularly enjoyable, motivating users to push
further, thus helping them to address their recovery
needs (Schmierbach, Chung, Wu, & Kim, 2014).

Given that video games—not least due to their in-
teractive nature—demand that players allocate a certain
amount of their cognitive ability toward the game, the
current article aims to close the gap in current research
by testing the assumption that video games that demand
just the right level of cognitive capacity are best suited
to provide recovery experiences for their players. To this
end, we instructed participants to play a high demand,
low demand, or no video game and measured their cog-
nitive task demand as well as recovery experiences in an
experimental setting.

2. Media Use and Recovery Experiences

A plethora of daily activities—both in and out of work—
drain people’s mental and physical resources, which can
result in negative affect or physiological and psychologi-
cal fatigue (Fuller et al., 2003; Sluiter, de Croon,Meijman,
& Frings-Dresen, 2003). To restore these resources and
to avoid long-term stress or health ramifications, peo-
ple need to recover. In general, recovery refers to the
“process of replenishing depleted resources or rebal-
ancing suboptimal systems” (Sonnentag & Zijlstra, 2006,
p. 331), which is a vital factor for people’s performance
and psychological well-being. While the everyday use
of the word recover(ing) usually refers to relatively pas-
sive activities and a state of low activation (e.g., relax-
ing or resting), recovery experiences go beyond wind-
ing down. In an attempt to integrate the different facets
of recovery, Sonnentag and Fritz (2007) discuss four dis-
tinct recovery experiences that address different ways
to replenish depleted resources: psychological detach-
ment (i.e., mentally/physically distancing oneself from
stress-inducing tasks); relaxation (i.e., reducing activa-
tion/increasing positive affect); mastery (i.e., experienc-
ing competence and proficiency); and control (i.e., be-
ing able to choose activities at one’s discretion). While
the first two recovery experiences—psychological de-
tachment and relaxation—imply that no new demands
are imposed on the person, the latter two—mastery and
control—suggest that recovery can also result from en-
gaging in (new) activities that help to build up internal
resources such as knowledge or self-efficacy (see also
Reinecke & Eden, 2017).

Considering that recovery is a crucial self-regulatory
process and essential for health and well-being, it comes
as no surprise that determinants and antecedents of suc-

cessful recovery have attracted considerable scholarly
attention, particularly in industrial and organizational
psychology (for an overview see Sonnentag, Venz, &
Casper, 2017). While this line of recovery research has of-
ten marginalized the role of media use, research in me-
dia psychology and communication studies has demon-
strated that (entertainment) media use is a frequently
used andhighly successful strategy to recover from stress
and strain (e.g., Janicke, Rieger, Reinecke, & Connor,
2018; Reinecke et al., 2011; Rieger & Bente, 2018; Rieger,
Reinecke, et al., 2014). Some studies explain these find-
ings by the cognitive challenges posed by the content
(e.g., Bartsch & Hartmann, 2017). These studies pro-
vide evidence that both interactive (e.g., video games)
and non-interactive (e.g., movies) entertainment media
can promote the four recovery experiences proposed
by Sonnentag and Fritz (2007), although to different ex-
tents. Specifically, it was shown that non-interactive and
interactive media elicit comparable levels of psychologi-
cal detachment and relaxation but differ in their effect
on experiencing mastery and control (Reinecke et al.,
2011). Being interactive in nature, video games demand
active participation from users and allow them to be in
control of their actions, thus making games particularly
suitable for fulfilling recovery needs (see also Reinecke,
2009a, 2009b).

3. Video Games, Cognitive Task Demand, and Recovery
Experiences

Video games are interactive entertainment media which
require players to use cognitive abilities to solve prob-
lems and tasks. Notably, such cognitive task demands are
referred to differently in the literature. While some au-
thors speak of “task load” (e.g., Moroney, Reising, Biers,
& Eggemeier, 1993; Rieger, Frischlich, Wulf, Bente, &
Kneer, 2015), some call it “task demand” (e.g., Bowman
& Tamborini, 2012) or “cognitive load” (Read, Lynch,
& Matthews, 2018). Considering that there are vari-
ous demands necessary when playing video games (see
Bowman, 2018), we have decided to stick to the term
cognitive task demand(s) in the current article to refer
broadly to the concept of “cognitive skills required to
play games as well as the cognitive resources that the
game pulls from the player in order to arrest attention
toward the myriad messages in a game’s environment”
(Bowman, 2018, p. 7).

Solving tasks while playing an interactive video game
may result in experiences of self-efficacy (Bandura,
1977), as players will directly experience how their ac-
tions affect the game. Early on, it was shown that such
experiences are related to game enjoyment (Klimmt,
Hartmann, & Frey, 2007; Trepte & Reinecke, 2011). In
terms of mood management theory (Zillmann, 1988),
being forced to act comes with intervention potential
that helps players to be distracted from aversive states
(Bowman & Tamborini, 2012; Bryant & Davies, 2006).
Rieger and colleagues (2015) instructed participants to
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either play a game of the arcade classic game Pac-Man
or let them watch a video of someone else playing it.
They found that playing participants regulated their neg-
ative mood more efficiently than the other groups and
that cognitive task demand fostered mood regulation.
Recently, similar results were found for quiz games’ abil-
ity to foster competence repair (Koban et al., 2018). Yet,
this picture appears simplistic. Bowman and Tamborini
(2012) confronted bored and stressed participants with
more nuanced cognitive task demand conditions. They
found that with increasing cognitive task demand partici-
pants’ mood regulation increased as long as players were
able to control the interactive environment. However,
once the game became too demanding, their mood re-
pair decreased. Altogether, the rightmatch between cog-
nitive task demand and players’ cognitive capabilities
thus appears relevant for the impact of interactive me-
dia on mood repair.

Previous research on the recovery potential of video
games suggests that the benefit of playing cognitively de-
manding video games goes beyond mere mood repair.
Data from a survey study by Reinecke (2009b) demon-
strate that video games can contribute to all four re-
covery dimensions within Sonnentag and Fritz’s (2007)
conceptualization. We suggest that cognitive task de-
mand resonates with Reinecke’s (2009a) reasoning. First,
Reinecke (2009a) argues that video games contribute to
psychological detachment by forcing users “to focus their
full attention on the game” as they “do not leave much
room for thoughts that are not directed toward the gam-
ing environment” (Reinecke, 2009a, p. 128). This argu-
ment is supported by authors describing video games as
coming with varying task difficulties which players have
to adapt to (e.g., Klimmt & Hartmann, 2006) as well as
research showing that players immerse into the game
and forget about the reality outside of the gaming nar-
rative (e.g., Sherry, Lucas, Greenberg, & Lachlan, 2006).
Accordingly,weexpect thatwith increasing cognitive task
demand players will experience higher levels of psycho-
logical detachment, as they are better able to distract
themselves from the sources of their stress:

H1a: Players in a high cognitive task demand condition
will experience more psychological detachment com-
pared to players in a low cognitive task demand con-
dition and participants in a control group not playing
a game;

H1b: Players in a low cognitive task demand condition
will experience more psychological detachment com-
pared to participants in a control group not playing
a game.

Reinecke (2009a) further argues that video games can
help people to relax—although studies often attest that
playing games comes with a rise in physiological arousal
(e.g., Rieger et al., 2015). The relaxing effects of gaming
may function based on similar mechanisms as physical

activities, which are followed up by a decrease in anxi-
ety and tension after the actual experience (e.g., Taylor,
Sallis, & Needle, 1985). As high cognitive task demand
may come with high levels of arousal, it appears counter-
intuitive that it could be experienced as particularly relax-
ing. Thus, we pose the following research question with
regard to relaxation:

RQ1: Does the experience of relaxation differ be-
tween players in high, low, and no cognitive task de-
mand conditions?

More intuitively, players experience control when solv-
ing in-game tasks. First, the experience of self-efficacy
(Bandura, 1977; Klimmt et al., 2007; Trepte & Reinecke,
2011)mayhelp people to experience control over certain
gaming tasks. Second, video games provide players with
a plethora of decisions, ranging from customization of
avatars (Trepte & Reinecke, 2010) to freely exploring the
in-game world. For the experience of control, cognitive
task demand should play a crucial role. Under low cogni-
tive task demand, players may easily keep all problems
in check and experience high levels of control, whereas
a game with high cognitive task demand may overstrain
players and inhibit control experiences. However, even
under conditions of high cognitive task demand, games
are likely to provide more opportunities to experience
control than the complete absence of current tasks. Thus,
we pose the following set of hypotheses:

H2a: Players in a low cognitive task demand condition
will experience more control compared to players in
a high cognitive task demand condition and partici-
pants in a control group not playing a game;

H2b: Players in a high cognitive task demand condi-
tion will experience more control compared to partic-
ipants in a control group not playing a game.

Finally, video games help players to experience mastery
by allowing them to solve challenges, achieve success,
and feel generally competent when playing the game
(Klimmt et al., 2007; Rieger, Wulf, Kneer, Frischlich, &
Bente, 2014; Ryan, Rigby, & Przybylski, 2006; Sherry et
al., 2006). For the experience of mastery, cognitive task
demand may play an important part. The more challeng-
ing the game, the more triumphant is the experience of
having solved it. Hence, we expect:

H3a: Players in a high cognitive task demand condi-
tion will experience more mastery compared to play-
ers in a low cognitive task demand condition and par-
ticipants in a control group not playing a game;

H3b: Players in a low cognitive task demand condi-
tion will experience more mastery compared to par-
ticipants in a control group not playing a game.
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Furthermore, researchers have argued that individual ex-
periences playing video games differ between players as
a function of their skills. A game which overexerts the
player may lead to frustration (Bowman & Tamborini,
2012) and a game high in cognitive task demand may
be too challenging for some players, thus impeding mas-
tery or control experiences. If players are too inexperi-
enced, such games might induce stress rather than help-
ing them to recover from it. On the other hand, if the
task is too easy, the experience of recovery may also be
impeded, given that the task could have been solved by
anyone without special effort. Thus, we pose as our final
research question:

RQ2: Does controlling for previous experience with
video games impact recovery experiences between
conditions of different cognitive task demand?

4. Method

4.1. Participants and Procedure

Participants were 148 German adults (77% female; age:
M = 24.82, SD = 5.49; 95% students) recruited via stu-
dent mailing lists and ad hoc on-campus recruitment at
a large German University. All students received course
credit for participation. After obtaining informed con-
sent and introducing participants to the procedure of
the experiment, participants worked on the KLT-R (Düker,
Lienert, Lukesch, &Mayrhofer, 2001), a fatiguing concen-
tration test, for about 5 to 10 minutes. The KLT-R con-
sists of a large number of relatively easy arithmetic prob-
lems that need to be solved under time pressure. Similar
tasks have been successfully used in previous media psy-
chological studies to induce fatigue (e.g., Reinecke et al.,
2011; Rieger, Hefner, & Vorderer, 2017).

Following this task, we randomly assigned partici-
pants to one of three conditions. Participants in the two
gaming conditions played either a low (easy mode) or
high (hardmode) cognitive task demand version of Tetris
on a computer. During gameplay, participants had to
react to a secondary reaction time task as an implicit
measure for cognitive task demand (see Section 4.2).
The control group did not play a video game, but its
members were instructed to relax and react to the au-
dio signals. After finishing the game, participants in
the two treatment conditions reported their subjective
cognitive effort and recovery experiences. Finally, we
assessed demographic variables and debriefed partici-
pants. Originally, we also employed a second manipula-
tion. Participants in both gaming conditions were given
false feedback on their performance (i.e., they were
told that they performed either better or worse than
most other players). However, this manipulation failed,
as 68.2% rated the authenticity of the feedback poorly.
We tested whether feedback manipulation had an im-
pact on any of the target variables when also account-
ing for task demand. These analyses yielded additional

information that this second manipulation failed. Thus,
we decided to exclude this variation from our final analy-
ses. This second manipulation is included in the data set
provided in our Open Science Framework (OSF) reposi-
tory andmay be used for further analyses (the respective
variable is labelled as “feedback”).

4.2. Measures

4.2.1. Cognitive Task Demand

We used a secondary reaction time task programmed
with OpenSesame (Mathôt, Schreij, & Theeuwes, 2012)
as an implicit measure for cognitive task demand. We
instructed participants in all three conditions to press
a button with their free hand (as Tetris kept only one
of their hands busy) whenever they heard an audio sig-
nal (altogether, 20 trials). This procedure is an estab-
lished measure for cognitive task demand and has been
used, for example, within research on message process-
ing (Hefner, Rothmund, Klimmt, & Gollwitzer, 2011; Lang
& Basil, 1998; Lang, Bradley, Park, Shin, & Chung, 2006).
For the evaluation of reaction times, we identified miss-
ing values and outliers. From all trials (N= 2,960 possible
data points), 542 data points were missing values. These
missing values are either due to: a) technical issues; or
b) participants not reacting at all during a trial. Among
the remaining 2418 data points, we identified 79 trials
within two standard deviations of the respective trial
mean as outliers (Baayen & Milin, 2010), which corre-
sponds to roughly 3.3%of themeasured andnon-missing
data points. Notably, all of these outliers were located
two standard deviations above (not below) the respec-
tive trial mean. This can be problematic if the right tail
is responsible for the effects found in the data (Baayen
& Milin, 2010; Luce, 1986). However, given that we ex-
cluded less than 5% of cases, this should not pose a prob-
lem (Baayen &Milin, 2010; Ratcliff, 1993). From the valid
2,339 trials, we calculated themean reaction time (in sec-
onds) for each participant (M = .76, SD = .33).

Additionally, we measured subjective cognitive task
demand (cognitive effort) with four items of the NASA
Task Load Index (NASA-TLX), assessed by default on
a 20-point Likert scale ranging from “Low” to “High”
(Moroney et al., 1993). Reliability analyses suggested
excluding one item (asking participants how satisfied
they were with the overall performance) to reach ade-
quate reliability of the remaining three items (M = 9.93,
SD = 5.01, 𝛼 = .83). This scale has been used in previous
gaming studies focusing on cognitive task demand (e.g.,
Bowman & Tamborini, 2015). Both indices for cognitive
task demand (reaction times and cognitive effort) corre-
lated significantly (r = .27, p = .01).

4.2.2. Recovery Experiences

Wemeasured recovery experiences with the scale devel-
oped by Sonnentag and Fritz (2007). This scale measures
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recovery experiences on four subscales, psychological
detachment, relaxation, mastery, and control (each on a
5-point scale). Both the scale overall (recovery) and the
previously mentioned subscales showed good internal
consistency (recovery, M = 2.87, SD = .78, 𝛼 = .89; psy-
chological detachment,M = 3.22, SD = 1.03, 𝛼 = .81; re-
laxation,M= 2.89, SD= 1.11,𝛼= .88;mastery,M= 2.49,
SD = .99, 𝛼 = .83; control,M = 2.88, SD = 1.02, 𝛼 = .79).

4.2.3. Previous Gaming Experiences

As a covariate of interest, we asked participants to indi-
cate how often they play video games in their everyday
life. This scale ranged from1 (never) to 5 (often;M=2.00,
SD = 1.23).

5. Results

Data, aswell as analysis scripts of the current project, can
be accessed in an OSF repository at https://osf.io/jgp58.
Zero-order correlations between all variables of interest
are presented in Table S1 in the supplementary material.
All items used in the questionnaire can be accessed in
Table S2 within the same file.

5.1. Manipulation Check(s)

To check whether the gaming conditions successfully in-
duced different levels of cognitive task demand, we con-
ducted a MANOVA with condition (low demand game
vs. high demand game vs. control condition) as the in-
dependent variable and both measures of cognitive task
demand (NASA-TLX for subjective cognitive task demand
and reaction times as an implicit measure of cognitive
task demand) as dependent variables. There was a signif-
icant effect of condition on subjective and implicit cog-
nitive task demand, Wilk’s Λ = .46, F(4, 256) = 30.07,
p< .001, 𝜂2p = .32. Separate follow-up univariate ANOVAs

revealed that condition had a significant impact on both
the NASA-TLX, F(2, 129) = 54.58, p < .001, 𝜂2p = .46,
and on reaction times, F(2, 129) = 14.95, p < .001,
𝜂2p = .19. Sidak post hoc tests for both cognitive task de-
mand measures showed that while subjective cognitive
task demand (NASA-TLX) differed between all conditions
following a linear trend in the expected direction (high,
M = 13.36, SD = 3.37; low, M = 9.65, SD = 3.97; no
game,M = 4.32, SD = 3.45), the high-demand (M = .80,
SD = .29) and low-demand (M = .86, SD = .32) condition
did not significantly differ in reaction times. However,
participants in both gaming conditions showed slower re-
action times compared to the control condition (M= .47,
SD = .28). Altogether, the manipulation can be regarded
as successful.

5.2. Cognitive Task Demand and Recovery Experiences

To test the impact of cognitive task demand on recovery
experiences (H1–H3 and RQ1), we conducted a second
MANOVA with condition as the independent variable
and the four recovery dimensions (Sonnentag & Fritz,
2007) as dependent variables. There was a significant ef-
fect of condition on recovery experiences,Wilk’sΛ= .74,
F(8, 284) = 5.67, p <.001, 𝜂2p = .14. Separate follow-up
univariate ANOVAs revealed that condition had a signifi-
cant impact on each dimension of recovery. For ease of
interpretation, details and Sidak post hoc tests are pre-
sented in Table 1. Post hoc tests revealed that for psycho-
logical detachment and mastery experiences, both gam-
ing conditions achieved higher recovery scores than the
control condition, but there was no difference between
the low cognitive demand and high cognitive demand
gaming condition. Thus, H1a and H3a had to be rejected,
whereas the findings supported H1b and H3b. There was
no significant difference between the three conditions
for relaxation (RQ1). For control experiences, all groups
differed significantly from each other, with the low cogni-

Table 1. Univariate analyses and simple comparisons between conditions for all recovery experiences.

Conditions

No Game Low Cognitive High Cognitive
Control Demand Game Demand Game F-Test p η2p

M M M F
(SE) (SE) (SE) (df )

Psychological Detachment 2.60a 3.49b 3.30b 8.51 < .001 .11
(.18) (.13) (.13) (2,145)

Relaxation 2.65a 3.15a 2.78a 2.57 .080 .03
(.20) (.15) (.14) (2,145)

Mastery Experiences 1.95a 2.63b 2.64b 6.25
(.17) (.13) (.12) (2,145) .002 .08

Control Experiences 2.15a 3.30c 2.88b 15.26 < .001 .17
(.17) (.13) (.12) (2,145)

Note: Within rows, means (M) with no superscript in common differ significantly.
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tive demand gaming condition scoring highest, the con-
trol condition lowest, and the high cognitive demand
gaming condition in between, supporting H2a and H2b.

5.3. The Influence of Previous Gaming Experiences

To account for individual differences in the use of
video games (RQ2), we repeated the MANOVA above
and introduced the measure for previous gaming ex-
periences as a covariate to the model. When account-
ing for participants’ gaming frequency, the MANCOVA
yielded both condition (Λ = .68, F(8, 282) = 7.50,
p < .001, 𝜂2p = .18) and gaming frequency (Λ = .84,
F(4, 141) = 6.82, p < .001, 𝜂2p = .16) as significant pre-
dictors of recovery. Follow-up univariate ANOVAs for
all recovery dimensions by both condition and gaming
frequency were significant. For condition: psychologi-
cal detachment, F(2,144) = 12.79, p < .001; relaxation,
F(2,144) = 3.73, p = .026; mastery, F(2,144) = 7.59,
p = .001; control, F(2,144) = 20.26, p < .001. For casual
game play: psychological detachment, F(1,144) = 19.62,
p < .001; relaxation, F(1,144) = 3.73, p = .006; mas-
tery, F(1,144) = 5.43, p = .021; control, F(1,144) = 15.15,
p < .001. Keeping gaming frequency constant, the ob-
served effects of cognitive task demand remained. In ad-
dition, there now was a significant effect of condition on
relaxation. That is, the low cognitive demand gaming con-
dition was more relaxing than the no-game control con-
dition (see Table 2).

6. Discussion

The current study was guided by one overarching ques-
tion: How does cognitive task demand in a gaming situ-
ation impact users’ recovery experiences? First, we ex-
pected that with increasing cognitive task demand, psy-
chological detachment would increase, as more cogni-

tive capacities would be required. As anticipated, the
results indicate that playing a game (low and high cog-
nitive demand gaming conditions) leads to significantly
higher psychological detachment than not playing a
game. However, there was no difference between both
gaming conditions, even when controlling for previous
gaming experiences. The simplest explanation for this
finding would be that the amount of cognitive task de-
mand does not affect psychological detachment as previ-
ous work has suggested (e.g., Bowman, 2018; Klimmt &
Hartmann, 2006; Reinecke, 2009a; Sherry et al., 2006).
Another explanation for this unexpected finding could
be that while subjective cognitive task demand actu-
ally differed between all conditions in the expected di-
rection, objective measures (reaction times) only indi-
cated a difference between playing (either high or low
cognitive demand) and not playing (control condition).
In other words, while players differed in their subjec-
tive experience between the two gaming conditions, the
objective cognitive task demand was comparable and
response speed to the audio signal was similar across
gaming conditions. These findings may indicate that psy-
chological detachment could depend on the actual al-
location of cognitive resources rather than the subjec-
tive experience of doing a cognitively demanding task.
Furthermore, we might assume that psychological de-
tachment does not directly connect to cognitive task de-
mand or task difficulty but rather to other characteristics
of the game, such as the complexity of the game world,
story narration, or control elements that encourage peo-
ple to immerse deeper into the game (e.g., Sherry et al.,
2006). In the current study, participants in both gaming
conditions used the same controls to play the same game
which had the same visual features.

Second, we found no difference between any of the
conditions regarding relaxation outcomes. It could be
that video games—due to their interactive nature—are

Table 2.Univariate analyses and simple comparisons between conditions for all recovery experienceswith previous gaming
experiences held constant at a value of 2.

Conditions

No Game Low Cognitive High Cognitive
Control Demand Game Demand Game F-Test p η2p

M M M F
(SE) (SE) (SE) (df )

Psychological Detachment 2.50a 3.55b 3.29b 12.79 < .001 .16
(.17) (.12) (.12) (2,144)

Relaxation 2.57a 3.19b 2.78a,b 3.73 .026 .06
(.20) (.15) (.14) (2,144)

Mastery Experiences 1.90a 2.66b 2.64b 7.59 .001 .10
(.17) (.13) (.12) (2,144)

Control Experiences 2.06a 3.35c 2.87b 20.26 < .001 .22
(.16) (.12) (.11) (2,144)

Notes: Within rows, means with no superscripts in common differ significantly. 1 = never play games; 5 = often play games.
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not able to reduce arousal levels below a certain point.
For relaxation, non-interactive media such as movies
might be the better choice (Rieger & Bente, 2018).
However, controlling for previous gaming experiences,
therewas a difference in relaxation between the low cog-
nitive demand gaming and the no-game control condi-
tion (with the high cognitive demand gaming condition
scoring in between the two, but without being signifi-
cantly different from any of them). For participants who
play games at least seldomly, the low cognitive demand
gaming condition achieved more relaxation than the no-
game condition. These findings imply that relaxation as a
recovery experience from playing video games depends
on the fit between pre-experiences/skill and the cogni-
tive task demand of a given game. To investigate this
further, future research might consider targeting several
player samples with different skill levels and assign them
to conditions with different cognitive task demands.

For the experience of control, our findings showed
that participants in the low cognitive demand gaming
condition experienced most control, participants not
playing a game reported the lowest control, and play-
ers in the high cognitive demand condition scored in be-
tween these conditions. These results are in line with re-
search connecting experiences of self-efficacy with play-
ing video games (e.g., Klimmt et al., 2007; Trepte &
Reinecke, 2011). Participants in the low cognitive de-
mand condition experienced the highest levels of control
given that theywere able to successfully respond to all in-
game challenges, whereas participants in the high cogni-
tive demand condition struggled to keep the gaming en-
vironment under control. Surprisingly, controlling for pre-
vious gaming experiences did not change these findings.
It appears plausible that experienced players might find
it easier tomaster a high cognitive demand version of the
game, resulting inmore control experiences compared to
the same game being played by an inexperienced player.
However, this finding may also imply that the experience
of control is not connected to skill but to the perceived
freedomof being able to choose howmuch subjective ef-
fort is invested in a given task. Again, subjective cognitive
task demand (and not implicit measures) significantly dif-
fered between the high and low cognitive demand gam-
ing condition. All players—independent of their gaming
experiences—realized that in the hard condition more
demands were placed on their cognition in order for
them to control the situation.

Finally, we found a significant difference in mastery
experiences between the two gaming conditions and the
control condition, but not between the low and high cog-
nitive demand gaming conditions. While it appears plau-
sible that playing a game comes with more mastery ex-
periences than just reacting to an audio signal, we had
expected that cognitive task demand in the gaming situ-
ation would affect the experience of mastery. Although
previous research suggests that cognitive task demand—
as a proxy for challenge and difficulty—affects feelings
of mastery and competence (Klimmt et al., 2007; Rieger,

Wulf, et al., 2014; Ryan et al., 2006; Sherry et al., 2006),
our findings imply that such experiences may occur in-
dependent of a game’s cognitive demands or might de-
pend more heavily on related outcomes such as success.
If players are able to successfully cope with in-game chal-
lenges in both gaming conditions, those in the high cogni-
tive demand condition should experience more mastery
because they solved the more difficult task. Whereas, if
the high cognitive demand condition was too difficult,
players in the low cognitive demand condition should ex-
perience more mastery than the high cognitive demand
condition. Given that controlling for gaming experiences
did not change the results, both of these explanations do
not seem to apply to our findings. Indeed, video game
researchers found that success plays a crucial role in
the experience and appraisal of gaming episodes (e.g.,
Rieger et al., 2015; Schmierbach et al., 2014; Trepte &
Reinecke, 2011). Future research, therefore, might be in-
terested to use the game score as an indicator for suc-
cess and further explore its relationship with recovery
outcomes (given that the current article focusses on task
demand and recovery, we decided to refrain from ana-
lyzing the success/score variable; however, we encour-
age researchers to use the data in our OSF repository for
further exploratory analyses). Noteworthy in this regard,
Tetris offers only limited feedback and cues about actual
performance beyond the game score (which is difficult to
evaluate if players do not have the scores of other play-
ers for comparison). Thus, players have to rely on their
own gut feeling of how successful they were at playing
which may influence experiences of mastery (to account
for the possibility that the dropped false-feedback factor
may have impacted this analysis, we conducted an ad-
ditional t-test with feedback condition—positive vs. neg-
ative performance feedback—on mastery experiences;
there was no significant difference for mastery experi-
ences between participants in the positive [M = 2.55,
SD = .97] and negative [M = 2.72, SD = .98] feedback
condition, t[114] = -.95, p = .34). Another explanation
why the gaming groups did not differ might be that both
conditions are not optimal for the experience ofmastery:
The low cognitive demand condition might have been
too easy while the high cognitive demand condition may
have been too difficult. Bowman and Tamborini (2012)
found similar levels of affect in their low and high cog-
nitive demand conditions with the medium cognitive de-
mand condition between those two showing highest af-
fect ratings (see Bowman & Tamborini, 2012). Future re-
search might apply such a design instead of using a non-
gaming condition to identify the optimal cognitive task
demand for mastery experiences.

Taken together, these findings suggest that it is neces-
sary for future research to differentiate between the sub-
jective levels of cognitive task demand (asmeasuredwith
the NASA-TLX in the current study) and the actual cogni-
tive capacity objectively demanded (asmeasuredwith an
implicit reaction time task). Our findings imply that these
dimensions of cognitive task demand and its appraisal

Media and Communication, 2019, Volume 7, Issue 4, Pages 166–175 172



hold different implications for psychological constructs,
in our case recovery experiences. While the distraction
from a fatiguing task in terms of psychological detach-
ment seems connected to the actual cognitive workload,
experiences of control within the gaming experience ap-
pear to depend on subjective levels of cognitive task de-
mand. Thus, future research should account for these nu-
ances in the experience of cognitive task demand.

Beyond the open questions already raised above,
some further methodological limitations of the present
study have to be considered. First, there may be some
questions regarding how our findings can be applied to
real gaming situations.We instructed participants to play
a certain game in a predefined mode. While we chose
Tetris because cognitive task demand could easily be
modified, participants were not able to not choose a
game or a difficulty level to suit their needs on their own,
threatening external validity. Another limitation in this
regard is the assessment of cognitive task demand with
a secondary reaction time task. Usually, players do not
have to react on an audio signalwhile playing games. This
taskmight have impacted the actual recovery experience
of players in our study. Finally, for ecological reasons,
we used a single-item measure as a proxy to account
for variance in participants’ previous gaming experiences.
However, a single item cannot broadly map participants’
complex history, skills, and encounters with video games.
Thus, the covariate analysis conducted herein should be
interpreted carefully and extended by future research.

7. Conclusion

The current study replicated and extended previouswork
on the intersection of video games, cognitive task de-
mand, and recovery experiences. Findings showed that
playing interactive video games could have beneficial ef-
fects on recovery. However, one has to account for differ-
ent dimensions of recovery to see the whole picture. In
the current study, playing a game contributed to psycho-
logical detachment and mastery experiences (indepen-
dent of its difficulty). For the control dimension of recov-
ery, findings indicate that difficulty plays a crucial role
in the way that low cognitive task demand contributes
particularly to control recovery experiences. Finally, ac-
counting for previous gaming experiences, the low cogni-
tive task demand condition also showed higher levels of
relaxation than no gameplay. These findings show that
research on entertainment media and recovery experi-
ences should account for the different dimensions of re-
covery and their interactionwith different levels of cogni-
tive task demand. This might help to further uncover the
underlying processes of recreation from everyday stress
and strain.
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1. Introduction

The demand framework presented in Bowman’s (2018)
overview has been a useful tool for games scholars in re-
cent years, explaining gamers and their behaviours by re-
lating them to four key demands: cognitive, emotional,
social, and physical. However, the majority of studies ex-
amining the impact demands have on gamers’ choices
both in-game and out deal with optimization. Games’
cognitive demands, for example, are studied for their
potential benefits for cognitive training and interven-
tions (Boot, Kramer, Simons, Fabiani, & Gratton, 2008;
Bowman & Tamborini, 2012; Green, 2018). Although
this research is beneficial for many gamers, in reality,
not all gamers are striving for an optimal experience.
In fact, there has been a recent explosion of litera-
ture concerning gamers who seem to seek the oppo-
site for both themselves and other players in the game:

trolls (Cook, Schaafsma, & Antheunis, 2018; Thacker &
Griffiths, 2012).

Though trolling as a whole is still a widely misunder-
stood phenomenon rife with contradicting definitions
and conflicting accounts of motivations and reactions
(for complete discussions see Cook et al., 2018; Dynel,
2016), trolling specific to gaming platforms is a much
clearer concept. Comprising behaviours traditionally as-
sociated with griefing culture (Chesney, Coyne, Logan,
& Madden, 2009; Coyne, Chesney, Logan, & Madden,
2009) as well as more lighthearted jabs and jokes (Cook
et al., 2018; Thacker & Griffiths, 2012), trolling is an
umbrella term that refers to the instrumental use of
game, website, or chatmechanics at another person’s ex-
pense, though it finds its roots in both practical jokes and
boundary maintenance practices in niche communities
(see Graham, 2019). The mechanics that trolls use are
the very same mechanics that create a game’s demands.
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The same vocal channel that a Counter Strike: Global
Offensive player uses to strategize with his team—a so-
cial demand of the game—a troll uses to spam his team-
mates with an off-key rendition of Jingle Bells. While a
skilled player might practice their aim for hours to land
a kill in League of Legends, thus meeting the game’s
cognitive and physical demands, a troll might fling their
avatar in front of a poorly-aimed shot in order to die, thus
disadvantaging their team (for additional examples, see
Table 1). Trolls can even operate outside of the game via
online streaming websites like Twitch.tv to emotionally
victimize a vulnerable streamer (Johnson, 2019) or even
another audience member (Seering, Kraut, & Dabbish,
2017). Although there are accounts of trolling being an
enjoyable activity, usually between friends (for examples
see Cook et al., 2018), it is generally considered an issue
that has been plaguing online gaming since its inception.
The present piece proposes demand imbalance as a ma-
jor cause of this choice of playstyle, and aims to explain
how the very same demands in the very same game can
cause one player to flourish, and another to rebel.

2. Conceptualizing Demands and Trolling in Games

As previously stated, games produce four key de-
mand types: cognitive, social, emotional, and physical
(Bowman, 2018). Exact theoretical definitions for these
demand types are presented in Table 1, as well as exam-
ples of how these demands could be a part of trolling
practices. These demands are typically treated as con-
tinuous dimensions, as evidenced by the Video Game
Demand Scale (Bowman, Wasserman, & Banks, 2018).

According to Bowman et al. (2018), interactivity is
the key to their operationalization. It is the constant,
two-way interaction between the player and the game
mechanics that creates demand, explaining at least in
part how different demand levels can be produced in dif-
ferent players by the same game mechanics. However,
it is much easier to operationalize a game mechanic
than an interaction, and so most demand scholars refer
more heavily to mechanics over demands (for examples
see Eden, Ewoldsen, Lee, & Beyea, 2018; Green, 2018;

Possler, Klimmt, & Raney, 2018). Despite the mechan-
ics being the simpler aspect to understand and describe,
and thus more frequently referenced in demand litera-
ture, demands themselves are actually the bi-directional
relationship between the player and the mechanics, as
visualized in Figure 1.

The top half of Figure 1 illustrates the basic rela-
tionships that make up the demand framework, but we
cannot explain trolling without implicating the result of
these interactions: in-game behaviour. Behaviour here
is conceptually defined as any action taken by a player
within a game’s user interface. This definition not only
neatly encompasses all actions that could be taken in
a game, such as killing an enemy or solving a puzzle,
but also covers any action that could be defined as
trolling within a gaming context, such as harassing an-
other player via chat or purposely killing a teammate
(see Cook et al., 2018). Physical demands present per-
haps the most obvious case of behaviour resulting from
in-game demands: Your avatar needs to get to the other
side of the screen to save a captured princess, so you
press the appropriate buttons on your controller tomake
that happen. However, there is a hidden premise under-
lying the previous statement: Your goals match the pre-
determined goals given by the game developer. This is
an important assumption that goes largely unmentioned
in most demand-based literature, but scaffolds most of
the optimization findings presented in extant literature.
Youmeet or exceed the demands the game presents only
if you want to win the game; there is no need to train
our multitasking capabilities (Green, 2018) or feel guilty
about murdering innocents (see No Russian mission in
Call of Duty: Modern Warfare 2) if we do not care about
reaching the end of the game. Thus, in order to under-
stand how demand theory can explain trolls and trolling,
we first have to understand trolls’ goals.

2.1. Goal Alignment and Co-Creation in Relation to
Trolling Practices

According to existing trolling research, trolls’ goals
only sometimes align with that of developers (Buckels,

Table 1. Definitions of demands as presented by Bowman (2018).

Demand Definition Trolling Example

Cognitive “The extent to which the user is required to implicitly or ex-
plicitly rationalize or understand the game” (p. 5).

Increasing cognitive demand by thwarting
one’s team’s strategy to win by purposely
killing one’s own character.

Emotional “The extent to which a video game causes the user to have
an implicit or explicit affective response to the game” (p. 8).

Increasing emotional demand by hurling per-
sonal insults at a teammate or enemy.

Social “The extent to which a system (or actor) triggers an implicit
or explicit response in the user to the presence of other so-
cial actors” (p. 13).

Increasing social demand by spamming in the
chat window.

Physical “The extent to which a system requires the user to exert
discrete or holistic physical effort” (p. 11).

Reducing physical demand by abusing a glitch
to become invulnerable in-game.
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Player

Resources

Demands

Interac�vity

Behaviour

In-game

Game

Mechanics

Figure 1. The author’s interpretation of the demand framework as it is conceptualized in Bowman (2018). Note: Demands
function as an interaction between a player’s resources and the game’s mechanics, producing the player’s in-game
behaviours.

Trapnell, & Paulhus, 2014; Cook et al., 2018; Herring,
Job-Sluder, Scheckler, & Barab, 2002; Shachaf & Hara,
2010; Thacker & Griffiths, 2012). Trolling behaviours
that are motivated by revenge or interaction seeking
(Cook et al., 2018; Thacker & Griffiths, 2012), for exam-
ple, can simply ignore the demands presented by the
game, using themechanics to achieve goals independent
to the game’s (i.e., making a friend or giving a troll a
taste of their own medicine). In this case, trolling is a
breakdown of the co-creation that typifies normal game
play (Bowman, 2018). Instead of the aligned goals im-
plicit to traditional demand theory work—Situation A in
Figure 2—trolling motivated by personal goals that do
not involve winning the game looks more like Situation C
(Figure 2). In essence, goal alignment determines just
how demanding a game’s demands are to a player;
with complete alignment, players work to meet the
game’s demands and co-create the gaming experience,

while with no alignment, the co-creation process breaks
down completely.

Even so, Situation B, in which the developer and
player’s goals align only partially, remains unexplained.
How common is this situation? Trolling literature would
suggest that, with deviant players, this is actually the
most common option from those listed in Figure 2 (Cook
et al., 2018). According to Cook et al. (2018), the number
one motivation for trolling is personal enjoyment, and
the most popular catalyst for trolling is feeling bored or
‘tilted,’ which is to say in a negative mood or headspace.
Given that games are usually considered a leisure activ-
ity designed to alleviate boredom and promote enjoy-
ment (Daneels, Vandebosch, & Walrave, 2019), it would
seem that the trolls’ goal to have fun is at least partially
aligned with developers’ goal to create a game that fills
that need. Of course, this is not the case for all games and
all developers, but with the exception of rage games—

Situa�on A Situa�on B Situa�on C

= Player’s Goals = Game’s Predetermined Goals

Figure 2. A visualization of players’ goals and game developers’ goals, and the various configurations of alignment or mis-
alignment these can take.
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e.g., I Wanna Be the Guy and Trap Adventure 2—rare is
the game players are expected to hate the whole way
through (for a more complete discussion of these excep-
tions see Newman, 2018; Wilson & Sicart, 2010), hence
the at least partial alignment on the point of enjoyment.
This would suggest that, if trolls go into the game expe-
rience expecting the game to provide some entertain-
ment, they should start by attempting to meet or exceed
the game’s demands in order to experience the promised
pleasure. The question then becomes: How do demands
cause trolling when the player’s and developer’s goals
are mostly aligned?

3. Game Demands and Flow Theory Applied to
Precursors Trolling Behaviour

To answer the previous question, we have to turn to an-
other important theory for game scholarship: flow the-
ory (Nakamura & Csikszentmihalyi, 2001). According to
this theory, people can achieve a state of flow in which
they feel focused, calm, and able to succeed when a per-
son’s skill at a task is perfectly balanced with the level of
challenge that task presents (Chen, 2007; Stoll, 2019). It
is essentially a dynamic state of optimal human function-
ing, and the theory has been applied to both traditional
sports (Stoll, 2019) and video games (Chen, 2007). It is
also the antithesis of the “tilt,” described by gamers as
a frequent precursor to negative trolling activity (Cook
et al., 2018). Just as flow is a balancing act between chal-
lenge and skill, straying too far in one direction—either
excessive skill or excessive challenge—can lead a person
into the tilted headspace that often precedes trolling. If
a level in a game is beyond the player’s current skill level,
for example, the player either has to develop their skills
or try another level closer to their capabilities in order
to achieve an optimal state. If the player does not make
these changes, they risk becoming tilted once they pass
their personal threshold of tolerance. It is important to
note here that, just as one can bemore or less tilted, this
“optimal state” is ever-changing as the game enters into
more or less challenging areas and as the player devel-

ops their skills throughout the experience; there is no
one optimal state, but rather what Chen (2006) calls a
“fuzzy zone” in which players can experience this feeling
of flow, allowing them to “work harder or work safer” to
have fun. This concept of flow as a zone at the intersec-
tion of player skill and challenge is remarkably similar to
that of cognitive and physical game demands. These, too,
are an interaction between player and game (Bowman,
2018), and can produce the same kinds of behavioural
outcomes (i.e., increased practice or changing levels in a
game). Although arguably less researched than cognitive
and physical demands, the same could be said of social
and emotional demands in games, although instead of
skill or proficiency interacting with challenge, it is more
of a personal tolerance level and current state of being.
People have differing preferences in terms of how they
want to feel and how they want to interact with others
(North, 1949), and games can push these boundaries in
different directions. As a person’s mood changes and in-
teracts with a particularly poignant storyline segment in
a game, this could theoretically push a person over the
edge into unwanted tears. If the player is craving inter-
action with other people, a single-player run of a single-
player game like Skyrim is unlikely to present enough so-
cial demand to give the player the kind of experience
they desire. This could, however, change over time de-
pending on the person’s ever-shifting moods and desires
at a given moment, as well as the game’s different seg-
ments and challenges. Theoretically, we conceptualize
flow and demand in much the same way.

Just as flow theory describes an optimal zone of func-
tioning, I propose that demand theory is currently be-
ing used in much the same way: to describe the optimal
range of demand in a game. The full extent of the de-
mand dimension is presented in Figure 3. Demand lev-
els within the middle range are what most game schol-
ars interested in demand theory have studied. In this
region, where demands are balanced with players’ ca-
pacities, normal gameplay is expected. For cognitive and
physical demands, which are arguably the most com-
monly researched in relation to media enjoyment (see

Insufficient Demand

Boredom Enjoyment Frustra�on

Balanced Demand Excessive Demand

Figure 3. The full spectrum of demands as dimensions. Notes: The majority of gamers will fall into the middle section dur-
ing the majority of their gameplay experience, which is what most demand research covers. The two extremes represent
demand configurations that, if held for a significant period of time, could cause problematic behaviour (i.e., trolling).
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Sherry’s, 2004, seminal article on the subject for more
details), this is when the player is capable of using the
game’s mechanics effectively to attain theirs and the de-
velopers’ goals, and this would produce normal game-
play. When it comes to social or emotional demands,
I propose that this is when the level of demand pro-
duces the amount of interaction or emotive content
(usually narrative) that allow the player to experience
their desired emotions or desired amount of social in-
teraction, while keeping their state of mind/being in a
positive space. At the centermost range of the parabola
would be the game experience of flow that game schol-
ars often seek—Chen’s (2006) “flow zone,” in which play-
ers are able to meet the cognitive and physical chal-
lenges of the game and have a positive social and emo-
tional experience playing the game. However, when
these four demand types are either excessive or too lim-
ited when interacting with the player’s skills and state—
imbalanced—I hypothesize that players will be prone to
exhibit trolling behaviour.

At either end of the curve presented in Figure 3 lie
two of the primarymotivations for trolling: boredomand
frustration (Cook et al., 2018; Thacker & Griffiths, 2012).
At the left end of the curve, where the game demands
are insufficient tomeet the capacities of the player at the
time, is boredom. Logically, if a game is too easy, it is un-
likely to keep a player’s attention (Patsis, Sahli, Verhelst,
& de Troyer, 2013). However, there is also evidence for
this being a trolling trigger (Cook et al., 2018; Coyne et al.,
2009; Thacker &Griffiths, 2012). Cook et al. (2018) affirm
that, in their sample, boredomwas the secondmost pop-
ular catalyst to trolling behaviour. Trolls reported that, at
a certain point, they became so proficient at the game
that the game by itself was no longer exciting enough to
keep their attention. From a flow perspective, the player
capacities had likely increased to the point that the game
was unable to create the challenge necessary for an opti-
mal experience. Several other studies focusing on trolling
also report that the number one global motivation for
trolling is personal enjoyment, or as the trolls in Thacker
and Griffiths’ (2012) sample put it, “for the lulz.” A partic-
ularly boring round of a game can, according to trolling
literature, be the catalyst for a later round of trolling,
highlighting the dynamic interaction between player and
game over time.

On the other side of the parabola, however, is frustra-
tion. This is, of course, the opposite of boredom: when
the game demands too much of the player, exceed-
ing their capacities at the time, or pushing them too
far emotionally or socially. Once again, we face the pri-
mary motivator for trolling behaviour: personal pleasure
(Buckels et al., 2014; Cook et al., 2018; Shachaf & Hara,
2010; Thacker & Griffiths, 2012). Just as boredom can
rob someone of a positive game experience, being too
frustrated can cause the same outcome (see McGloin,
Farrar, Krcmar, Park, & Fishlock, 2016, for a full discus-
sion of frustration and aggression in gameplay). This is
also supported by evidence from trolling literature. In

Cook et al. (2018) taxonomy of trolling triggers, being
“on tilt,” gamer-speak for being in a negative headspace
(Urban Dictionary, 2012), is listed alongside boredom
as one of the top catalysts to trolling behaviour. It is
worth noting that this frustration is often caused by los-
ing a game, which is fundamentally a case of the game’s
cognitive and/or physical demands overwhelming the
player’s capacities. In other words, when the game’s de-
mands are excessive, the player can experience an emo-
tional state that has been listed as a common precur-
sor to trolling behaviour. That said, there is always room
for individual differences, for just as flow is an interac-
tion between skill and challenge, gameplay is an inter-
action between player and game, and no two players
are exactly alike. Most games, even the most success-
ful, have at least somemoments of downtime (Pavlovich,
2014), while other games, such as the Dark Souls series,
are beloved for their extreme degree of challenge (Rad,
2016). Regardless of players’ differing tilting points, how-
ever, it would appear that excessive demands in a game
can lead to frustration, which in turn can lead to trolling
behaviour in-game.

3.1. Demand Imbalance: Players vs. Games

However, this all begs the question: Which particular
game demands need to be excessive or lacking to cause
trolling behaviour? Although this has yet to be formally
researched, trolling literature does provide us with some
clues. For example, one common thread running through
most articles exploring trolling in games is the fact that
trolls are often veteran players who prey on the inexperi-
enced (Chesney et al., 2009; Cook et al., 2018; Thacker &
Griffiths, 2012). They claim to use their superior knowl-
edge of the game to either misdirect newer players or
to trick others into pointless arguments, wasting their
time. This would suggest that trolls often have a high de-
gree of mastery, which is to say that they have exceeded
the cognitive and physical demands of the game and
are adept users of the game’s mechanics. Cook et al.’s
(2018) trolls often claimed that the game itself no longer
presented a challenge, and thus they applied their skills
elsewhere in the game environment to assuage their de-
sire for fun. This would suggest that the major demands
that are out of whack are cognitive and physical—skill-
based as opposed to state-based. However, trolls also
talk about a generational gap in trolling, that trolls can
be divided into two types: veterans and kids (Cook et
al., 2018). The veterans say that they have exceeded the
game’s demands, while the kids, often called “squeakers”
due to their high-pitched voices over voice chat (Rooster
Teeth, 2011), appear to be consistently frustrated by the
same demands. Their trolling is also said to differ, using
more abrupt flaming and spamming, compared to vet-
erans’ more subtle tactics of misdirection (Cook et al.,
2018). It remains unclear whether age or the result of
differing demand imbalances (frustration vs. boredom)
is the cause of these different trolling strategies, but the
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pattern does appear to both exist in extant literature and
be explainable at least in part by cognitive and physical
demand imbalance.

In the case of multiplayer games, the game it-
self often exerts a social demand as well. Although
non-player characters can also exert social demands
(Kryston, Novotny, Schmälzle, & Tamborini, 2018; Peña,
2018), in competitive games like League of Legends or
Counter Strike: Global Offensive which are known for
their troll-filled communities (Cook et al., 2018; Cook,
Conijn, Antheunis, & Schaafsma, 2019), communication
between players is an essential prerequisite to victory.
As soon as teamwork becomes critical to winning, so-
cial interaction between players becomes a part of the
game’s demands. Incidentally, it is in these games that ex-
isting studies find themost heightened, and often aggres-
sive, trolling behaviour (Blackburn & Kwak, 2014; Cook
et al., 2018; Kwak & Blackburn, 2014; Kwak, Blackburn,
& Han, 2015). This often consists of flaming (Cook et al.,
2018, 2019; O’Sullivan & Flanagin, 2003), although it can
also take a behavioural form, such as feeding, which is
purposely getting one’s avatar killed in-game to advan-
tage the other team. Although a formal causal relation-
ship between the two has yet to be established, based
on trolling accounts in literature examining multiplayer
games, as the social demand of the game increases, the
associated trolling appears to intensify accordingly (Cook
et al., 2018; Kwak & Blackburn, 2014). Given the fact that
trolling takes place between human players in a virtual
world (Cook et al., 2018), a situation in which trolling is
caused by insufficient social demands is unlikely, as they
are ever-present; however, there are games in which the
social demands are variable. Inmassively-multiplayer on-
line role playing games (MMORPGs), players can choose
to play the game alone orwith others in guilds, parties, or
partnerships (Chen, Sun, & Hsieh, 2008; Snodgrass et al.,
2016), thus having the option to choose the amount of
social interaction they desire instead of having a demand
placed upon them. Reports of trolling behaviour in these
games is also more varied in literature, from playfully
pushing someone’s avatar into water (Cook et al., 2018)
to revealing real-life information about a player in-game
(Chesney et al., 2009), also called “doxing” (Merriam-
Webster, n.d.). It remains to be tested whether this also
varies as a function of whether the motivation is bore-
dom or frustration, but again, the pattern itself does ap-
pear in trolling literature (Cook et al., 2018, 2019).

3.2. Demand Imbalance: Players vs. Players

All of that said, it is critical to understand that, in the
case of trolling, the game itself is not the only source
of demands. Though trolling work agrees on little, there
is one element that all extant literature shares: Sociality
(Buckels et al., 2014; Cook et al., 2018; Herring et al.,
2002; Thacker & Griffiths, 2012). Trolling cannot take
place in a social vacuum; it requires a minimum of one
troll and one victim, and due to its online nature, almost

always includes several bystanders. As integral agents
within the game environment, other players too exact
demands on the player in question. These other players
can be teammates, enemies, or be of no particular rela-
tion to the player in question, but they exist in the game
world and have the same degree of agency as anyone
else. Another player in a MMORPG, for example, could
increase social demand by advertising an item to trade
or a party looking for newmembers, while a skilled oppo-
nent in a multiplayer online battle arena (MOBA) could
demand you sharpen your focus on the game, engaging
more cognitive resources than a less-skilled opponent
would require of you in order to achieve victory. On a bad
day, a particularly vicious flame could be too emotionally
demanding for a victim, who could theoretically respond
with reciprocated aggression in chat or silent tears on the
other side of the screen. In-game demands are always
an interaction (Bowman, 2018), but interactions occur
between players as well as players and the game itself.
Thus, demand imbalance can come from two sources in a
trolling situation—the game and the other players—and
I hypothesize that both imbalances function according to
the graph presented in Figure 3.

The mere presence of an “other” is enough to trig-
ger a social demand (Peña, 2018), be it an artificial intel-
ligence or otherwise, but social interaction between play-
ers in multiplayer games is usually quite intense (Smyth,
2007). Researchers have found that such interactions
contain both socioemotional and task elements, mean-
ing that players are concerned about how they and the
other players are feeling, as well as completing the in-
game goal (Peña & Hancock, 2006). Existing research
would thus suggest that players could exert social and/or
emotional demands on their fellow players, usually by in-
creasing the amount of the given demand. In the case of
trolling, this would theoretically consist of the emotional
demands of the troll pushing the victim’s emotional state
over the edge into negativity. However, there is also the
possibility that other players can also exert physical or
cognitive demands in a game as well. In a MOBA or first-
person shooter (FPS) game, for example, the other play-
ers on the opposing team essentially take the role of
computerized enemies in a single-player game; the op-
ponent’s skill level becomes the demand, or in flow the-
ory language, the challenge. By meeting or exceeding
the physical and cognitive demands presented by the
game, an opponent theoretically becomes the physical
and cognitive demands players must meet or exceed
themselves. The same could be hypothesized of player
versus player modes in MMORPGs, although more often
than not, studies show that gameplay in these types of
games is cooperative (Martončik & Lokša, 2015), which
would mean that their skills would contribute to all play-
ers meeting the game’s cognitive and physical demands
collectively. In short, a player can exert social and emo-
tional demands verbally via chat functions in a game,
while they can either exert or relieve cognitive and phys-
ical demands through their gameplay.
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All that said, trolling itself is a form of social inter-
action, and thus also qualifies as a social demand to
which players can respond. Trolling interactions have
been shown in extant literature to use both excessive
profanity and a high degree of game-specific jargon, sug-
gesting that players are constantly being directed by
or directing other players (Cook et al., 2019). It is also
worth noting that these features are not exclusive to the
troll; the same studies find that victims and bystanders
seem to use as much profanity and jargon as trolls them-
selves (Cook et al., 2018, 2019). Existing research has
also shown that trolling likely follows a cycle (Cook et al.,
2018, 2019); victims are likely to become perpetrators,
who in turn will likely create more victims, and so on
and so forth. From the perspective of the demand frame-
work, if players are excessively socially demanding, this
would theoretically trigger trolling, which would in turn
create further demand for other players, perpetuating
the aforementioned cycle. When a person feels com-
pelled to respond to perceived aggression, either ver-
bally or behaviourally (Cook et al., 2018, 2019), theo-
retically, they have fewer resources to deal with the so-
cial, cognitive, and physical demands of the game, di-
minishing their capacities and thus likely tipping the de-
mand balance in favour of frustration. Although a causal
link has yet to be established, this pattern is reflected in
trolling literature, as according to Cook et al. (2018) inter-
views with self-confessed trolls, being trolled first is the
number one most popular catalyst to trolling behaviour.
In short, victims appear to often feel compelled to re-
spond to trolling behaviour, theoretically creating exces-
sive social demand, which is likely to lead to frustration
for victims, whomay in turn go on to release that frustra-
tion via further trolling.

In fact, being a victim of trolling could not only be so-
cially demanding, but also emotionally demanding, de-
pending on the type of trolling and the victim’s person-
ality, personal vulnerabilities, and state of mind on the
given day. For example, if a person takes the game at
hand very seriously and personally, and a troll starts to
purposely throw the game by feeding or broadcasting
the team’s positions to the enemy, this could feasibly
take an emotional toll on the victim. That said, some-
onewhowasmore relaxed about the experience, or who
was in a particularly good mood, may not fall into the
trolling cycle. Individual differences have been a major
part of trolling research in recent years (Buckels et al.,
2014; Craker &March, 2016; March, Grieve, Marrington,
& Jonason, 2017; Sest & March, 2017), and are an im-
plicit part of demand theory in games as well, given de-
mands’ status as an interaction between unique players
and unique games (Bowman, 2018). Personality scholars
have yet to link individual differences to trolls in a gaming
medium, but the labels they give to other online trolls—
sadist and narcissist, to name a few (Buckels et al., 2014;
Craker & March, 2016)—suggest an emotional element.
Sadism in particular paints an emotionally vampiric im-
age of trolls, as if they feed off the emotional turmoil in

their victims. The individual differences of trolling victims
have also yet to be formally researched, but extant litera-
ture would suggest that they likely have lower capacities
to deal with emotional demands, as trolls in most media
forms have been shown to seek and obtain outrageous
reactions from their victims (Buckels et al., 2014; Cook
et al., 2018; Herring et al., 2002; Shachaf & Hara, 2010).
In any case, extant literature suggests that trolling does
appear to have emotional impact in both victims and per-
petrators, and has the potential to create emotional de-
mand in a gaming setting.

4. Conclusions and Future Directions

In sum, although demand theory has typically been used
to describe average and optimal gameplay, there is suf-
ficient overlap with trolling literature to indicate that de-
mand theory could also be used to explain deviant play.
By extending demand theory to players as a source of de-
mands and exploring the extremes of demands as dimen-
sions, we can expand demand theory’s applications be-
yond typical gameplay. When game demands fall out of
the ideal range, the effects—boredom and frustration—
have been shown in extant literature to be causally linked
to trolling behaviour (Buckels et al., 2014; Cook et al.,
2018, 2019; Thacker & Griffiths, 2012). In addition, when
trolling is interpreted as an emotional or social demand,
it also theoretically leads to further trolling, supporting
the idea of the trolling cycle that is also present in trolling
literature (Cook et al., 2018, 2019). For a field of re-
search that is often derided for its atheoretical nature
(see Cook et al., 2018), this application of demand the-
ory is a promising step forward in marrying theory and
empirical work in trolling literature.

Naturally, this is not the only framework that could
‘solve’ trolling, nor have demands been validated as a ca-
sual explanation for trolling as of yet. However, through
the careful integration of existing theories like person-
ality and flow with the demand framework, our un-
derstanding can continue to grow. Experiments can be
designed to manipulate the level of various demands,
for example, and see which manipulations cause which
types of trolling. Bymanipulating the intensity of a flame
in different gaming genres, for example, we could tease
apart the emotional demands of a game from the emo-
tional demands of other players and see which are more
predictive of trolling outcomes in victims. Different per-
sonality characteristics can be evaluated in combination
with different levels of different demands to determine
which if any interactions are in play and how these pro-
duce different trolling types in trolls, and responses in
victims and bystanders. There also remains the ques-
tion of enjoyable vs. unenjoyable trolling, something
that Paul, Bowman, and Banks (2015) have explored, but
merits further testing in the light of this new connec-
tion with the demand framework. By testing these vari-
ables, we can better comprehend the exact precursors
of trolling, and consequently learn how to prevent the
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kinds of trolling that insufficient or excessive demands
could be creating.

There are also other perspectives to integrate, such
as the ethnographic works of both Whitney Phillips
(2015) and Kishonna Gray (2014), who explore how the
unwritten rules inherent in Western society often dic-
tate trolling practices in and beyond games. The cul-
tural experience of trolling, whether it be in game you
are playing or watching (Taylor, 2018), is a space that
still needs exploring, as there are almost certainly vari-
ables in the humanities and beyond that can be added
to strengthen our admittedly psychological explanations
presented thus far. Even within the psychological per-
spective I have presented here, the concepts of frustra-
tion and boredom are still open for exploration, partic-
ularly in the context of emotional and social demands.
Flow theory has been applied successfully in relation to
cognitive and physical demands in the past (see Sherry,
2004), but its application to emotional and social de-
mands in games is still new territory for games scholars
and psychologists alike. In short, there is still more work
to be done, but there is promise and there is a trajectory
for researchers to explore. Armed with new variables to
test, we are poised to begin to explain a problem that has
plagued gamers and netizens for years.
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Abstract
Video games are demanding work indeed. So demanding that our screen heroes and heroines are constantly making
sounds of strife, struggle, or victory while conducting surrogate labor for us running, fighting, saving worlds. These sounds
also represent the very real demanding labor of voice actors, whose burnout and vocal strain have recently come to the
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aspects of the vocal representation of women has not only lagged behind but become more exaggeratedly gendered with
higher-fidelity bigger-budget game productions. In essence, femininity continues to be a disempowering design pattern
in ways far more nuanced than sexualization alone. This media ecology implicates not only the history of best practices
for the games industry itself, but also the culture of professional voice acting, and the role of games as trendsetters for
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1. Introduction

Video games are demanding work indeed. So demand-
ing that our screen heroes and heroines are constantly
making sounds of strife, struggle, or victory while con-
ducting surrogate labor for us running, fighting, saving
worlds. These sounds also represent the very real de-
manding labor of voice actors, whose burnout and vo-
cal strain have recently come to the fore in terms of the
games industries’ labor standards (Cazden, 2017). Battle
cries as media artefacts involve technological demand,
interactional demand, physical demand, and emotional
demand: concepts defined by Bowman (2018) in articu-
lating games as demanding technologies. One question

that we can then ask is do male and female action leads
sound the same? What are the demands—virtual, phys-
ical, and emotional—to maintaining sexist sonic tropes
in popular media; demands that are required of the in-
dustry, the game program and the player alike? To say
that mediated voice performance has always been gen-
dered is well-documented, particularly in the area of
film studies. Media writers such as Mary Ann Doane
(1985), Kaja Silverman (1988), and Clarice Butkus (2010)
have long brought attention to the gendered sonic po-
sitioning of the female voice in popular media in terms
of vocal tone, accent, and role in the screen’s diegesis.
Historians of radio similarly offer accounts of the subordi-
nation of female sound (e.g., representing hysteria, nur-
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turing, or seduction) in relation to the male voice (invok-
ing authority, confidence, authenticity), which has come
to symbolize the technology of radio itself (Loviglio, 2007;
Zakharine, 2013). Ann Carson (1985) and Mary Beard
(2014) provide historical interpretations of the symbolic
standing of women’s voice in antiquity, as unbalanced,
uncontrollable, and unpleasant—all qualities that justi-
fied the silencing of women in public communication,
political life, and early media participation (Zakharine,
2013). In her study of the history of the operatic voice,
Constance Clément (2000) further articulates stereotyp-
ical relationships between voice typology and narrative
standing (e.g., tenor voice as hero, soprano as tragic love
interest). However, attention to voice and sound is still
sparse in cultural game studies: a significant gap consid-
ering the importance of sound in game design and its ex-
periential presence during gameplay (Droumeva, 2018).
In this project, I take up the battle cry as the core indexi-
cality of voice in games, akin to vocal presence in cinema,
and apply a critical media studies lens to the sonic repre-
sentation of women. As Sterne (2003) argues, mediated
voice is situated between authenticity and the politics of
technology, and manifests through sets of audile tech-
niques: standards and conventions, which become dis-
cursive grammar formedia production and consumption.
The historicity of vocal presence in games—the battle
cry—then constitutes a unique perspective from which
to examine the politics of embodiment.

The battle cry, it can be argued, is the quintessen-
tial vocal presence of a playable character; a tempo-
rally persistent audio-visual aspect of the demanding la-
bor of gameplay and a chief aspect of a synchronous
flow state (Weber, Tamborini, Westcott-Baker, & Kantor,
2009). It is also a sound effect that embodies gendered,
racialized, and class connotations by virtue of sonifying
a constructed body (the avatar). It is important to note
that discussions around gender representation and de-
sign in games have historically focused on differences be-
tween cis-gendered male and female avatars. While ex-
citing work focusing on non-binary and queer characters,
monsters, and hybrids is now emerging (Ruberg, 2019),
this article limits its analysis to binary gender representa-
tion. There are two reasons for this: 1) Sound is underex-
plored in game studies and ourmixedmethods study has
a limited scope that aims to address a still-entrenched
gender dichotomy; and 2) what we demonstrate with
this work is that there is yet further exploration to be
done in understanding the nuanced and multi-faceted
ways inwhich game characters are gendered,which itself
is foundational to representation of non-binary, queer,
and/or non-human avatars. By focusing on this specific
vocalization this project offers a model for doing me-
dia analysis of sonic representation akin to studies done
in visual representation of gender, race, and sexuality
in screen-based media. Specifically, analyzing the battle
cry as a demanding artifact of technology at the same
time as exploring its implications for the player means
that we can refresh the conversation about gendered

media tropes and their role in facilitating or burdening
the “player–program dialogue” (Bowman, 2018). To that
end, this article reports on a notable trend: As games
self-purportedly and in the eyes of the wider commu-
nity improve the visual representation of female playable
leads, important aspects of the vocal representation of
women has not only lagged behind but becomemore ex-
aggeratedly gendered with higher-fidelity bigger-budget
game productions. In essence, femininity continues to be
a disempowering design strategy in ways far more nu-
anced than visual representation alone. Thinking about
gendered vocal tropes in games as a form of emotional
and social labor brings into focus the reality that resist-
ing and shifting entrenched (but harmful) mediatized
conventions requires equally demanding cultural labor.
Since video game design, including audio-visual synchre-
sis, produces virtual as well as actual affective states
(Banks & Bowman, 2016), this work is also a feminist take
on voice and gender as aspects of gaming necessarily tied
to (but often lacking) in research on emotion, affect, and
flow states in gameplay.

2. The Battle Cry Study

This project traces both qualitatively and quantitatively
iterations of the battle cry across three iconic series
in the genre of fighting arcade games: Mortal Kombat
(MK), Street Fighter (SF) and Soul Calibur (SC). The in-
tention is to map how the demands for greater and bet-
ter gender representation in games have unfolded over
time in terms of industry conventions, technological ad-
vances, and purposeful design of gender differences. If
we consider battle cries as ‘audible efforts’ emitted by
avatars that make interactional and emotional demands
on the player, how might this experience be gendered?
This battle cry study cuts across three layers of analysis:
1) Historical content analysis of female vs. male avatar
vocalizations in terms of percentage of battle cries in
fight sequences; 2) close reading of the gendered stag-
ing of battle cries using spectrograms and participatory
play-observations; and 3) an interpretive analysis of bat-
tle cries as demanding technological artefacts within a
player–avatar sociality matrix (Banks & Bowman, 2016).
Mobilizing the concept of ‘demand’ literally, figuratively,
and virtually towards the production and experience of
battle cries opens space for a novel critique of persis-
tent sexist tropes in games. By locating battle cries within
the player–avatar matrix of sociality we can better un-
derstand the “mechanisms underlying affective and cog-
nitive states during gameplay” (Banks & Bowman, 2016,
p. 211). Ultimately, this project hopes to challenge the
games industry to introduce newcultural demands of the
player—ones that are compatible with a complex and eq-
uitable view of gender and identity in popular media.

Classic arcade fighting games were selected for this
analysis in their capacity as influential trendsetters for
subsequent game genre design with regard to not only
representation, but also aesthetics and mechanics. The
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impetus for this work came in part through personal
experiences with arcade fighting games, and in part
through conversations in the wider gaming community
about ‘playing as a female character’: an activity that
is still ‘other’ enough to the normativity of playing-as-
male to warrant continued discussion. The first central
observation in this study, and one that aligns with Carson
(1985) and Beard’s (2014) accounts of women’s historic
silencing is that women are just so quiet in early versions
of arcade fighting games. That is, they emit battle cries
far less frequently than their male counterparts. Curious
to test out whether that was indeed the case as a histor-
ical and genre trend we designed a mixed-methodology
study focusing on battle cries that included gameplay, ob-
servations and field notes, content analysis (tallying dis-
tribution of male to female battle cries in a given fight-
ing sequence), and close reading of narrative-sonic ele-
ments. The first stage of the study involved distilling sev-
eral sonic tropes in terms of tonal character, vocal param-
eters and presence, using filmmedia theory as a guide to
formulating voice typologies.

2.1. Gender Coding and Sonic Tropes

In order to distill female battle cry typologies we
looked across 286 fighting sequences with 30 unique fe-
male arcade fighting characters across the three above-
mentioned franchises, with footage ranging from 1993
to 2015. Naturally, in earlier titles audible differentiation
between gendered opponents involves simple spectrum
shaping to synthesize lower or higher frequency tonal
bursts, and vocalizations are generally sparse. The em-
phasis in those early soundtracks is on upbeat music,
noise burst ‘punches’ and intermittent voice-off combat
phrases. As console technology improved over time in
terms of fidelity and compression (as well as hard drive
space allocated to sound), game design began importing
pre-existing vocal stereotypes from cinema and adver-
tising, which unfortunately further entrenches cultural
constructs of femininity (Clément, 2000; Doane, 1985;
Silverman, 1988). Common theatrical, broadcasting, and
cinematic tropes such as creaking, sultriness, hysteria,
naiveté, and ‘female masculinity’ voice (Loviglio, 2007)
persist in game soundscapes through the craft of vocal
acting. Based on participatory play-observations which
involved the research team playing games (separately
and together), research memo writing based on game-
play, and group discussion of gameplay captures, our
teamdeveloped three consistent female vocal typologies
in the arcade and early role-playing games genres. While
these are discussed elsewhere inmore detail (Droumeva,
Evans, Fertado, & Bangert, 2017), briefly, they include
the ‘warrior woman’ voice, the seductress, and the ‘butt-
kicking doll’ voice. Thewarriorwoman (e.g., Sonya Blade)
is a confident female voice of medium-high register with
clear timbre, coded as middle-class and white, often
featuring British or (non-regional) American accent. The
warrior uses low tones, and is only breathy to accentu-

ate the importance in what she is trying to communi-
cate. In the same way as lowering the vocal register af-
forded female radio personalities airtime and respect in
more ‘serious’ news domains (Loviglio, 2007), the war-
rior woman’s voice in popular media marks the emer-
gence of the ‘strong female lead’ (Kennedy, 2003) along-
side traditionallymale superheroes. Her clear accent and
enunciation marks her higher status compared to other
often regionally-accented characters (Ensslin, 2011). The
butt-kicking doll (e.g., Sakura) embodies a notion of sex-
ualized innocence; vocally she is overly apologetic, play-
ful and giggly, and her voice is often artificially pitched
up, light, breathy, and squealy. This vocal trope, partic-
ularly in Japanese-originating game titles, is part of a
wider cultural context of female infantilization in anime
and the deployment of squeal and brethiness as ves-
tiges of pornography (Butkus, 2010). Yet, in western pop
media we see similar trends in the teenage pop voice
(James, 2016), and the ideal of the virginal woman as
innocent, childish, or angelic (Silverman, 1988). The se-
ductress (e.g., Mileena) is a witch trope: Her vocal traits
of low drawl, creaking, and growling possess elements
of overt inviting sexuality intrinsically linked to a kind
of otherworldly quality about the witch—deep-seated
evil, connections to magic and the arcane, and/or phys-
ical hybridity or deformities. The witch is possibly the
oldest formulation of agential female character, dating
back to antiquity (Carson, 1985), and the more modern
history of Western opera. In her work on gender repre-
sentation, operatic training and early popular entertain-
ment, Constance Clément (2000) positions the mezzo-
soprano—a lower register typically raspy female singing
voice—as consistently narratively aligned with evil, sex-
uality, spirituality, and being outcast from ‘normal’ soci-
ety. Sultry breathiness was also established as a film stan-
dard in early expressive cinema with Marylin Munroe’s
boudoir vocal performances marking her as always al-
ready sexually charged. Finally, thewitch in games is pow-
erful and taunting, much as the witch in opera is one of
the onlywomenwith agency over their life, openly flaunt-
ing their power and freedom (Clément, 2000). For the
content analysis portion of this research, one example
of each vocal typology was selected for analysis, per ti-
tle, and followed over time.

2.2. Battle Cry Content Analysis

The battle cry content analysis spans historically over sev-
eral iterations of each game from 1993 to 2015, includ-
ing: MK II, IV, 9, and X; SF II, IV and V; SC II, IV and V.
We traced major franchise characters Mileena, Kitana,
and Sonya Blade (+ Jury) from MK; Chun Li, Cammy, and
Sakura from SF; and Taki/Hilde, Ivy, and Xianghua/Leixia
from SC. A total of 166 fighting sequences have been
played and captured representing 15–20 fights for each
character of interest. This includes 10 games and 69 char-
acters (12 female playing against a total of 57 male op-
ponents). To be clear, this small-scale case study lacks
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the scope of data collection to adequately address the
politics of technology as part of the apparatus of repre-
sentation, nor the historical granularity to excavate in-
dexical changes inmediated embodiment through sound
(Sterne, 2003). Instead, this is a theory-informed model
for doing interpretive content analysis that takes up
Doane’s (1985) notion of the ‘fantasmic’ female voice
in order to attempt to decode the technological, discur-
sive, and political aspects (Sterne, 2003) of game charac-
ters’ vocal embodiment. To that end, any claimsmade re-
garding technological evolution of battle cries as sound
technology artifacts are interpretive and illustrative, in-
tended to engage the ethos of game platform advance-
ment as part of the hegemony of gender representation.
A note on game iterations selection: Since we wanted
to focus on 1) direct title iterations rather than special
editions, and 2) the contract between older and newer
games, the selected titles are not equally spaced chrono-
logically (e.g., MK IV was released in 1997, while MK 9
in 2008). With these limitations in mind, this proof-of-
concept case study of battle cries aims to shed light on
a certain evolution of female representation in games
manifest in sonic terms. For consistency’s sake we fo-
cused on the console version of the games; older ti-
tles had to be played on emulators while newer titles
were played in-house on a PlayStation 3 and 4 respec-
tively. In some cases, however, if was difficult to ob-
tain and play certain titles and so we turned to and cap-
tured YouTube videos of corresponding fights. It is im-
portant to note that many published YouTube videos of
arcade fighting gameplay feature extra-hard modes or
‘best of’ fatalities, showcasing the gaming prowess of the
author. We wanted to instead develop—both in our own
gameplay, and in YouTube capturing conditions—a con-
structed ‘average play’ scenario for each fight. An aver-
age fight would involve the classic version of each char-
acter and a fighting choreography where both charac-
ters deal similar amounts of damage at a medium dif-
ficulty setting. Further to that, in order to avoid deriv-
ing conclusions from single fights, each character’s bat-
tle cry count is an average of 5 random fights with differ-
ent male opponents (to account for character specificity)
where some fights were won and some lost. The bat-
tle cry coding schema included counting the number of
combat verbalizations such as grunts, pants, sighs, strain-
ing noises, and any reaction sounds when getting hit, ex-
cluding the sounds of feet stomping on the ground or
the impact of punches and kicks landing on the bodies
of opponents. We looked at cut-scene phrases (e.g., at
the beginning or end of a fight) separately but counted
voice-off remarks during fights as gendered vocalizations
and part of the coding schema. Battle cries were coded
for both female and male characters, by two separate
coders who cross-checked work to ensure consistent ap-
plication of the coding rules. Coding was performed us-
ing Screenflow for video playback and a simple log sheet.

As a global finding our quantitative analysis shows
that female battle cries have increased over 300% across

all three titles between the mid-1990s and the mid-
2000s (see the MK chart in Figure 1 for average numbers
of battle cry instances in a fight sequence). This can be
attributed to the industry’s evolving standards for more
authenticity through higher quality graphics and sound,
and the shift to voice acting instead of sound synthesis
coupledwith highermemory allowance for audio on con-
sole games. A 300% increase of average in-fight vocaliza-
tions are representative of both an increased demand on
the game system and an increased demand for the labor-
ing avatars (not to mention the labor of vocal actors soni-
fying these game events). So how is this demanding sonic
presence gendered?

A look at the quantitative distribution of female-to-
male battle cries historically reveals some interesting
patterns that converge and diverge across titles (see
Figure 1). Overall, the female warrior character is most
vocally restrained producing 42–48% of battle cries on
average. Yet while Hilde’s (SC) count remains steady over
time at 48–49%, Chun Li’s vocalization feature a massive
increase from earlier iterations of SF at 37%, going up to
53% of battle cries in the last iteration of SF. Sonya Blade
displays a more modest but similar trend growing from
42% to 53% of in-fight vocalizations between MK IV and
MKX. In SF, the butt-kicking doll Sakura actually sees a de-
crease in her vocalizations over time going from an aver-
age of 52% down to 47%, while SC’s corresponding char-
acters Xiangua and Leixia see a modest increase from
52% to 54% on average. Interestingly, in our gameplay ex-
perience the butt-kicking doll seemed like themost vocal
trope, yet that is not necessarily reflected in the numbers.
Instead it is the seductress that produces the most vo-
calizations historically, and sees a gradual increase over
time in all three franchises, with Mileena (MK) being the
most vocal of this sonic typology at an average of 56%
of in-fight vocalizations in MK X. As made clear by the
confidence intervals presented for each character’s bat-
tle cry count in Figure 1, there were significant fluctua-
tions depending on the fight situation, and these fluctu-
ations are not historical (i.e., more recent titles fluctuate
as well). At this stage of research they are likely due to
the small sample of five to six fights for each character,
however, it is important to note large fluctuations can
naturally occur owing to randomized sound sampling in
the game sound engine, player skill, difficulty setting, etc.
During our participatory play-observations it was not un-
common to hear anywhere from 25% to 75% of female
battle cry vocalizations in individual fights and, observa-
tionally speaking, themost vocally demanding trope was
the butt-kicking doll with elongated, breathy phrases and
cries, resulting in a more dominant sound profile overall
compared with her variousmale opponents. Save for the
largest outliers in Figure 1, this finding is supported by
the confidence intervals presented; still, the range sizes
call for further study in terms of content analysis using
a larger sample of fight sequences and character pairs.
Readers are invited to visit and interact with the study at
http://osf.io/e4qrp. The open-source project folder con-
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Figure 1. Charts comparing major franchise characters in terms of their average percentage of battle cries in fights with a
male opponent. Notes: From top, clockwise—SF, SC, MK, and MK comparison of late 1990s vs. late 2000s actual instances
of female battle cries.

tains the dataset in the form of spreadsheets with con-
tent analysis counts per title, alongwith a references doc-
ument to YouTube videos used for the content analysis,
and a video selection of our own gameplay captures.

2.3. Sonic Presence and Audible Effort

In our participatory observations, or close readings
(Bizzocchi & Tanenbaum, 2011) of arcade fighting game-
play, we note a clear shift between early (1990s) and
later (mid-2000s and up) game titles in terms of gen-
dered sonic differentiation for game characters. Sounds
made by female characters are very similar if not iden-
tical to the male characters in early versions of MK. By
MK IV (1997) the sounds emitted by characters in ‘kom-
bat’ are different for men and women. One notable dif-
ference is that women grunt, sigh, and moan while male
characters often speak threatening words: e.g., Scorpion
will growl “Get over here!” throughout the fight. MK vs
DC Universe (2008) features, like MK IV, more explicit
sexualization of the characters visually and even further
gendering vocally. The defensive noises fromwomen are
over-the-top wails; in contrast, even when male charac-
ters emit a vocalization when hit, they are soft, short
grunts. Female characters make less noise in general in
this title, with Kitana making up 46% of total fight vocal-
izations and Sonya Blade 39% respectively. With MK X

(2015) we see a turn to a more ‘authentic’ realism of
the voice performances where battle cries are less exag-
gerated, and the timbral qualities of each voice matches
more realistically the body type, age, and appearance of
the female character. In SF we observe the same trend,
in that both men and women are making defensive and
offensive sounds; however, when a female character
is injured the sound is generally weak and anguished,
whereas males tend to make a big “Ooof!” type noise
that indicates injury but not necessarily weakness.

On the surface, historical progression disproves the
original observation that female avatars are ‘silenced’ in
any political way. If anything, with time they take up
more space in the sonic ecology of an average fight.
However, a closer read of their sonic presence reveals
an interesting trend:Women appearmore vocal because
they emit more vocal reactions to being hit; most male
characters simply absorb the hit and do not vocalize at
all; we just see their life stats go down. Female avatars
yelp, cry, and shout in pain far more than their male
counterparts, even when the point damage is minimal.
In other words, even though there isn’t (or shouldn’t
be) any algorithmic disparity between male and female
avatar stats, women overwhelmingly vocalize pain and
suffering more than their male counterparts, as if they
are physically weaker, as if they struggle and feel more
pain, and the fight is more demanding for them as the
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player’s proxy. Looking beyond the surface, female char-
acters do often have different/lesser life, attack, and de-
fense stats even if that information is not very clear in
the game or is complicated in console versions by char-
acter evolution and gear. As fans and gamers have long
observed, female characters are gendered in terms of
their very design and mechanics: posture that embodies
their narrative typology (e.g., Juri contorting as a witch,
or Leixia buckling at the knees as a teen girl warrior);
these characters often feature suggestive, sexualized, or
otherwise feminized combo actions—e.g., Sonya Blade’s
‘kiss’ fatality, Ivy’s dominatrix whip combo, or Sindel’s
‘migraine’ scream. In developer circles the strength of
characters has been discussed as a matter of authentic-
ity: Oneof the designers of SF’s iconic Chun Li for instance
wanted to make her life bar shorter to reflect women’s
weaker nature, but was convinced otherwise (Lee, 2014).
Similarly, official fan rankings of MK characters (Duran,
2018) in terms of strength place Sonya Blade—the clas-
sic female warrior—in 27th place out of 30; Mileena
at 21/30; and only one woman places in the top 10—
Cassie Cage—a new character in MK X (2015), arguably
a more ‘modern’ equity-aware design. Of course play-
ers have a variety of reasons for choosing to play (or
not) female characters: Enjoyment, challenge, transgres-
sion, fantasy, arousal, role-play. The fact remains, how-
ever, that games continue to bake disempowering gen-
der stereotypes right into the very appearance, combat
style, and sonic presence of fighting heroines. The expe-
rience of playing as a female character is summarized
below in a notable excerpt from a research memo from
the project:

There is absolutely no power fantasy as a woman in
Soul Calibur. In Mortal Kombat, I feel like I get into it
sometimes; having Sonya Blade kick ass forme is excit-
ing to see in away. But [in Soul Calibur] the seductress
and warrior woman are both making these helpless
whimpering sounds and even their attack sounds are
breathy and lackluster. (Evans, 2017)

These nuances led us to engage in a closer reading of
the processes of gendered sonic embodiment in arcade
games, including the congruence between characters’ in-
fight and voice-off vocalizations, and the qualitative as-
pects of their battle cries by breaking them down into
offensive versus defensive sounds.

2.4. Embodiment and Voice

Battle cries in games are possibly one of the most vis-
ceral aspects of the embodiment of avatars within the
player–program dialogue; with audio-visually advance-
ment in later iterations characters also emit more voice-
off phrases during fight rounds: short remarks, taunts,
and reactions that typify their particular personality.
Voice-off remarks would fall into the wider trope of cin-
ematic ‘disembodied voice’ whose history carries deeply

embedded gendered practices of montage and repre-
sentation. In her classic essay on the disembodied fe-
male voice, Mary Ann Doane (1985) explains that in film
the ‘fantasmic’ female voice-over is marked as subordi-
nate to the normativity of the authoritative male voice,
and relegated to traditionally feminized functions rep-
resenting emotional and subjective elements, interior
monologue, and flashbacks. This categorization aligns
well with the voice-off phrases that female characters
‘speak’ during fight sequences and their voice-over in
cut scenes. These phrases are sometimes explicitly sex-
ualized, hysterical, or naïve: again replicating the typolo-
gies of female voices in popular media (Clément, 2000;
Silverman, 1988). For instance, while warrior women
definitely battle cry in firm, mid-range confident tones,
they are also heard uttering breathy lines such as: “I’m
just doing my duty! Please don’t take it personally…”
(Chun Li), and “Shut up! Go away! Leave me alone!”
(Cammy). The flippant dialogue and frequent use of help-
less whimpers—particularly in the vocal profile of the
sexy butt-kicking doll—only serve to undermine the fight-
ing status of these women, despite what the backstory
and character development might suggest. For instance,
Xianghua’s markedly infantilized battle cries reminiscent
of Link’s “Teyyyyahh!” are offset by her visual sexualiza-
tion and accentuated further in the vocal presence of
her daughter Leixia in SC V (2012) who constantly utters
“Sorry!” and “Forgive me” while battling an opponent.
Generally, in comparison with the gamut of male char-
acter voices featured in typical arcade fighting games, fe-
male avatars sound distinctly close-miked, breathy, with
a lot of exhalation at the end of phrases (known in voice
over work as ‘pre life’ and ‘post life’), evoking urgency,
self-doubt, and emotional affect. In this sense, while bat-
tle cries technically serve to sonify a fighter’s prowess
and exertion, in the case of female fighting avatars bat-
tle cries and voice-offs actually create incongruence with
the characters’ status owing to their gendered design. In
order to do a closer reading of the gendered character-
istics of battle cries, we used Adobe Audition to visual-
ize the audio waveforms and spectrogram of a few se-
lect fights ranging fromolder tomore recent titles (Figure
2); this was done as proof of concept and an attempt to
nuance and complicate the content analysis portion of
the research.

What we found is that incongruence of vocal pres-
ence between male and female characters extends to
another dimension of battle cries: their tonal character
and their narrative coding as offensive vs. defensive vo-
calizations. In a close reading of in-fight sounded ele-
ments across MK, SF, and SC, there seems to be almost
no difference between when women take damage and
when they’re dealing damage to their opponent. In other
words, even when sonic elements are almost equal,
women simply sound most of the time as if they are be-
ing hit, while menmake very few defensive cries, instead
emitting offensive grunts and roars. Consider two micro-
moments from SF IV and SC IV respectively (Figure 2):
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Figure 2. (a) Spectrogram of Chun Li fight section (SF IV); (b) Spectrogram of Ivy fight section (SC IV).

Compared to the short noise bursts of E. Honda’s battle
cries, Chun Li (a warrior vocal type) intones much longer
battle cries descending in pitch, regardless of whether
she is attacking, defending, or being hit. Even visually, as
we can see in both combat screenshots, female vocaliza-
tions take on larger envelopes in the overall game sound-
scape: They demandmore time and attention within the
ecology of the gaming experience. This was an impor-
tant finding as our coding schema of battle vocalizations
didn’t consider duration—just frequency of occurrence.
Looking at the spectrograms provides grounds for future
analysis from a temporal standpoint; in addition, it is sig-
nificant to see almost no intoning inmale gruntswhereas
women’s battle cries are pronounced and contain almost
musical harmonics.

The tonal character of these pitched battle cries
is, historically, an invitation to a ‘male gaze and ear’
(Silverman, 1988) as a deliberate design choice that has
persisted across media franchises. Oftentimes female vo-
calizations in games sound almost pornographic. How

can they not—in Western hetero-patriarchal media cul-
ture sex is always potentially violent and violence is
frequently sexualized (Corbett & Kapsalis, 1996; Creed,
1993); furthermore the ‘aural sexuality’ of the recorded
female voice is enmeshed with the history of sound
recording itself (Butkus, 2010). This is particularly clear in
the SC spectrogram in terms of Ivy’s (a seductress) long
breathy guttural battle cries which are even longer and
more nuanced in terms of tone and harmonics than Chun
Li’s (Figure 2). Of course the two games are different
stylistically, however, one reason for this development
is the increased audio-visual resolution and voice work
sophistication in the more recent game title: Affirming
once again the finding that women are heard more
now than before, however, in stereotypically sexualized
and/or disempowering ways that explicitly mark their
feminization. While we can trace some of the origins of
these exaggerated breathy feminine sounds to a genre
cousin—anime—this trope also builds on the ‘scream
queen’ idea in film where the height of the action—
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whether horrific or pornographic—is punctuated by fe-
male screams (Bonenfant, 2014).

The effects of this kind of biased characterization
can be farther-reaching than one might expect (Behm-
Morawitz & Mastro, 2009). The way players talk about
characters amongst themselves—on forums such as
Steam or Reddit—speaks to an internalization of biased
vocal representations of gender. A brief scan through the
adjectives used by players to describe different gendered
characters and their voices (both in positive and nega-
tive terms) helps illustrate this fact. For instance, tropes
emergent from a Reddit thread (2016) discussing SF V
character voices stages their traditionally negative qual-
ities (shrill, weak, or irritating, etc.) in terms of sexuality
or as comic relief (“sounds like a chain-smoker” or “nails
on a chalkboard”). The connotations of strength, dig-
nity, and guileless intelligence are reserved (in the play-
ers’ perception) for male-voiced characters. Diminutives,
overtly feminized terms, and condescending phrases ap-
pearmuchmore frequentlywhen discussing female char-
acter voices. Examples of adjectives and descriptors in-
clude the male boss voices being referred to as “natu-
ral” and “fun,” and the female-voiced characters being
referred to as “chick,” “gal,” “sweet,” “baby,” or alter-
natively “pitchy” (Reddit, 2015). Interestingly, these sen-
timents extend to discussions of the actors behind the
character voices. Laura Bailey and Nolan North are both
very well-known voice actors; however, in online discus-
sions she “yelps” (in the negative), or is “comforting” (in
the positive); while he is described as “incredible” and
“a badass.” (Reddit, 2015). The power of the disembod-
ied voice is thus located in the symbolism of the voice
itself. As Butkus (2010) notes, the media ventriloquism
that is facilitated by the very fact of recording technol-
ogy serves to mediate, and even legitimize, our experi-
encing these vocal sounds as e.g., irritating, pleasant, ab-
ject, arousing, weak, strong, etc. After all, they are simply
‘sound effects’—abstracted instances of pure vocal sym-
bolism delivered as rapid-fire feedback to the player. But
are they? A body of literature on the emotive and psy-

chological aspects of gaming suggests that para-ludic el-
ements of game design such as sound, aesthetics, narra-
tive, and representation (amongothers) are highly consti-
tutive of the affective and emotional states of gameplay
within the player–program dialogue (Bowman, 2018).

3. Battle Cries and Player–Avatar Sociality

According to Bowman (2018) technological demands pro-
pel game design to improve the rich and pleasurable
experience for the player; interactivity-as-demand ad-
dresses the dialogical nature of player input and game
program as a process that requires active cognitive,
psychological, and cognitive states; physical demand
touches on the embodied nature of this interactivity; and
social and emotional demands refer to the inherent ‘af-
fective’ experience of interacting with other agents such
as avatars, environments, and players. Social and emo-
tional demands are also inextricably connected to levels
of immersion, engagement, and investment in the game
world. Figure 3 offers an illustrativeweighting of these de-
mands in relation to battle cries in arcade games specifi-
cally. Given the process of recording and encoding sound
effects banks in the game’s platform, their technical de-
mand is low: They are called up when needed, looped,
randomized, and repeated; their interactional demand
is, I propose, at least medium due to the active cogni-
tive states of performing battle moves; these same bat-
tle moves entail even higher physical demands from the
player. In terms of social and emotional demands I sug-
gest battle cries elicit medium to high demand due to
the arousal states that come from instant sonic feedback
in quick-movement gameplay. The auditory voyeuristic
pleasures of hearing sounds of pain, struggle, or victory—
especially when these sounds are feminized, potentially
sexualized, and within direct control of the player—can
also be seen as forms of affective labor or demand. To be
clear, this figure is an illustration of a hypothetical aver-
age player scenario; a different setting, context, player,
or interpretation might yield slightly different ratings.
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Figure 3. An illustrative breakdown of battle cries in arcade fighting games as demanding technologies.
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As Bowman (2018, p. 10) notes, the “player–program
dialogue” has an intuitive emotive dimension to it in that
the player feels rather than thinks through controller ac-
tions. Social demands in games naturally boost arousal
and while sociality is largely understood as gamers’ ex-
periences with other social actors (gamers) in virtual
spaces, the player–avatar relationship is an important
form of sociality (Banks, 2015). In arcade fighting games
the avatar is both iconic/independent in their own right,
and highly controllable by the player: A combination that
mimics mediated puppetry with the avatar’s battle cries,
yelps, and grunts rewarding the player for gaming mas-
tery. In order to focus on the social and affective dimen-
sions of gendered battle cries, I offer another interpre-
tive breakdown of arcade games in terms of their player–
avatar experience matrix, using Banks and Bowman’s
(2016) proposed PAX scale (Table 1). Once again, this
table is not meant to suggest that there is a fixed con-
figuration of PAR/PAX, rather, it suggests an illustrative
case study of battle cries as a specific interactional ele-
ment that significantly impacts the ludic experience of ar-
cade fighting games. The proposed scale blends several
aspects of gameplay into an evaluative rating of invest-
ment, immersion and engagement in the game world.
Anthropomorphic autonomy is arguably high in arcade
fighting games: Since the narrative is not first-person
based, a close identification between player and avatar
isn’t specifically encouraged or facilitated. Avatars have
a symbolic life outside the game as part of the franchise
and popular culture in general; they are not highly cus-
tomizable and so in terms of the PAX scale, emotional in-
vestment in the player–avatar relationshipwould bemin-
imal (Banks & Bowman, 2016). In terms of battle cries,
arcade avatars are both seemingly independent, via ran-
domization of feedback from battle cry audio banks, and
at the same time persistent as ludic and aesthetic el-
ements that are looped and repeatable. Even quanti-
tatively, avatar vocalizations could take up to 85% of
the battle’s soundscape, so their affective power defines
much of the player’s experience during a fight sequence.
In terms of suspension of disbelief, battle vocalizations
can be characterized as hyper-real for both women and
men, thus eliciting lower immersion on the PAX scale.
Yet, the sense of player control (and thus, engagement
and immediacy) are high owing to the feedback loop of

controller-triggered avatar movements and avatar vocal-
izations as auditory rewards for the player.

Building on the PAX scale as a “model for examin-
ingmechanisms underlying affective and cognitive states
during gameplay” (Banks & Bowman, 2016, p. 221), let’s
return to the idea of battle cries as gendered audible
efforts and as mediated artifacts that structure identi-
fication between player and avatar. I frame this specu-
lative discussion around the interplay of avatar identifi-
cation and affective demands specifically. According to
Banks (2013) there are four stable player–avatar relation-
ships that determine much of the player’s experience of
emotional investment, immersion, and engagement dur-
ing gameplay: Avatar as Tool; Avatar as Symbiote; and
Avatar as Other. These states of avatar identification de-
termine the levels of sociality that the player experiences
(Bowman, 2018, p. 15) and it is important to note that af-
fective demands are experienced as real even when vir-
tual, i.e., happening inside the gameworld. The feedback
system of battle cries as a sonification of avatar bodies
thus allows us a unique approach to probe avatar identifi-
cation as a form of demanding affective labor for players
of any gender.

First, the voice is not neutral but a highly emotive
form of feedback central to the player’s very sense of
self as they try on and occupy different avatar identities
(Banks & Bowman, 2016). While the battle cry is an al-
gorithmic recorded sound effect for the game, it is also
the primary form of embodiment for the avatar, and to
quote Christine Ehrick (2015), there is no such thing as
a disembodied voice, because voice always hearkens to
a body; the voice is a person, and the mediatized voice
is historically indexical to technological politics (Sterne,
2003). In a highly interactive entertainment genre such
as games—a media text filled with semiotic shortcuts—
voice is a direct signifier for gender (not to mention race,
class, etc.). Voice is the avatar itself and the avatar is a
puppet directed by the player. The soundtrack can be
viewed as a ventriloquist (Altman, 1980) that serves to
disguise the cultural logic of game design from the player,
instead immersing them in a fast-paced feedback loop of
action and reward. Since voice is gendered, identifying
with an avatar, even at a low level, is a kind of gender play.
To that end film and media studies tell us that the medi-
ated female voice can no more escape the connotations

Table 1. An interpretive chart of battle cries in arcade fighting games using the PAX scale.

Player–avatar sociality PAX scale Ludic elements Battle cry features

Emotional investment Low Story is minimal, Battle sounds are constant, emotive
not first-person based

Anthropomorphic autonomy High No avatar customization, Some randomization of battle sounds
characters are established

Suspension of disbelief Low Focus on fights not story Violent sounds and phrases are hyper-real

Sense of player control High Active control of characters Direct connection between controller action
and outcome and battle sound
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of a male auteur than the female image can escape the
male gaze (Silverman, 1988).What ismore, the ‘sound ef-
fect’ of the female scream has its technological roots in
pornography, and its cultural use as emotional climax in
popular narratives makes it necessarily or at least poten-
tially sexualized (Butkus, 2010). Thismakes the physically
and interactionally demanding labor of playing an arcade
fighting avatar already a gendered experience: this is why
itmatters that gamewomenhave gone frommaking very
little sound tomaking a lot of sounds that primarily signal
the sexuality, fragility, and audible effort of the virtual fe-
male body.

Given that battle cries are hyper-real in terms of vo-
cal acting conventions, that is, they are exaggerated for
both genders as well as for ‘othered’ characters such as
monsters and hybrids, the gameplay experience of listen-
ing to female battle cries is one that engages the “reality
principle” (Baudrillard, 1994) in particular ways. The ‘re-
ality principle,’ introduced by Baudrillard, stipulates that
hyper-reality in media functions in tandem with notions
of ‘reality,’ whereby the othered hyper-reality of media
constructs and reinforces the authentic reality of the
outside-media world. In the case of battle cries, the exag-
gerated and sexualized female battle cries in arcade fight-
ing games can be seen to function as distinct from ‘what
women really sound like’ and thus further legitimize the
aural objectification of stereotyped feminine aesthetics
inside the gameplay experience. Presumably, for a het-
erosexual male player, there is both a satisfying recogni-
tion of female media tropes in the avatar vocalizations
(e.g., the warrior, the witch, and the doll), and a subver-
sive pleasure in enjoying them as direct auditory rewards
for controller actions. For female players, hyper-real bat-
tle cries present the potential for conceiving of femi-
ninity as both ‘other-than-myself’ and as abject (Creed,
1993) when the power fantasy of playing a female avatar
clashes with the reality of designer sonic stereotypes.

In this sense, the profound “distancing enacted by
ventriloquism” (Nyerges, 2016, p. 116) that is part of
the technological apparatus of battle cries, forces the
player—male or female—to constantly slip between
avatar identification states ranging from Avatar as Tool,
Avatar as Symbiote, and Avatar as Other (Banks, 2015),
thus disrupting the magic circle and synchronous flow
states (Weber et al., 2009) of immersive gameplay. This
slippage, I argue, is an enormously demanding affec-
tation in terms of recognizing, resisting, enjoying, and
rejecting sonic tropes as encoded performances of au-
dible effort. Each of these avatar identification states
elicit discreet affective reactions whereby virtual and ac-
tual worlds collide making virtual emotions real (Banks
& Bowman, 2016). These ‘mediated emotions’ are also
co-constructive of real affective attitudes such as how
male (and female) players would perceive femininity:
as weaker, more frail, in terms of compulsory sexual-
ization, and as a marker of victimhood and otherness.
As a medium with a high intervention potential, games

could be at the forefront of social change in terms of dis-
rupting entrenched media tropes of gender, race, class,
ability, etc.; yet so much of game design is focused on
avoiding “expectancy violations” (Bowman, 2018, p. 17)
when in actuality, stereotypical, hyper-real design ele-
ments such as gendered battle cries force players of any
gender into the affective labor of weaving in and out of
immersion due to disruptions in avatar identification and
emotional investment.

4. Conclusions

Despite advancements in technology, or perhaps be-
cause of them the same design choices persist when it
comes to gendered voicing in videogames, and to use a
sonic metaphor, the tech actually amplifies the problem.
Reliance on high-quality voice acting rather than short
synthesized bursts brings with it the endemic represen-
tational problems of cinema, and even earlier theatrical
and operatic typologies (Clément, 2000; Doane, 1985) all
in the name of greater realism and immersion in the gam-
ing experience. And that’s where the heart of this prob-
lem lies: These massive titles represent what ‘powerful’
women should look and sound like. In some situations,
these women are the mascots of the game; they are cos-
played at conventions and are featured in popular me-
dia, making their representational politics critically im-
portant. What is telling once we start looking at voice is
theway sounding out the gendered body opens up differ-
ent ways of exploring intentional and canonic designs of
technological embodiment. This work is meant to revisit
Doane’s (1985) suggestion that media technologies and
conventions come together to create the gendered ‘fan-
tasmic body,’ which, by way of being mediated and tech-
nological within regimes ofmale gaze and ear (Silverman,
1988), reproduces politics of disempowerment in female
game characters. At a higher level, Sterne’s (2003) ap-
peal to consider the mediated voice at the intersection
of technology, history, and discourse, is animated here in
the historical permutations of female battle cries, hope-
fully making a unique contribution to our understanding
of howvideogames intersectwith and advance (or under-
mine) cultural norms about gender embodiment. Given
the limitations of this case study, further work using
both content analysis and a more systematic approach
to spectrogram analysis is necessary to build knowledge
and identify future trajectories formedia production and
gamedesign. This research is unique in that it extends tra-
ditionally visual rubrics of media representation of gen-
der to the sonic dimension, complicated by the particu-
lar interactivity and embodiment that characterize the
relationships between player, avatar, and gameplay on
screen. Through playful engagement with deconstruct-
ing and reconstructing the gendered nature of battle
cries I hope to make the issues of media representation
in gaming more accessible and engage both academics
and the game community in broader conversations.
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1. Introduction

There is a long history of interest in the cognitive, emo-
tional, physical, and/or social demands that are inherent
in complex real-world experiences. As one possible win-
dow into this issue, many disparate sub-domains within
psychology have explored the extent to which individu-
als’ performance on highly multifaceted tasks can be pre-
dicted, at least partially, by a set of more primitive abili-

ties or traits (Bowman, 2018; Brown, Zatorre, & Penhune,
2015; Titz & Karbach, 2014; Voss, Kramer, Basak, Prakash,
& Roberts, 2010). Here, one general line of reasoning
has been that if individuals who are top performers on
a given complex task show advantages in a set of more
primitive abilities, one possible reason for that relation
is that the complex task places demand on those more
primitive abilities. In other words, if the complex task
places demand on certain abilities, individuals who are
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higher in those abilities will perform better on the com-
plex task than individuals who are lower in those abili-
ties (noting of course, that other possible causes exist for
such a relation).

The complex experience of interest in the current
work is video gameexperience. Essentially, as soon as the
video game medium came into popularity, correlational
studies were already being performed demonstrating en-
hanced cognitive abilities in video game players relative
to non-players (Gagnon, 1985; Griffith, Voloschin, Gibb,
& Bailey, 1983). The early work in this domain often con-
sidered video games as a unitary activity and contrasted
“individuals who commonly played video games” against
“individuals who did not play video games.” Yet as the
video game industry evolved, reasonably distinct genres
of video games emerged. Importantly, there has been evi-
dence indicating that these genres differ in terms of their
cognitive demands. In particular, one genre, known as
the “action video game” genre (Green & Bavelier, 2003),
has received the majority of the interest in the field of
cognitive psychology. Action video games have been de-
fined as games that require players to attend to a rapidly
changing and highly cluttered environment as well as
to make accurate decisions under time pressure as they
engage with a wide array of incoming stimuli (Cardoso-
Leite, Joessel, & Bavelier, in press; Spence & Feng, 2010).
Prototypical examples of the action genre are first- or
third-person shooter games. The proposal that action
video games place extreme demands on speed of pro-
cessing and attention in particular has been supported
by the consistent finding of enhanced performance on,
for instance, speed of processing and attentional con-
trol tasks in action gamers as compared to non-gamers
(Appelbaum, Cain, Darling, & Mitroff, 2013; Colzato, van
Leeuwen, van den Wildenberg, & Hommel, 2010). This
correlational work has been further supported and aug-
mented by intervention studies that have demonstrated
that long-term training on action video games can en-
hance those core constructs (Feng, Spence, & Pratt,
2007; Strobach, Frensch, & Schubert, 2012; for recent
meta-analyses on both expert/novice designs and inter-
vention designs see, Bediou et al., 2018).

Much of the cognitive psychology literature on video
games has been predicated on the idea that action video
games were relatively unique in terms of their cogni-
tive demands (at least as compared to many of the
slower and more deliberate game genres of that period,
such as turn-based strategy games or turn-based role-
playing/fantasy games). Yet the past fifteen years have
seen dramatic changes in the commercial video game
landscape. For instance, over this time period, various
new “hybrid” genres, that mix elements from the action
genre along with one or more other genres, have come
into increasing prominence (Dale & Green, 2017b). As
an example, the majority of role-playing games (RPGs)
today perhaps best fit within what is known as the
action-RPGgenre (Dale, Kattner, Bavelier, &Green, 2019).
Action-RPG games include amixture of traditional RPGel-

ements (e.g., skill progression trees, dialogue, etc.) and
traditional action elements (e.g., first-person shooter or
third-person shooter combat). Similarly, strategy games
today are typically real-time, rather than turn-based.
Accordingly, it has been suggested that these new hy-
brid genres, like the games that have traditionally been
labeled as “action video games,” also involve substan-
tial cognitive demands. Consistent with this proposition,
players of both the action-RPG and real-time-strategy
genres have been observed to have many similar en-
hancements in speed of processing and cognitive con-
trol, as do avid action video game players (Dale & Green,
2017a; Dale et al., 2019; Kim et al., 2015). Furthermore,
although there are fewer intervention studies on these
new game genres, the studies that do exist have sug-
gested that this relation is causal (Basak, Boot, Voss, &
Kramer, 2008; Glass, Maddox, & Love, 2013).

Another new video game genre, one that has re-
ceived comparatively little attention in the cognitive
literature to date, is the primary interest of the cur-
rent article—the multiplayer online battle area (MOBA)
genre. Games that fall under the MOBA genre label have
sometimes been referred to as action real-time strategy
games. This latter label underscores the fact that MOBA
games have components that share similarity with both
the action video game genre and the real-time strategy
game genre. One prominent example of theMOBA genre
is the game League of Legends. At the start of a League
of Legends game, players are divided into two teams con-
sisting of between3 to 5 individuals. As is true in first- and
third-person shooter games, each player controls a sin-
gle character called a “champion.” Each champion has a
unique combination of base abilities and attributes that
make them more or less suitable for different styles of
gameplay. For example, some champion’s attributes and
abilities make them particularly adept when fighting at
close range with their enemies. Others are more suited
for fighting from a distance or for healing and shield-
ing their fellow teammates. Like many real-time strategy
games, matches begin with the two teams on opposite
sides of a map where their home base is located. Bases
are connected across the diagonal of the game board by
three “lanes.” These lanes are initially the only part of the
board with clear visibility. Players use their champions to
attempt to destroy the opposing team’s base. In order to
reach the opposing team’s base, the players must work
together to destroy defensive structures, as well as to kill
members of the opposing team and various non-player
enemies. Through this process, players gather resources
that they can allocate in various ways to strengthen their
champions or team.

Successful MOBA play therefore appears to involve
many of the same cognitive demands that have been pre-
viously identified in action video games. MOBA players
must act in cluttered and ever-changing game environ-
ments, they must constantly and efficiently switch be-
tweenmore focused attentional states (i.e., focus on just
their champion) andmore diffuse attentional states (e.g.,
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taking in the entire game map), and they must do so un-
der significant time constraints given the real-time na-
ture of the game. Yet, empirical data explicitly showing
such a link betweenMOBA play and cognitive demand is
currently lacking.

Assessing whether MOBA games may have similar
speed of processing and cognitive control demands as
action games has clear value for the field going forward.
Indeed, nearly every theoretical perspective that under-
lies the use of video games as cognitive training plat-
forms emphasizes the role of various cognitive demands
in the training games as the key to a successful inter-
vention. Yet, in the literature to date, genre and cog-
nitive demands remain highly confounded because the
game genres that have been used to place sustained load
upon the cognitive system have nearly always been ac-
tion games. Therefore, finding video game types that
place similar load upon the cognitive systems as do ac-
tion video games opens up new options for testing the
key causal hypotheses in the domain.

Here, we sought to identify cognitive and behavioral
correlates of performance in League of Legends. Given
that MOBAs are commonly considered a blend between
action games and real-time strategy games, the majority
of our a priori expectations were derived from the pre-
vious expansive literature on associations between ac-
tion video game experience and cognitive performance,
as well as the considerably smaller body of work on real-
time strategy games and cognitive performance. In par-
ticular, as discussed above, most theory in the action
video game domain has emphasized the load that action
games place upon speed of processing and attentional
abilities (Dye, Green, & Bavelier, 2009; Green & Bavelier,
2012). This theory is supported by empirical results doc-
umenting those particular sub-domains of cognition as
being most strongly impacted by action video game play
(Bediou et al., 2018). Thus,many of the tasks utilized here
assess these particular cognitive skills (e.g., a simple reac-
tion time task as a measure of speed of processing; the
multiple-object tracking (MOT) task as a measure of at-
tentional control). Furthermore, a recent theoretical per-
spective has argued that improvements in speed of pro-
cessing and attentional control should, in turn, promote
the ability to learn, especially when it comes to tasks
that require integration of information through time and
the discovery of statistical structure (i.e., should promote
“learning to learn”; Bavelier, Green, Pouget, & Schrater,
2012). Given this theoretical perspective, we hypothe-
sized that high League of Legends performers should also
showan edge at a visual statistical learning (VSL) task (i.e.,
where one must learn to detect certain statistical regu-
larities) and in a reinforcement learning task (i.e., where
one must quickly learn reward statistics in order to strike
the right balance between exploration and exploitation).
Finally, the last task in our cognitive battery was cho-
sen based upon a recent empirical paper on League of
Legends players specifically, which found that League of
Legends performance was associated with fluid intelli-

gence (Kokkinakis, Cowling, Drachen, &Wade, 2017).We
thus employed a deductive reasoning task that, while
not a true fluid intelligence task, correlates with fluid
intelligence and was short enough to fit in our exten-
sive online battery. We note that in addition to these
cognitive measures, we also took a variety of measures
of personality traits, internal motivations, and mental
health. Given the emphasis of this thematic issue on de-
mand, we chose to focus themain article on the relations
between League of Legends performance and cognitive
abilities (the personality, motivations, and mental health
measures were taken based upon previous research in,
for instance, more social or clinical literatures). However,
these other measures are described and reported in full
in the Appendix (see also Table 1 for full list of measures).

2. Methods

2.1. Participants

Participants were recruited directly by the developer and
publisher of League of Legends, Riot Games. Potential
participants received amessage that explained the study
and directed interested participants to an online portal
where the studies were run. A total of 1216 individu-
als initially enrolled in the study. From this initial pool
of participants, 549 completed all three sessions of the
study, although not every participant completed each
task satisfactorily (see next sections for session details).
Of these participants, 512 identified as male and 31 of
these participants identified as female (the remainder
preferred not to respond). Participants ranged in age
from 18 to 56 years old, with a mean age of 23.6 years.
Players were compensated for their participation with
Riot Points, which is the in-game currency of League of
Legends (i.e., Riot Points can be used to buy new cham-
pions, other in-game boosts, etc.).

2.2. Measure of League of Legends Performance

League of Legends players are rated according to their
performance in a similar manner to an Elo rating system,
which quantifies the probability that one player will beat
another player. Because this rating is utilized in-game
to automatically assign players to teams in such a way
that the two teams have players of roughly equivalent
skill, this rating is referred to as the “matchmaking rat-
ing” (MMR). After losing, especially to lower rated play-
ers, players may drop in their MMR; conversely, winning
matches, especially against higher rated players, may re-
sult in an increase in MMR. There were 33 participants
with missing MMR data, resulting in a total of 516 partic-
ipants in our main analyses.

2.3. Overview of Tasks and Questionnaires

Participants completed three online sessions (see
Table 1). These sessions involved answering question-

Media and Communication, 2019, Volume 7, Issue 4, Pages 198–212 200



Table 1. The tasks and surveys completed by session.

Session 1 Session 2 Session 3

General demographics survey (age, MOT task Arrow task
gender, education, language,
Socioeconomic Status (SES)

State-trait anxiety index Backwards digit span VSL

Beck depression inventory Odd-one-out task Continuous performance test (CPT)

Big 5 personality inventory Reinforcement learning task Creative foraging task

Revised competitiveness index Behavioral Inhibition System (BIS)/ Video game addiction survey
Behavioral Activation System (BAS)

Adult ADHD scale

Need for cognition scale

naires that evaluated aspects of personality and/or quan-
tified certain lifestyle habits, and completing tasks de-
signed to assess different cognitive capacities. The three
sessions took on average approximately two hours in
total to complete. Participants logged into the online
portal via a unique login that was linked to their Riot ID
(so that they could be compensated). All data collection
was performed via this portal. The tasks/questionnaires
were divided into separate sessions mainly to provide
natural stop points if participants could not devote a full
two hours at once to the tasks or otherwise needed a
break (i.e., if they wanted to stop after one session and
return to start the following session at a later time).

2.4. Measures of Cognitive Control

2.4.1. Multiple-Object Tracking Task

The MOT task is commonly utilized to measure atten-
tional control (Yung, Cardoso-Leite, Dale, Bavelier, &
Green, 2015). On each trial, 16 moving circles—some
blue (targets) and some yellow (distractors)—appeared
within a circular aperture. After two seconds, the previ-
ously blue circles switched to yellow making them visu-
ally indistinguishable from the distractors. Participants
were told they needed to keep track of the previously
blue circles. After four seconds, the circles froze in place
and one circle was cued by turningwhite. The participant
was then asked to indicate whether this circle was one of
the initially blue target circles. The number of target cir-
cles varied between one and six and were presented in
an intermixed fashion. The one target and six target con-
ditions were each presented five times, while the two-
through-five target conditions were presented ten times
each, for a total of 50 trials per participant. To assess per-
formance, we first removed reaction time outliers (reac-
tion times less than 100ms or greater than 10000ms).We
then calculated an inverse efficiency metric, defined as
themean reaction time (in seconds) of correct responses
divided by the proportion of correct responses.

2.4.2. Continuous Performance Test Task

A CPT task (Rosenberg, Noonan, DeGutis, & Esterman,
2013) was employed as a measure of the ability to con-
trol/sustain attention through time. Participants were
presented with a series of grayscale images of city and
mountain scenes at the center of the screen. The im-
ages gradually transitioned from one to the next over
the course of 800ms via linear pixel-by-pixel interpola-
tion. Participants were instructed to press the space bar
for each image of a city, and withhold any button presses
for images of a mountain. 90% of all stimuli were of
cities. To measure performance, we computed the sen-
sitivity (d’) score for each participant, calculated as z(hit
rate) − z(false alarm rate). Note that to account for sev-
eral participants being at perfect performance, we cal-
culated the hit rate as (number correct + 0.5)/(total tri-
als + 1). We excluded any participants with a negative
d-prime, resulting in a total of 499 included participants.

2.4.3. Backwards Digit Span Task (Backwards Span)

The backwards digit span task was developed by
Cambridge Brain Sciences (www.cambridgebrain
sciences.com) to measure working memory. On each
trial, participants were presented with a sequence of
digits, shown one at a time (1000ms presentation fol-
lowed by 500ms blank). After the last digit, they were
asked to report the sequence they saw in reverse order
by typing the digits on their keyboard. Feedback was
given after each trial. The task was adaptive such that
after a correct response, the span (number of digits) in-
creased by one, while after an incorrect response, the
span was decreased by one. Participants started the task
with a span of four digits. Participants continued with
the task until they produced three incorrect responses.
Performance was measured as the mean number of dig-
its across all correctly remembered sequences. We ex-
cluded participants with a score of zero span, resulting
in 476 included participants.
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2.5. Speed of Processing Measure: Arrow Task

The arrow task (Dale & Green, 2017a) was designed to
assess simple speed of processing without the need to
learn arbitrary button mappings. At the beginning of
each trial, a tone was played for 1.75 seconds. This was
followed by a variable delay period, ranging from one to
two seconds (mean was 1.5 seconds). At the end of the
delay period, an arrowwas displayed, pointing either left-
wards or rightwards. Participantswere asked to press the
arrowkey on the keyboard corresponding to the arrowdi-
rection as quickly and accurately as possible. Participants
were given six practice trials, and 60 test trials. We mea-
sured performance with an inverse efficiency metric cal-
culated as the mean reaction time (in seconds) of cor-
rect responses divided by the proportion of correct re-
sponses, excluding reaction time outliers (reaction times
less than 100ms or greater than 2000ms). A total of 516
participants completed this task.

2.6. Deductive Reasoning Measure: Odd-One-Out Task

The odd-one-out task, developed by Cambridge Brain
Sciences (www.cambridgebrainsciences.com), was used
to assess deductive reasoning. Importantly, performance
on this task is also quite correlated with fluid intelligence.
On each trial, participants were presented with nine sets
of shapes, with each set varying in properties such as
color, shape, and number of items. Participants were
tasked with finding the set that was the most different
from the others. They had three minutes to complete as
many trials as they could. Early in the task, the odd one
out was obvious (e.g., differed from the others in one pa-
rameter). As the task increased in difficulty, participants
were tasked with taking several properties into account
at the same time. Feedback was given after each trial.
The final dependent measure was calculated as the num-
ber of correct responses made, minus the number of in-
correct responses.We excluded participants with a score
of less than −20, resulting in 508 included participants.

2.7. Learning Measures

2.7.1. Visual Statistical Learning

The VSL task (Siegelman, Bogaerts, Christiansen, & Frost,
2017) probes the ability to learn spatio-temporal pat-
terns (often implicitly). Participants began the exper-
iment with a 10-minute familiarization phase during
which they viewed a collection of 24 abstract shapes in a
continuous stream (shapes appeared for 800ms, with a
200ms break in between). Within the stream, and unbe-
knownst to the participants, the shapes were organized
into triplets, each of which were presented 24 times.
After familiarization, participants completed a testing
phase. The testing phase began with a 34-trial block to
measure pattern recognition. Participants were asked to
select the patterns with which they were most familiar.

After the recognition block, participants were asked to
complete an eight-trial pattern completion block. Here
they were shown a triplet with one item missing and
were asked to select the shape that best-completed the
pattern from the available options. The final dependent
measure was the total number of correct responses
across trials.

2.7.2. Reinforcement Learning Task

The reinforcement learning task we employed (Dale,
Sampers, Loo, & Green, 2018) required participants to
quickly learn reward statistics in order to strike the right
relative balance between exploring (i.e., searching out
new information) and exploiting (i.e., taking advantage
of already obtained information). Participants were pre-
sented with a 10 × 5 grid of rectangular boxes on a grey
background. At the trial start, each of the 50 boxes con-
tained three question marks (“???”). When the partici-
pant clicked on a box, the question marks were replaced
by a point value, which remained in place for the entirety
of a trial, and that point value was added to the partici-
pant’s score. Point valueswere generated by first simulat-
ing a normal distribution, then exponentiating the simu-
lated values to produce a log-normal distribution. Those
values were put into 75% of the boxes, with the remain-
ing 25% of the boxes set to zero value. Participants were
told that on each trial they had 50 total “clicks” and they
were asked to accrue as many points as they could. The
task thus required the participants to decide at each mo-
ment whether they wanted to click on a box with an un-
known value (i.e., to explore) or to click on the uncovered
box with the highest value (i.e., to exploit). Participants
were given three total trials. The exploration score was
the number of unique boxes clicked across all three tri-
als. A total of 516 participants completed this task.

3. Results

3.1. Data Pre-Processing

Shapiro-Wilk tests indicated that the cognitive measures
were not normally distributed, but were instead posi-
tively or negatively skewed. Given that our analytic ap-
proach assumed normally distributed data, we first es-
timated and applied one-parameter box-cox transforma-
tions to each linear model (Box & Cox, 1964). In brief, the
box-cox transformation is defined as:

T (y) = y𝜆 − 1

𝜆
The procedure thus finds the value of lambda that max-
imizes the normality of the resulting data. Given that
some measures included negative values, the box-cox
with negatives transformation described in Hawkins and
Weisberg (2017) was used, in order to adjust y to be
strictly positive. The lambda values utilized are listed in
Table A1. We will note that alternative methods of trans-
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forming data so as to produce more normal distribu-
tions (including Tukey’s Ladder of Powers) provide qual-
itatively similar results. The same was true when em-
ploying non-parametric quantile, ranked regression and
a general linear model approach using a gamma link re-
lating MMR to cognitive skills while controlling for age
(see Table A3), which likewise gave similar results to our
parametric tests. All transformations were used with the
car package in R.

3.2. Testing Predicted Relations with Cognitive Abilities

Wechose to perform separate linear regressions for each
dependent measure (rather than, for instance, utilizing a
larger multivariate model) for a number of reasons. First,
previous research predicted significant positive relations
between League of Legends ability and each of the cog-
nitive tasks that were employed. Thus, separate analyses
were most appropriate for testing those specific predic-
tions (e.g., a multivariate model tests something other
than those specific predictions). Second, not only is there
no a priori reason to combine across these tasks, formost
of the tasks, there is in fact reason to believe that they do
not tap exactly the same cognitive construct (i.e., there
are many sub-processes falling under the broad label of
“cognitive abilities,” but they are not necessarily all the-
oretically linked to one another). For interested readers
however, we report correlations across measures in the
Appendix (Figure A1). We note that for each of the re-
ported analyses below, the model included controlling
for age (as age was significantly and strongly negatively
correlated with MMR in our sample, see Table A2, in the
Appendix). Given the paucity of females though (making
up only around 5% of the sample), it was not possible to
control for gender. Analysis of only male participants re-
sulted in qualitatively similar results. We also performed
an alternative analysis using general linear models, with
comparable results (Appendix, Table A3).

All of our a priori predictions were born out in the
data, with small to medium effect sizes and with some

variations across cognitive constructs (Table 2). In partic-
ular, the strongest relations were seen between League
of Legends performance and the arrow task, MOT task,
and the reinforcement learning task (with effect sizes
roughly in line with those observed previously in a meta-
analysis of action video games; Bediou et al., 2018).
Intermediate effects were observed for the CPT task,
the backwards span task, and the odd-one-out task. The
VSL task effect was the weakest, just reaching statisti-
cal significance. Importantly, for the reinforcement learn-
ing task, although our primary measure was exploratory
choices,MMRwas also positively associatedwith greater
overall reward gained (i.e., fewer exploratory choices
meant a tendency to learn the reward structure quickly
and shut off exploration so as tomaximize points gained).

4. Conclusions

As expected, greater levels of performance in League
of Legends was associated with enhancements in both
speed of processing and cognitive control abilities.
Indeed, the two strongest relations with League of
Legends skill were with the arrow task and the MOT
task. Differences in speed of processing and in atten-
tional control are amongst the more consistently re-
ported observations in the action game literature. For
instance, in terms of speed of processing, one review
found that action gamers respond on average approxi-
mately 10% faster than non- gamers across a wide range
of tasks (Dye et al., 2009). And in terms of attentional
control, these abilities were associated with the largest
effect sizes in a recentmeta-analysis (Bediou et al., 2018).
Therefore, while simple visual inspection of League of
Legends gameplaymight have suggested that substantial
cognitive demands are involved, these empirical results
strengthen the case that similar demands are placed on
at least some cognitive sub-systems as domore tradition-
ally identified action video games.

Outside of the speed of processing and attentional
control domains, several other expected relations were

Table 2. Regression values between League of Legends MMR and cognitive abilities.

Category Measure F-value (df1, df2) p-value (two-tailed) Partial R2

Cognitive control MOT 14.03 (1,513) < .001 .027
CPT 6.22 (1,496) .013 .012
Backwards digit span 6.56 (1,473) .011 .014

Speed of processing Arrow task 26.63 (1,513) < .001 .049

Deductive reasoning Odd-one-out 7.21 (1,505) .007 .014

Learning VSL task 3.70 (1,513) .055 .007
Reinforcement learning task 19.38 (1,513) < .001 .036

Notes: All analyses controlled for age, thus the F-value, associated p-value, and Partial R2 are for the given measure after controlling for
age, not for the full model; the direction of the effects has also been standardized for all tasks except the reinforcement learning task
such that positive relations mean that higher levels of MMR go with better cognitive task performance (i.e., faster and/or more accu-
rate); for the reinforcement learning task the negative relation indicates that higher levels of MMR go with lower levels of exploratory
choices—as noted in the main text however, this resulted in overall more points earned in the task.
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observed. First, consistent with previous work showing
a relation between League of Legends performance and
fluid intelligence (Kokkinakis et al., 2017), we observed a
similar relation between League of Legends performance
and deductive reasoning, although it was the weakest of
the cognitive effects. Our data also supported the recent
proposal that one knock-on effect of the improvements
in speed of processing and attentional control seen in ac-
tion video game play should be in the ability to learn to
perform new tasks. Indeed, higher levels of League of
Legends performance was associated with both better
VSL and better performance on a reinforcement learn-
ing task, with the latter being numerically stronger than
the former (Bavelier, Bediou, & Green, 2018; Bavelier
et al., 2012).

Going forward, there are a number of potential
follow-up purposes that can be explored. For instance,
in certain areas of psychology, a great deal of effort has
been spent in identifying relations between basic cog-
nitive, perceptual, and motor abilities and the proba-
bility that an individual will reach satisfactory levels of
performance in certain occupations, such as military pi-
lots or unmanned drone operators (Lintern & Kennedy,
1984; McKinley, McIntire, & Funke, 2011). Because train-
ing individuals inmany complex occupations can be time-
consuming and costly, it often makes sense to pre-select
for training only those individuals whose basic ability set
suggests that they have a high likelihood of eventual suc-
cess. Because MOBAs, and League of Legends in par-
ticular, are currently one of the most popular e-sport
genres/games (Campbell, Toth, Moran, Kowal, & Exton,
2018), a greater understanding of the cognitive under-
pinnings of performance could potentially be utilized in
similar ways as, for example, 40-yard dash times in ath-
letics recruitment.

A second related follow-up would be to examine
the potential for interventions meant to improve perfor-
mance on the cognitive abilities identified here to in turn
improve performance in League of Legends. Such an ap-
proach, for instance, underpinsmuch of the literature on
cognitive training meant to enhance performance in ed-
ucational settings (Titz & Karbach, 2014). Correlational
studies have repeatedly identified a number of core cog-
nitive abilities as being associatedwith academic success
as, for example, fluid intelligence, working memory, ex-
ecutive functions, etc. (Alloway & Alloway, 2010). The
goal of many interventions in this domain is therefore to
enhance those cognitive functions with the expectation
that this will, in turn, enhance academic performance
(i.e., testing the causal link). Similar future work could
thus examine, for example, whether dedicated speed of
processing training serves to enhance performance on
MOBA games.

A third possibility for follow-up work is to exam-
ine the potential for League of Legends training itself
to enhance the associated cognitive functions. This is,
in essence, the inverse of the goal above. Indeed, the
purely correlational methodology employed in the cur-

rent work does not allow the directionality of the vari-
ous associations to be inferred (or even whether the as-
sociations are causal in nature). Most contemporary the-
ories on how one might enhance core cognitive abilities
suggest the need to put consistent load upon those con-
structs (Singley & Anderson, 1989). While simple tasks
may place load upon the constructs initially (and thus can
be good measurement tools), long-term practice with
such tasks can quickly result in automaticity, which nec-
essarily entails a reduction in the associated cognitive
load. For this reason, it has been argued that complex
tasks may be better for training purposes than simpler
tasks (Anguera & Gazzaley, 2015; Bavelier et al., 2018;
Moreau & Conway, 2014); video games such as League
of Legends would certainly qualify as complex.

We note that while the sample size in the current
work is large, given the novelty of the approach, caution
is warranted with regard to overinterpreting the results.
While there were strong a priori predictions for many of
the associations, even larger confirmatory work is likely
warranted before moving on to other follow-up work
based upon these results. Furthermore, single cognitive
measures are, in practice, essentially never process pure
(Engle, Tuholski, Laughlin, & Conway, 1999). In other
words, even tasks that have been simplified as much as
possible so as to load primarily one particular cognitive
function, rarely do so perfectly. Thus, future work should
expand the battery in such a way that would allow la-
tent variable-type analyses to be conducted so as to bet-
ter understand the relation between League of Legends
performance and cognitive constructs, rather than the
relation between League of Legends performance and
individual cognitive tasks. Finally, there is strong inter-
est, not just in terms of the predictors of asymptotic lev-
els of performance in complex skills, but in predictors of
the rate at which complex skills are learned. Thus, future
work could also examine predictors of the full progres-
sion from novice player to asymptotic performance.
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Appendix

1. Methods for General Linear Model

We first entered MMR and AGE variables, and then used generalized linear models (with the canonical link function corre-
sponding to a gamma distribution) where main effects of MMR and AGE predict the variety of cognitive skills.

Table A1. Box-cox transformations utilized to make data normally distributed.

Task Lambda

Arrow Task −2.17
Continuous Performance Test 1.77
Reinforcement 0.31
Multiple Object Tracking −0.32
Backwards Span −2.28
Odd-One-Out 1.56
Visual Statistical Learning 0.69

Table A2. Regression values between League of Legends MMR and age.

Measure F-value (df1, df2) p-value R2

(two-tailed)

Age 79.93 (1,514) < .001 .135
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Figure 1. Values from general linear model between League of Legends MMR and cognitive abilities.

Table A3. Regression values between League of Legends MMR and age.

Category Measure t-value p-value (two-tailed) Effect Size r

Cognitive Control Multiple-Object Tracking 3.83 < .001 .175
Continuous Performance Test −2.17 .031 −.098
Backwards digit span −2.16 .031 −.067

Speed of Processing Arrow Task 4.86 < .001 .205

Deductive Reasoning Odd-One-Out −2.51 .012 −.108
Learning Visual Statistical Learning Task −1.96 .050 −.090

Reinforcement Learning Task 4.56 < .001 .206
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2. Additional Measures Taken

2.1. Methods for Additional Questionnaires Taken in Battery

2.1.1. Big 5 Personality Inventory

We utilized a ten-item questionnaire to assess the Big-5 personality dimensions (two items for each of the five dimen-
sions: openness to experience, conscientiousness, extraversion, agreeableness, neuroticism; one item for the “low” end
of the dimension, one item for the “high” end of the dimension; Rammstedt & John, 2007). Each question asked the partici-
pant to indicate howwell a particular statement described them on a five-point Likert scale. The final dependent measures
were calculated by adding the value of the response in the “high” question for a given factor to six minus the value of the
response in the “low” question for that factor. Due to incomplete responses, 515 participants were part of the analysis.

2.1.2. Revised Competitiveness Index (Competitiveness)

The revised competitiveness index (Houston, Harris, McIntire, & Francis, 2002) probes the extent to which participants
enjoy competition and/or show contentious competitive behavior (e.g., “I often try to outperform others”). Fourteen
questions were answered on a five-point scale. The final dependent measure was the sum of the responses.

2.1.3. Behavioral Inhibition/Activation Scales (BIS–BAS)

The BIS/BAS scale (Carver & White, 1994) is used to assess what are commonly treated as two distinct motivational sys-
tems: Behavioral inhibition (tendency to avoid negative situations/punishment), and behavioral activation (motivation to
achieve goals/receive positive outcomes). The questionnaire consists of 24 items to measure four sub-scales: One BIS sub-
scale and three BAS sub-scales (drive; fun seeking; reward responsiveness). The final measures consisted of one measure
for BIS and one for BAS created by summing over the respective sub-scales. 568 participants were counted, after excluding
for missing MMR values.

2.1.4. Need for Cognition Scale

The Need for Cognition (short form; 18-item) scale (Cacioppo, Petty, & Kao, 1984) was utilized to assess the extent to
which individuals seek out and enjoy difficult cognitive experiences (e.g., “I prefer complex to simple problems”). The final
dependent measure was the sum of responses.

2.1.5. Creative Foraging Task

Our measure of creativity was a “creative foraging” task (Hart et al., 2017). Players were initially presented with ten green
identical squares arranged in a horizontal line. They were then asked to create shapes by moving the squares to create
other fully connected shape (squares are connected through a shared edge). Eachmovement of a square was considered a
“step.” They were told that their goal was to “explore the space of shifting shapes and discover those that you consider in-
teresting and beautiful.” At each step, they were allowed to save their current shape to a gallery by clicking a gray square at
the top-right corner of the screen. After 15 minutes, participants were asked to choose the five most creative shapes from
their gallery. This task produces a number of measures. For the current work we created an aggregate of the participant’s
exploration (measured as creating visually dissimilar shapes and spending more time between steps) and exploitation (cre-
ating visually similar shapes and spending less time between steps). Fewer participants completed this task, resulting in a
total of 316 participants in our dataset.

2.1.6. State-Trait Anxiety Scale (Anxiety)

The questionnaire, adapted from the State-Trait Anxiety Inventory, Trait Version (Form Y; Spielberger, Gorsuch, Lushene,
Vagg, & Jacobs, 1983) consisted of 20 questions answered on a four-point Likert scale that each addressed characteristics
of anxiety (e.g., “I am nervous and restless”). The final dependent measure was the sum of responses.

2.1.7. Beck Depression Inventory II (Depression)

An 18-question version of the Beck Depression Inventory was utilized (Beck, Ward, Mendelson, Mock, & Erbaugh, 1961).
Each question asked participants which of four possible answers best described their current state at that moment. Rather
than giving a value answer, the inventory provides four responses that range in severity (e.g. “I don’t feel disappointed in
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myself”; “I am disappointed in myself”; “I am disgusted with myself”; “I hate myself”). The final dependent measure was
the sum of the responses. Due to incomplete responses, 515 participants were part of the analysis.

2.1.8. Adult ADHD Self-Report Scale (ADHD)

We utilized Version 1.1 of the World Health Organization’s Adult ADHD self-report scale (Spencer, Biederman, & Mick,
2007). Each of the six items in the scale asks participants to rate themselves on a five-point scale in terms of possible symp-
toms of ADHD (e.g., “How often do you feel overly active and compelled to do things, like you were driven by a motor?”).
The final dependent measure was the sum of the responses. Due to incomplete responses, a total of 514 participants were
included.

2.1.9. Video Game Addiction (VG Addiction)

The survey that was utilized (Eichenbaum, Kattner, Bradford, Gentile, & Green, 2015) included 13 questions modeled
after the DSM-V criteria for pathological gambling, but applied to video game play (e.g. “In the past year, have you ever
felt you could not stop playing video games?”). Participants could respond with “Yes” (coded as 1), “Sometimes” (coded
as 0.5), “No” or “Don’t Know” (both coded as 0). The final dependent measure was the sum of the responses.

2.2. Results for Additional Questionnaires Taken in Battery

Analyses between League of Legends MMR and various behavioral measures were conducted in a manner commensu-
rate with those in the main manuscript; yet it is important to acknowledge these were exploratory (Table A2). Three of
the relations were statistically significant without controlling for multiple comparisons (BIS, BAS, and extraversion). How-
ever, only BIS (higher levels of League of Legends performance going with greater behavioral inhibition) and extraversion
(higher levels of League of Legends performance going with lesser extraversion) were significant after controlling for mul-
tiple comparisons (N = 14; critical p = .0036). We note that the strength of the various nulls is supported by the fact that
other a priori expected trends, not relevant to the question of League of Legends performance, were observed in the data.
For instance, certain personality traits are known to change with age (Roberts, Walton, & Viechtbauer, 2006) and these
trends were consistently seen in our data (e.g., conscientiousness significantly increased with age; neuroticism, openness
to experience and anxiety significantly decreased with age).

Table A4. Box-cox transformations utilized to make data normally distributed.

Task Lambda

Extraversion 0.66
Conscientiousness 0.69
Agreeableness 1.48
Neuroticism 0.59
Open to Experience 1.16
Competitiveness 1.70
BIS 1.30
BAS 1.59
Need for Cognition 1.16
Creativity −0.46
Anxiety 0.33
Depression −1.05
ADHD 1.02
Video Game Addiction 0.06
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Table A5. Regression values between League of Legends MMR and behavioral factors.

Category Measure F-value (df1,df2) p-value (two-tailed) Partial R2

Personality Extraversion 10.36 (1,512) *.001 .020
Conscientiousness .98 (1,512) .323 .002
Agreeableness .63 (1,512) .428 .001
Neuroticism .75 (1,512) .388 .001
Openness to Experience 3.37 (1,512) .067 .007
Competitiveness 2.60 (1,513) .108 .005
BIS 10.52 (1,513) *.001 .020
BAS 6.38 (1,513) .012 .012
Need for Cognition .060 (1,513) .809 < .001
Creativity 1.23 (1,276) .267 .004

Mental/Clinical Health Anxiety .01 (1,513) .907 < .001
Depression .61 (1,512) .436 .001
ADHD .80 (1,510) .327 .002
Video Game Addiction .40 (1,513) .529 .001

Notes: All analyses controlled for age, thus the F-value, associated p-value, and partial R2 are for the given measure after controlling for
age. * denotes significant after controlling for multiple comparisons.
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Figure 2. Correlation matrix of behavioral factors. Note: Asterisks indicate p < 0.01.
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1. Introduction

One of the distinct features of video games is their in-
teractivity (Bowman, 2018; Tamborini & Bowman, 2010).
Recent research has suggested that interactivity is a pro-
cess, involving the interaction between player and game
(Bowman, 2018; Rutledge, 2013; Stromer-Galley, 2004).
Moral decisions in video games demonstrate this process
of interactivity between player and game; many in-game
moral decisions often require players to choose from op-
tions which effect in-game outcomes. Furthermore, it
has been suggested that this interactivity leads to dif-
ferent requirements, termed as the ‘demands’ of video
games, which are categorized into types of efforts: so-
cial, emotional, cognitive, and two types of behavioral;
exertion and controls (Bowman, 2016, 2018; Bowman,
Wasserman, & Banks, 2018). Hence, the demands of
video games connect well to morality and has impli-
cations for in-game behavior, as real-life morality can
be examined through components such as moral judg-
ment and action (Haidt & Joseph, 2008; Narvaez & Rest,

1995). Moral action could be related to the behavioral
demands, especially the control demand (i.e., physically
pushing a button to make a decision). Eden, Ewoldsen,
Lee, and Beyea (2018) highlighted howphysical demands
are more than just pressing a button and can be be-
havioral affordances; which is how the individual per-
ceives and behaves within games (i.e., the action[s]
that can be taken, and how options are presented and
sequenced). Previous methodological issues in moral
decision-making research have been highlighted, for ex-
ample, the accuracy of self-reported morality due to
the gaps between moral judgment and action (American
Psychological Association, 2015; Haviv & Leman, 2002).
The benefits of exploring in-game decisions are that be-
havioral demands/affordances can be directly measured
(Eden et al., 2018; Hodge et al., 2018).

Much of the previous research has used commercial
games which can restrict aspects of the moral decision-
making process and create biases, such as reward sys-
tems (Hodge et al., 2018). Some previous research at-
tempted to addressed this, with a modified version of
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a commercial game (Joeckel, Bowman, & Dogruel, 2012,
2013).Modifying commercial games allows for these pre-
existing games to be altered and adapted for research
purposes (Elson & Quandt, 2016; Hartmann, Toz, &
Brandon, 2010;Mohseni, Liebold, & Pietschmann, 2015).
However, there are still some limitations to modifying
commercial games such as restrictions and biases. To fur-
ther address some of these limitations, purpose-made
games and Virtual Environments (VE) can be developed
for research (Hartmann et al., 2010; Hodge et al., 2018;
Huskey, Craighead, Miller, & Weber, 2018). A purpose-
made game is a game created to a specification for re-
search, in this instance a theory driven bespoke game
was developed in a game engine to measure and record
in-game moral decisions (Hodge et al., 2018). Game en-
gines are well-suited for research as they provide com-
plete control over the environment and the design of the
game/VE (Lewis, & Jacobson, 2002). The present study
aimed to explore the results of the data collected from
the purpose-made game and to understand the in-game
moral decision-making process.

Tamborini (2011, 2012) proposed the Model
of Intuitive Morality and Exemplars (MIME) to ex-
plain the decision-making process with media, includ-
ing video games. The MIME adopts the six Moral
Foundations Theory (MFT) domains of: Care/Harm (C/H);
Fairness/Cheating (F/C); Authority/Subversion (A/S);
Sanctity/Degradation (S/D); In-group Loyalty/Betrayal
(L/B); and Liberty/Oppression (L/O). TheseMFT domains
are composed of virtues, triggers, emotions, and cogni-
tion; with moral decisions consisting of both intuitive
and rational processes (Haidt, 2012; Haidt & Joseph,
2008). The MIME suggests moral judgment happens
through media activating and influencing the moral
domains salience (importance and hierarchy). Then in-
tuitive/automatic processing of the media takes place,
unless in conflict (e.g., moral violation or competing do-
mains), where reflective and deliberation processes are
activated to try and resolve the conflict, but this does
not necessarily lead to a change in decision (Tamborini,
2011, 2012). This model draws on the dual-process the-
ories; system 1, quick experiential, and system 2, slower
rational (Hartmann, 2011; Kahneman, 2011).

1.1. Rationale

Tamborini, Bowman, et al. (2016, p. 13) highlight that
research needs to develop a “dynamic understanding
of in-game decisions.” Hence, through synthesizing the
research on MFT, MIME, with the demands of video
games, creates much value for the research, helping to
understand the context and the theories that underpin
in-game moral decision-making. Thus, the contribution
of this research aims to explore aspects of the in-game
decision-making process within a purpose-made game.

Time is used frequently in gameplay, such as requir-
ing the player to respond with speed, as seen in fight-
ing/beat ‘em up games, and as a design feature, such

as timers and countdowns (Palmer, 2015; Swink, 2009).
Sensory input to muscle response takes around 240 mil-
liseconds (Swink, 2009). Moral intuitive decisions have
been suggested to take around 500–1500 milliseconds
(e.g., Tamborini, Lewis, et al., 2016), but there has been
little researchwhich has explored Response Time (RT) for
in-game moral decisions. Furthermore, considering the
dual-process theories (e.g., Hartmann, 2011), RT could
add valuable insight into the in-game decision-making
process. Therefore, questions still remain around the
players response times to in-game moral decisions:

RQ1: How long do in-game moral decisions take?

Moral positioning or alignment can represent in-game
behavior—how good, evil, or neutral the players have
chosen to be (Triberti, Villani, & Riva, 2015). Much
of the previous research has focused on post-game
effects including post-game moral behavior (American
Psychological Association, 2015; Gollwitzer & Melzer,
2012; Saleem, Anderson, & Barlett, 2015). Ellithorpe,
Cruz, Velez, Ewoldsen, and Bogert (2015) highlighted the
reciprocal relationship between in-game moral decision-
making and post-game behavior, through the process
of moral licensing, that is, the rationalisation of allow-
ing immoral behavior due to previous good behavior.
The results suggested that if participants perceived the
gameplay to be moral this predicted more anti-social
behavior post-game (Ellithorpe et al., 2015). Other re-
search has found previous gameplay experiences to be
related to in-game behavior/experience such as players
becoming morally disengaged in gameplay (Hartmann,
Krakowiak, & Tsay-Vogel, 2014; Hartmann & Vorderer,
2010; Lange, 2014). Joeckel et al. (2013) found enjoy-
ment was related to presence for both US and German
participants, and gaming experience for US participants.
However, it would have been interesting to know if pres-
ence and previous gaming experience related to in-game
moral decisions. Previous research has also shown some
overlap between in-game and real-life morality wherein
choices were suggested to mirror real-life morality and
a “strong moral presence” was found in video games
(Weaver & Lewis, 2012, p. 613). Hence, more research
is needed to understand what factors predict in-game
moral decision-making:

RQ2:Which factors of real-lifeMFT domains, previous
gameplay, in-game and post-game experiences, will
predict in-game moral alignment?

Real-life moral salience has been suggested to relate
to in-game choices, particularly, the C/H domain which
has been suggested to be intuitive (Joeckel et al.,
2012, 2013; Tamborini, Bowman, et al., 2016). Joeckel
et al. (2012, 2013) also suggested that non-salient do-
mains were related to amoral decision-making (without
morality which can have connotations of immorality).
Consequently, more research is needed to understand
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the connection between real-life moral salience and in-
game moral choices:

RQ3: How will real-life moral salience relate to in-
game moral choice and RT?

2. Method

2.1. Design

A mixed design quasi-experiment was used. The two de-
pendent variables were themoral decisions from each of
the 6 in-game MFT scenarios (see Appendix A):

1) The choices made (upholding/pro-social or
violating/anti-social, for each in-game MFT scenar-
ios). In-game moral alignment was calculated by sub-
tracting violating choice from the upholding choice.
A negative score equals more violating choices made
and a positive score equals more upholding choices
made.

2) RT was measured in milliseconds for each of the
6 MFT in-game decisions.

The predictor variables were divided into three groups
real-life morality, previous gameplay, in-game and post-
game questions (Appendix B).

2.2. Participants

115 undergraduate students took part and were re-
cruited through opportunity and volunteer sampling
(M age = 19.96; SD = 2.84). One participant with-
drew during gameplay and thirteen were excluded for
the following reasons: Moral Foundations Questionnaire
(MFQ) exclusion criteria (two questions to measure inat-
tention); leaving the room during the gameplay; and
technical problems with the purpose-made game. This
reduced the total to 101 participants. The majority re-
ported a white background (78%), with the gender of
the sample being 45% male. Ethical approval was ob-
tained from the University’s Research Ethics team, car-
ried out within accordance of the University’s Research
Ethics Code of Practice.

2.3. Materials

The materials listed below in order of completion in-
cluded the developed purpose-made game (Hodge et al.,
2018) and the measures used in the questionnaire. The
questionnaire was administered through an online sur-
vey tool, SurveyMonkey.

2.3.1. Pre-Game Questions

The MFQ32 (Graham, Haidt, & Nosek, 2008) created
scores for each of the MFT domains and were calcu-

lated from a 6-point scale: C/H 𝛼 = .69; F/C 𝛼 = .65;
L/B 𝛼 = .71; A/S 𝛼 = .74; S/D 𝛼 = .84 (Graham et al.,
2011); and L/O𝛼= .62 (Hodge, 2018; Appendix C). These
reliability alphas are only satisfactory/acceptable (Taber,
2018). It is acknowledged that the reliability scores have
an effect on analyzing the data; therefore, calculating
moral salience can support addressing this, as well as
understanding the hierarchical structure of the MFT do-
mains. Plus, moral salience has been suggested to under-
pin moral decision-making and was calculated by isolat-
ing both the highest and lowest scoring real-life MFQ do-
main(s) (Joeckel et al., 2012, 2013). Hence, categorical
dummy variables represented if the MFQ domain was
salient or non-salient (Yes/No) which was identified by
manually isolating participant’s highest and lowest scor-
ing domains.

Participants were asked questions about their previ-
ous gameplay (Appendix B), which included the follow-
ing questions: plays video games (Yes/No); if they would
describe themselves as a gamer (Yes/No); length of
time playing (0–52.50 hours); years playing games (0–26
years); number of genres played (0–19); experience and
ability (1 = Beginner/a little, to 7 = Expert/much).

2.3.2. Purpose-Made Game

Using the Unreal engine, the game was a 3D photo-
realistic first-person, role-playing game played on a PC.
Each of the MFT foundations were represented by previ-
ously tested scenarios, located in separate rooms within
the level (see Figure 1; Hodge et al., 2018). Once par-
ticipants had located the Non-Player Character (NPC),
the relevant MFT scenario was presented, then partici-
pants selected one of the two choices presented, either
uphold/pro-social choice or violated/anti-social choice.
For more information on the design of the purpose-
made game, see Appendix A, Hodge et al. (2018), and
Hodge (2018).

2.3.3. Post-Game Questions

Participants were asked to select a preferred moral align-
ment in their previous gameplay (Good/Bad/Neutral)
that were coded (Yes/No). Although a previous gameplay
question, to avoid bias, participants were asked this after
playing the purpose-made game.

Avatar attachment and empathy questions were
taken from the Temple Presence Inventory and rated
on the following scale: 1 = Not at all, to 7 = Very
much (𝛼. = 84; Lombard, Ditton, & Weinstein, 2007; see
Appendix B).

An adapted Game Engagement Questionnaire (GEQ),
which consists of 19 questions (𝛼 = .85) and rated on
the following scale: Yes = 2; Maybe = 1; and No = 0
(Brockmyer, et al., 2009), was used to measure the level
of engagement in the purpose-made game.

The Positive Affect (𝛼 = .88) and Negative Affect
(𝛼 = .85) Schedule (PANAS-X) each contained 10 items,
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Figure 1. The six in-game MFT scenarios. Note: Top left clockwise—L/O, C/H, A/S, S/D, L/B, and F/C.

with the sub-measure Guilt score obtained from 6 items
within the Negative Affect scale. The scale range in-
cluded: 1 = Very slightly, to 5 = Extremely (Watson &
Clark, 1999).

The Tangram help/hurt task was used to mea-
sure post-game pro-social and anti-social behavior.
Participants were led to believe they were assigning and
completing tangrams puzzles with a (fictitious) partici-
pant and if the other participant could complete 11 tan-
grams in 10 minutes, they won a prize. Participants se-
lected how easy or difficult they made the task. A help-
ing score was calculated from the number of easy puz-
zles greater than one, with the same process used for cal-
culating the hurting score for hard puzzles. A help/hurt
score (Tangram alignment) was calculated by subtracting
the helping from the hurting scores (Saleem et al., 2015).

2.4. Procedure

Minor deception was used as participants were told the
research involved decision-making, with the moral as-
pects of the research explained in the debrief. All data

was collected in the laboratory in one session. Once the
consent form had been signed the first questionnaire
commenced (see Section 2.3.1). Then the purpose-made
game was played in the lab. Once the game had finished
participants completed the second questionnaire (see
Section 2.3.3). Finally, the Tangram task was completed,
followed by a debrief.

3. Results

To explore howmoral decisions were made in a purpose-
made game, Table 1 shows that in-gamemoral alignment
was more pro-social and upholding (5 out of 6 domains)
with RT on average taking at least 4 seconds. L/B then
F/C had the longest RTs, which could be due to the lay-
out of the VE as these two scenarios were closest to the
beginning of the level.

The RT data had a positive skew, therefore a recip-
rocal transformation was applied to reduce the effect
of slow responses while keeping power in the data: in-
verting the data to the speed of the decision per mil-
lisecond (Whelan, 2008). In-game moral alignment was
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Table 1. Summary of descriptive statistics of the in-game moral decisions.

In-game decisions M SD t df p d

In game choice
Upheld MFT (Pro-social) 5.19 0.81
Violated MFT (Anti-social) 0.81 0.94
In-game moral alignment 4.38 1.87

RT (Seconds) by in-game MFT domain
L/B 6.61 3.13 −2.15 99 .034 −.43
F/C 5.60 2.50 1.41 99 .161 .28
C/H 4.09 2.65 −3.22 6.28 .017 −2.57
S/D 4.01 1.78 −2.56 99 .012 −.52
L/O 4.24 2.18 −3.60 99 .719 −.72
A/S 4.63 2.86 1.49 99 .140 .30
Total decision time 29.33 10.17
Total time in level 239.30 112.39

significantly correlated with total decision time r = .25
(p= .013), suggesting the quicker the decisions, themore
decisions which were upheld/pro-social. Independent
t-tests on the speed of decision and choice made sug-
gested that upholding/pro-social choices were signifi-
cantly faster than violating/anti-social choices for the do-
mains of: C/H with a large effect size; S/D with a medium
effect size; and L/B with a small effect size.

3.1. RQ1: How Long Do In-Game Moral Decisions Take?

A repeated measures ANOVA was conducted on speed
of decision with each of the in-game MFT domains.
Greenhouse-Geisser values are reported as Mauchly’s
test of sphericity was violated 𝜒2 (14) = 50.90 (p < .001).
Speed of decisions was significantly related to MFT do-
main F(4.15, 414.68) = 21.87 (p < .001) 𝜂2 = .18. Post
Hoc Bonferroni test suggests that the domain of in-game
L/B and F/C were significantly different (p = .015) and
slower than the other domains.

3.2. RQ2: Which Factors of Real-Life MFT Domains,
Previous Gameplay, In-Game, and Post-Game
Experiences, Will Predict In-Game Moral Alignment?

To explore what factors predicted moral alignment three
multiple linear regressions were carried out. Table 2
shows that participants on average have been playing
video games for around 7 years, with 6 types of genres
and 6 hours of gameplay a week. Over two thirds of par-
ticipants reported playing video games and a third identi-
fied as a gamer. Most of the participants wanted to help
in the Tangram task. Avatar attachment and empathy
were at the midpoint of the scale. Participants reported
more negative affect than positive affect, and feelings of
guilt were low.

To explore what factors predicted moral alignment,
Table 3 shows the only significant predictor for the first
regression was C/H, the model was not significant and
only explained around 5% of the variance. The results

of the second regression suggested the significant pre-
dictors were previous evil alignment and number of gen-
res played had negative relationships with moral align-
ment whereas ability had a positive relationship. The
third regression suggested empathywas a significant pre-
dictor with a positive relationship with in-game moral
alignment whereas engagement had a significant nega-
tive relationship.

3.3. RQ3: HowWill Real-Life Moral Salience Relate to
In-Game Moral Choice and RT?

To explore the role of real-lifemoral salience and in-game
decision-making, Table 4 shows the results of the partic-
ipant’s real-life moral salience listed in rank order. C/H
was the most salient, S/D was the lowest, and A/S re-
ceived the most violations. Chi-squared analysis on real-
life salience (low or high) and in-game choice (violate or
upheld) for eachMFT domain suggested none of the real-
life MFT domains were significantly associated with in-
gameMFT scenarios, with Cramer’s V ranging fromweak
(S/D) to strong (C/H). Independent t-tests on speed of
decision and real-life salience (Yes/No), suggested only
participants with a non-salient L/B foundation were sig-
nificantly slower than those who did not have L/B as a
non-salient foundation with a small effect size.

4. Discussion

The results suggested that in-game moral decisions took
between 4–6 seconds, were mostly pro-social (in-game
MFT domains upheld), with violations taking longer. The
following predictor variables were suggested to have
a significant relationship with in-game moral decisions:
MFQ C/H score, evil alignment, ability, number of genres
played, empathy, and engagement. Previous gameplay,
in-game and post-game regression models did predict in-
game moral decisions but not real-life morality. The MFT
domains that were upheld and salient were similar to
previous research (Joeckel et al., 2012, 2013; Tamborini,
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Table 2. Descriptive statistics of continuous and categorical predictor variables.

Variables M SD

Years playing 7.63 5.96
Number of genres played 6.04 5.00
Length of time 6.61 8.22
Gaming ability 3.40 1.79
Gaming experience 3.59 2.01
Tangram help score 4.74 3.03
Tangram harm score 1.32 1.82
Tangram alignment score 3.43 4.56
Avatar attachment 2.46 1.42
Empathy 3.30 1.60
Engagement (GEQ) 11.43 6.01
Positive affect score 14.51 4.56
Negative affect score 21.07 7.39
Guilt score 9.97 4.77

Yes No
Gaming status 79 22
Gamer 34 67
Previous gameplay alignment: Good 57 44
Previous gameplay alignment: Neutral 26 75
Previous gameplay alignment: Evil 18 83

Table 3. The three multiple linear regression models with in-game moral alignment.

Regression n models R2 ΔR2 p Constant/ significant predictors B SE B β p

1) Real-life morality MFQ 0.11 0.05 .090 Constant 2.00 1.24
C/H 0.82 0.31 0.32 .010
F/C −0.28 0.38 −0.10 .458
L/B 0.03 0.35 0.01 .935
A/S 0.30 0.33 0.12 .373
S/D 0.08 0.29 0.04 .778
L/O -0.20 0.27 −0.08 .461

2) Previous gameplay 0.37 0.30 < .001 Constant 6.81 1.76
Number of genres played −0.20 0.06 −0.53 .001
Ability 0.48 0.23 0.46 .042
Gaming status 0.78 0.50 0.17 .124
Years playing 0.03 0.04 0.08 .538
Gamer −0.14 0.54 −0.04 .797
Length of time −0.01 0.03 −0.04 .771
Experience −0.16 0.25 −0.18 .507
Previous neutral alignment −0.66 0.39 −0.15 .090
Previous evil alignment −1.98 0.48 −0.41 <.001

3) In-game and post-game 0.18 0.12 .008 Constant 3.70 0.79
measures Positive affect 0.04 0.09 0.09 .701

Negative affect 0.00 0.03 0.01 .923
Guilt scale 0.02 0.09 0.04 .866
Engagement (GEQ) −0.08 0.04 −0.24 .035
Tangram 0.08 0.04 0.18 .061
Avatar attachment −0.26 0.15 −0.20 .072
Empathy 0.36 0.13 0.31 .008
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Table 4.MFT salience with in-game moral choice and RTs.

Percentage Percentage of in-game
MFT domain Salience of salience MFT upheld χ2 (1) p V t(99) p d

C/H Highest 51.5 96.0 4.42 .052 .21 −0.59 .558 −.12
F/C High 32.7 98.0 0.99 .451 .10 0.81 .423 .16
L/O High 24.8 96.0 1.43 .255 .12 0.08 .938 .02
A/S Low 21.8 67.3 2.09 .118 .14 0.54 .589 .12
L/B Low 29.7 69.3 0.14 .440 .19 2.14 .035 .43
S/D Lowest 58.4 91.1 3.78 .051 .04 −0.85 .400 −.17

Bowman, et al., 2016). Tamborini, Bowman, et al. (2016)
suggested differences in MFT domains could be due to
how they are processed/accessed. Interestingly, C/H and
S/D were the quickest domains and at the extreme ends
of salience, therefore, this could suggest that the highest
and lowest salient domains are processed differently.

The results suggested participants preferred to be
helpful both in-game and post-game, which could sug-
gest similarities and/or reciprocal relationship between
in-game and post-game behavior (e.g., Ellithorpe et al.,
2015). Alternatively, as negative affect was higher than
positive affect, this could have led to compensation by
being helpful post-game (e.g., Ellithorpe et al., 2015;
Gollwitzer & Melzer, 2012). Furthermore, empathy sig-
nificantly predicted more pro-social choices and posi-
tive in-game alignment. Therefore, empathy could have
a specific role in gameplay, which has been found previ-
ously (Grizzard, Tamborini, Lewis,Wang, & Prabhu, 2014;
Grizzard, Tamborini, Sherry, & Weber, 2017). This could
suggest the game was emotionally demanding, how-
ever, scores on other emotional measures, such as the
PANAS, were low. Furthermore, if decisions were being
rationalized (as reflected in the time taken), it was un-
likely that system 1 was being used, which is more con-
nected to emotional processes, and hence the purpose-
made game was unlikely to be emotionally demanding
(Hartmann, 2011; Kahneman, 2011). In contrast to em-
pathy, game engagement had a significant negative rela-
tionship with pro-social choices and in-game alignment.
This might suggest a trade-off is made between invest-
ment in the game and empathy e.g., empathy vs evil
alignment (Triberti et al., 2015). Furthermore, this re-
lates to the choice of the gut or the game, suggested
by Joeckel et al. (2012, 2013), if participants chose em-
pathy/gut they would uphold moral choices, whereas if
they chose engagement in the game, they would make
more violating choices. This trade-off could be explained
by the demands of video games, as it demonstrates po-
tential processes and interaction between player and
game: i.e., which demand determines how the trade-off
is managed/decided and which demands get overridden.

Since the data suggested that overall real-life moral-
ity did not predict in-game decision-making, it could
indicate that participants were playing to their own
preference and/or strategy. This is supported by previ-
ous research that found players have a preference for

moral decisions, which tend to be pro-social (Lange,
2014; Triberti et al., 2015) and use strategies (Schell,
2014; Sicart, 2010). This could also be represented in
the results of previous gameplay, explaining the most
variance with evil alignment and ability being signifi-
cant predictors and suggest previous preferences and
strategies. Another possibility is that strategies are re-
lated to cognitive demands. Further support could be
suggested from the RTs where participants could have
been deliberating on these decisions and using system 2
(Hartmann, 2011; Kahneman, 2011; Tamborini, 2011).
If system 2 was engaged this could have overridden
emotional demands potentially for cognitive demands.
Furthermore, these strategies may override/outweigh
morality and could relate to moral disengagement and
management in gameplay (Hartmann & Vorderer, 2010;
Klimmt, Schmid, Nosper, Hartmann, & Vorderer, 2006).
Another explanation is that the decisions in the purpose-
made game were being rationalized and perceived as
amoral: where participants (consciously or not) did not
engage morality. One reason could be that participants
were trying to understand new experiences/learn from
the game; which could be reflected in L/B reporting the
longest RTs as this was likely to be the first decisionmade.

Cognitive demands, such as skill, have been previ-
ously found to overlap with behavioral demands, such as
performance in the game (Bowman, Weber, Tamborini,
& Sherry, 2013) and likewise moral agency requires
both moral judgment (cognitive) and action (behavior;
Bandura, 2002). Eden et al. (2018) highlight the role of so-
cial aspects in behavioral affordances. Therefore, the role
of empathy and interacting with NPCs in the purpose-
made game could suggest social demands. Conversely,
it is important to note that avatar attachment was low
which could have influenced the social interactions and
suggested a low social demand (Banks & Bowman, 2016).

One of the limitations of this study is that it took
place in a laboratory and could be different from partic-
ipants’ normal video game experience. This could have
also led to social desirability from participants playing
the game to meet perceived expectations, rather than
how they might normally play games. Additionally, par-
ticipants could have picked an option based onwhat they
might have found to be entertaining/fun. Also, themajor-
ity of participants selected pro-social/upholding choice,
therefore, anti-social/violating choices were underrepre-
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sented. Due to time restrictions only NPCs that were re-
quired for interactions were included; addingmore NPCs
can enhance the realism, interactivity, and create a bus-
ier VE (Warpefelt & Verhagen, 2016). Also, participants
may have not benefited from making fast decisions, as
the game did not specifically facilitate quick responses,
which could have influenced the speed of decisions. It is
also acknowledged there are limitations within the MFT
theory such as modularity of the foundations (Suhler &
Churchland, 2011) and the participant sample only con-
sisting of university students. The results ofMFT salience
had limitations from how it was calculated, in that the
salient domains may not be significantly different from
the next highest and lowest domains.

Many of the inconsistencies with previous research
could be due to the complex nature of morality contain-
ing different components, therefore, highlighting the im-
portance of understanding and mapping the demands
of video games, for both commercial and purpose-made
games. Tamborini, Bowman, et al. (2016) found that
MFT domains influence in-game decisions; however,
this influence is affected by the game design. Future
research could explore in-game intuitive versus delib-
erative reasoning, and measure the demands of the
purpose-made game to support understanding in-game
experiences/decision-making.

5. Conclusions

Exploring in-game RTs and moral alignment in a purpose-
made game with the demands of video games demon-
strates the complex nature of in-game moral decision-
making. The results suggested in-game decisions were
mostly pro-social and took between 4–6 seconds, with
previous gameplay, in-game, and post-game experiences
predicting moral alignment. Overall, real-life morality
and salience was not related to in-game decision-making
in this study; rather in-game decisions seemed to be
more rational and cognitively demanding and thus, not
driven by intuitions.
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Appendix

1. Appendix A: The Purpose-Made Game and the Six MFT In-Game Scenarios

1.1. Game Synopsis

The purpose-made game was designed to reduce and remove biases, as such the game does not have a strong focus
on narrative. The environment and NPCs were designed and made to look as realistic as possible. Due to the large size of
the purpose-made game files there is a dedicated computer lab to run these types of experiments. At the beginning of
the game participants were given instructions on how to play the game, including that they will be making decisions in the
game. There was also a short tutorial at the beginning to demonstrate the only options that participants will be presented
within the game. The keyboard controlled the movements of the participants in-game avatar’s body (only avatar’s hands
seen by participants) and to interact with NPCs. The mouse controlled where the avatar’s head was looking. Left and right
buttons on the mouse were how participants made the in-game choice and corresponded to the in-game presentation of
the choices.

Each scenario was in the form of short vignettes. The text in italics was presented to participants in the game; the
in-game vignette followed by the two options for each MFT domain. The descriptions that were used for validating the
vignette have also been included to add context, since this would have been seen in the gameplay.

1.1.1. Scenario Care/Harm

Description: You see a person is injured and holding their abdomen, crying while they are slumped on the ground.

In-Game vignette: [Sobbing] Ouch, ouch I am injured; these heavy books fell on me, ouch.

Pro-social choice—Upholds MFT: Help the injured person, pick up books and help them up.

Anti-social choice—Violates MFT: Hurt the injured person more, drop more books on them.

1.1.2. Scenario Fairness/Cheating

Description: You see a person is struggling to share out coins equally (with another), because some are damaged, smaller,
and worthless.

In-Game vignette: [Sighs] These coins are difficult to share out equally, some are damaged and worthless.

Pro-social choice—Upholds MFT: Help restore the coins’ value and divide them equally.

Anti-social choice—Violates MFT: Damage more coins and divide the coins unequally.

1.1.3. Scenario Loyalty/Betrayal

Description: You see a person is giving others each a chest containing a written private promise, and all swear to secrecy.

In-Game vignette: [Whispers] In these chests is a private promise, all agreed to swear to secrecy.

Pro-social choice—Upholds MFT: Put locks on the chests and protect the promise.

Anti-social choice—Violates MFT: Destroy the chests, open and display the promise.

1.1.4. Scenario Authority/Subversion

Description: You see a General is holding a pair of boots which are scuffed and orders them to be sorted out.

In-Game vignette: [Commands] You! This scuffed pair of boots on the windowsill, sort them out!

Pro-social choice—Upholds MFT:Mend and polish the boots, to sort them out.

Anti-social choice—Violates MFT: Damage the boots more, not sorting them out.

1.1.5. Scenario Sanctity/Degradation

Description: You see a person is trying to maintain the waste system that contains sewage, which is leaking out.

In-Game vignette: [Sighs] This waste system needs to be maintained and is leaking sewage.
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Pro-social choice—Upholds MFT: Fix and strengthen the waste system and cleanse the area.

Anti-social choice—Violates MFT: Destroy and damage the waste system causing more leakage.

1.1.6. Scenario Liberty/Oppression

Description: You see a person is trying to construct and open a stage to allow for people’s free expression.

In-Game vignette: [Sighs] This stage is difficult to construct and open for people’s free expression.

Pro-social choice—Upholds MFT: Help create the stage to allow for free expression.

Anti-social choice—Violates MFT: Destroy the stage to control and stop free expression.

2. Appendix B: Predictor Variables

Table 5. Individual predictor variables for the three regression models.

Regression model Predictor variables Response/range N

Real-life morality MFQ32 scores:
— Care/Harm (C/H) 0–5 101
— Fairness/Cheating (F/C) 0–5 101
— Authority/Subversion (A/S) 0–5 101
— Sanctity/Degradation (S/D) 0–5 101
— (In-group) Loyalty/ Betrayal (L/B) 0–5 101
— Liberty/Oppression (L/O) scores 0–5 101

Previous video Plays video games Yes/No 101
game play Would describe themselves as a gamer Yes/No 101

Previous good alignment Yes/No 101
Previous bad alignment* Yes/No 101
Previous neutral alignment Yes/No 101
Length of time 0–52.50 hours 101
Years playing 0–26 years 100
Number of genres played* 0–19 101
Experience 0–7 101
Ability* 0–7 101

Post-game questions Empathy* (2 item): 0–7 101
1. How much did you empathize with the characters in the game?
2. How connected did you feel with the other characters in the game?
Avatar Attachment (3 item): 0–7 101
1. How much did you identify with your avatar?
2. How attached did you feel with your avatar?
3. Did you feel that avatar was you?
Tangrams help/hurt task −9–9 101
Engagement (GEQ)* 0–32 101
PANAS-X 10–50 101
— Guilt score 6–30 101

Notes: Forced entrymethodwas used on all three regressions as no hierarchywas applied to the input of variables. * denotes a significant
predictor.

3. Appendix C: Liberty/Oppression Scale

The Liberty/Oppression scale items followed the same format as the rest of the MFQ (Graham, Haidt, & Nosek, 2008)

3.1. Part 1—Moral Relevance

Whether or not someone was controlled by another person.

Whether or not someone was restricted by their government.
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Whether or not someone was free to choose how to live their life.

3.2. Part 2—Moral Judgment

People should not be oppressed by their government.

People should not be forbidden to make their own decisions.

People have the right to disagree with those in power.

Although the Cronbach’s Alpha was satisfactory/acceptable (𝛼= .62) and similar to the otherMFQ domains (Graham et al.,
2008; Taber, 2018). It is acknowledged this is a new scale and has not had the level of testing and validation of the other
MFT domains. For more information on the development of the scale see Hodge (2018).
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1. Introduction

Gaming, at least the desirable kind, binds our attention:
We call it immersive, absorbing, engaging, or involving
(Cairns, Cox, & Nordin, 2014; Calleja, 2011). But how do
games accomplish that? And why, in the age of the at-
tention economy, do we so gladly part with this ever-
scarcer resource?

Following flow theory, humans enjoy “order in con-
sciousness” (Csikszentmihalyi, 1990, p. 39), yet con-
sciousness naturally drifts toward disorder: Unmet de-
sires, worries, aversions, and self-consciousness split
and divert our attention (Csikszentmihalyi, 1990, p. 37).
Hence, we seek out gaming and other “flow activities”
because their “clearly structured demands…impose or-
der” (Csikszentmihalyi, 1990, p. 58) and ensure that “at-
tention is completely absorbed” (p. 53). Mood manage-
ment theory similarly argues that people improve their
mood by selecting media with a high intervention poten-
tial, the ability to absorb attention such that none is left
to ruminate on negative thoughts (Reinecke, 2016)—and

games have been found to provide just that (Bowman &
Tamborini, 2015).

1.1. The Demands of Games and Challenging Media

Past applications of flow and mood management the-
ory to games have focused cognitive and physical de-
mands on attention (Sweetser & Wyeth, 2005), like solv-
ing puzzles or fast hand-eye coordination in jump-and-
run games. Bowman’s (2018a) recent “interactivity-as-
demand” perspective suggests to extend this towards a
more general theory. Games and interactivemedia, he ar-
gues, put cognitive and physical, but also emotional and
social demands on users, which mediate their various ex-
periential effects, not just attentive binding. This demand
perspective is currently drawing academic attention, ev-
ident in a topical edited book (Bowman, 2018b) and the
present thematic issue. It strongly overlaps with recent
attempts to re-conceptualize challenge in games and me-
dia. Cole, Cairns, and Gillies (2015) for instance identi-
fied distinct functional versus emotional challenges in
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games,whichmaponto cognitive and emotional demand.
Denisova, Guckelsberger, and Zendle (2017) distinguish
cognitive, physical, and emotional game challenge, which
map one-to-one to cognitive, emotional, and physical de-
mands. Relatedly, eudaimonic media research suggests
that audiences actively seek out “challenging media”
for meaning and personal growth (Bartsch & Hartmann,
2017). Here, challenge is conceptualized as “the extent to
which users perceive they need to apply self-regulatory
resources to control both cognitive and affective pro-
cesses while processing media content” (Eden, Johnson,
& Hartmann, 2018, p. 355).

1.2. Social Demands: From Separable Stimuli to the
Constitutive Sociality of Gaming

Arguably the most novel demand dimension proposed
by Bowman (2018a) are social demands, “the extent to
which a system triggers an implicit or explicit response in
theuser to thepresenceof other social actors.”Under this
heading, he comprises phenomena like social facilitation,
presence, relatedness need satisfaction, but also self-
presentation and social norms and pressures. Bowman,
Wasserman, and Banks (2018) subsequently developed
and validated a video game demand scale, finding a dis-
crete social demand factor comprising six items,which sig-
nificantly correlated with relatedness need satisfaction.
In the same volume, Peña (2018) presented a framework
factoring out different social demands as “any compo-
nent of the communicative process…that has an impact
on the quantity andquality of the social ties of players and
game audiences.” In parallel, Bopp, Opwis, and Mekler
(2018) identified “social challenges” as a subset of ‘con-
ventional’ and emotional challenge in gameplay, compris-
ing social conditions that produce a challenge (e.g., oth-
ers ganging up or difficult team communication), manag-
ing other players’ emotion, and genuine social emotions,
chiefly pride in oneself and anger at others.

Useful as these accounts are, they present more of
a first descriptive classification of related phenomena
than theoretical models identifying distinct mechanisms
that link these phenomena together: The ‘social’ of so-
cial demands variously refers to social antecedents (me-
diated or cued presence of other social actors in Bowman
[2018a], Bowman et al. [2018]; social conditions in Bopp
et al. [2018]) and social consequences (social ties in
Peña [2018]; social emotions in Bopp et al. [2018]; social
gratifications and need satisfaction in Bowman [2018a]).
In addition, Peña (2018) and to some extent Bowman
(2018a) present social demands as analytically separa-
ble from other forms of demand (e.g., Bowman [2018a,
p. 15], “it is plausible that social demands can represent
their ownunique source”). In this, theirmetaphorical use
of the word “demand” strangely elides its literal mean-
ing: “An act of demanding or asking by virtue of right or
authority” (Demand, n.d.). A demand is a communicative
action drawing on a social norm to compel another per-
son to act in a certain way.

Against this stand ethological, anthropological, soci-
ological, and developmental play research (Burghardt,
2005; Henricks, 2015; Pellegrini, 2009) and socio-
material accounts of video gaming (Stenros, 2015; Taylor,
2009) which argue that (video) gaming is always already
social. ‘Gaming’ and ‘games’ are social categories consti-
tuted by shared meanings and actions, just like ‘money’
or ‘marriage.’ We need to be actively socialized into per-
ceiving and realizing the affordances of game hardware
and software (Hung, 2011). Andwhat we do and feel dur-
ing gaming is subject to a rich tapestry of specific norms.
Playing any game requires us to enact these social or-
ders, where ‘gaming’ or ‘Pong’ is a thing, where crossing
this pixel line with that pixel dot is counted as ‘scoring a
point,’ andwhere doing so is an appropriate reason to be
cheerful (Sniderman, 1999). In other words, whatever a
game object ‘demands’ of a player, the object and its de-
mands are always alreadymade out ofmatter asmuch as
social norms, practices, and understandings, whose on-
going reproduction is mutually expected and sanctioned
by the members of our society.

Is there a way to reconcile a demand perspective with
this constitutive sociality of gaming? This article proposes
that sociologist ErvingGoffman’smodel of interaction ten-
sion provides just such a coherent theory of how consti-
tutive social demands impact player experience. In brief,
Goffman (1961) argues that when interacting with others,
states of enjoyment, boredom, or (un)self-consciousness
arise not just from the activity itself, but from the relative
alignment of spontaneous and normatively demanded at-
tentive and emotional involvement. In demand perspec-
tive terms, the social demands of games can be conceptu-
alized as the social norms of ‘proper’ attentive-emotional
involvement in gaming, with ‘norm-fitting’ as a social-
psychological mediator of player experience.

To illustrate the applicability of interaction tension to
video gaming, after introducing the model, we here re-
port a re-analysis of qualitative interviews with German
adult players around social norms for attentive and emo-
tional involvement in video gaming. Our data broadly cor-
roborates but also qualifies Goffman’s model in that mis-
aligned spontaneous and demanded involvement is ex-
perientially characterized by effortful self-control more
than boredom and self-consciousness, and that it can
also be experienced during solitary gaming. We discuss
wider ramifications for the demand perspective on video
gaming as well as flow and mood management theory:
Broadening the focus from game stimuli to social dy-
namics and contexts, including self-control as an impor-
tant mediating process, and working out how social de-
mands systemically structure the attention and emotion
demands of game play.

2. Theory: Interaction Tension

Goffman’s (1983) work centers on the interaction order,
the specific social ordering that obtains when two or
more people can immediately perceive and respond to
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each other’s actions. Such response-present interaction
uniquely affords joint attention, which enables the sym-
bolic and finely coordinated action essential to human
culture (Seeman, 2011).

To guide action and sense-making in response-
present interaction, social groups develop a shared reper-
toire of frames, reoccurring types of situations such as
‘going to the doctor’ or ‘lecture’ (Goffman, 1986). Every
frame entails roles that can (and have to) be taken on by
actors and define what conduct is expected and appro-
priate for each role-taker. During socialization, children
not only internalize frames and roles, but also become
aware of and construct their self from others’ responses,
become emotionally invested in this self, and adopt the
values of their group regarding desirable self traits: They
learn to care about face, “an image of self delineated
in terms of approved social attributes” (Goffman, 1967,
p. 5). Social emotions like pride or embarrassment are
the affective dimension of assessing how relevant others
assess our self (Scheff, 2000; Turner & Stets, 2006). They
motivate us to act properly in response-present interac-
tion, to fulfil role expectations, present a desirable self,
show due regard to the other’s self, and keep interaction
flowing smoothly (Goffman, 1967, pp. 5–112).

By its nature, working response-present interaction
requires mutual involvement. Goffman (1963, p. 36) de-
fines involvement as “cognitive and affective engross-
ment” in an activity. As social animals, we have a natu-
ral propensity to get unselfconsciously involved in joint
attentional foci. Such joint involvement mutually signals
that the focal activity is worth and appropriate to un-
selfconsciously attend to (Goffman, 1967, pp. 113–167).
Strong joint involvement fuels social cohesion and mo-
bilization (Goffman, 1967, p. 113), as seen in e.g., rav-
ing sports fans watching a match together (Hatfield,
Cacioppo, & Rapson, 1994; von Scheve & Salmela, 2014).
Conversely, without joint involvement, response-present
interaction quickly breaks down.

Therefore, as part of frames, social groups develop
norms around “the structure of involvement in the sit-
uation” (Goffman, 1963, p. 193), who may legitimately
open, join, leave, or close what kind of joint focal activity,
and how deeply involved one may and ought to become
in it. For most situations, the “expression of a particu-
lar allocation [of involvement] is obligatory” (Goffman,
1963, p. 37). Even worse, there is an “obligation of spon-
taneous involvement” (Goffman, 1967, p. 115). Take a
party conversation: Not only are we expected to visi-
bly attend and emotionally respond to the other—we
also need to pull this off without it appearing bela-
bored. Outwardly spontaneous involvement in conver-
sation shows proper regard to the conversation partner,
the norms of conversation, and maintains our face as a
skilled conversationalist (Goffman, 1967, p. 114). Every
type of situation asks for striking a different involvement
depth: neither too distanced, nor too engrossed. Adults
in particular are “obliged to express a margin of disin-
volvement” (Goffman, 1967, p. 122).

And this leads us to interaction tension (Goffman,
1953, pp. 243–257, 1961, pp. 41–45). Whenever we in-
teract with others, our spontaneous involvement aligns
more or less well with the situation’s normative expec-
tations. If people’s spontaneous involvement aligns with
norms, people can allow themselves to stop reflexively
monitoring and controlling their involvement (Goffman,
1986, p. 378). The resultant positive experience is “eu-
phoric ease” (Goffman, 1961, p. 42). However, the sad
normal state of affairs is “dysphoric tension,” “some dis-
crepancy between obligatory involvements and spon-
taneous ones” (Goffman, 1961, p. 44). This leads par-
ticipants to experience “alienation from interaction”
(Goffman, 1967, p. 113): They feel bored, awkward, un-
easy. They have to effortfully fabricate an involvement
display that fits the situation against their inclinations,
and they are likely to become self-conscious about this
fabricated face, the thoughts and feelings of the other
participants, and whether the situation is ‘working.’ This
alienation is just as contagious as engrossment (Goffman,
1967, pp. 125–129).

Now just like flow theory suggests that the structure
of gaming activity affords flow, Goffman (1961, p. 43) ar-
gues that in gaming, “euphoric interaction is relatively of-
ten achieved: gaming is often fun.” This is because games
are purpose-designed to spontaneously excite and bind
deep joint involvement, and the situational norms of
gaming allow and demand just such deep joint involve-
ment. As a result, the existence of involvement norms
disappears from participants’ awareness. The paradox of
gameplay is that it is “shared, obligatory, spontaneous in-
volvement” (Goffman, 1961, p. 43).

In summary, Goffman provides an integrated model
of the social-psychological dynamics of social norms, at-
tention, and emotion in gameplay: When co-present
participants’ involvement is spontaneously excited and
bound by the situation’s sanctioned focal activity, they
reproduce and amplify each other’s involvement and
experience positive unselfconscious ease. When their
spontaneous involvement mismatches situational obli-
gations, they experience dysphoric tension and become
alienated from interaction (drifting with their atten-
tion, bored, self-conscious), which is likewise contagious,
while participants try to overtly display spontaneous in-
volvement in the legitimate focal activity.

3. Method

Clear as this model may be, it was developed from field
observations of mid-20th century Shetland Island com-
munities and US casinos. To explore its fit with contem-
porary video gaming, we conducted a focal re-analysis of
a larger data set of interviews with German adult video
game players on the social norms of gaming (reported in
Deterding, 2014).

Following Maxwell (2004), the original study devel-
oped an initial conceptual framework to structure data
collection and analysis. Specifically, it started from key
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dimensions of situational norms as theorized in frame
analysis (Goffman, 1986): settings, objects, roles, inter-
nal organization, metacommunication, attention, emo-
tion, rules for action and communication, and situational
boundaries. Because social norms are typically taken-for-
granted and therefore hard to elicit, the original study
used semi-structured episodic interviews (Flick, 1997)
to elicit a broad range of ‘critical incidents’ where par-
ticipants remembered a norm violation, which typically
makes norms consciously available. We then probed par-
ticipants to expand on the violated norm. Second, in-
spired by the grounded theory principle of constant com-
parison (Corbin & Strauss, 2008), the study intentionally
recruited participants who engaged in both ‘canonical’
leisurely gameplay and ‘atypical’ gameplay-as-work per-
formed by game journalists, game designers, game re-
searchers, and esports athletes. Participants were asked
to recall ‘typical’ kinds of leisurely gameplay situations
they engage in, to then compare these to the coun-
terpart in non-leisurely work-as-play, thus foreground-
ing norm differences. To ensure all our concepts were
grounded in data, the study followed the grounded the-
ory principles of constant comparison and theoretical
sampling (Corbin & Strauss, 2008): It gathered and coded
data in parallel, comparing each new datum against exist-
ing concepts, revising, dropping, or adding concepts as
required by the data, adapting interview script and par-
ticipants based on emerging questions until we reached
theoretical saturation.

All interviews were conducted in German with adult
nativeGerman-speaking participants acrossGermany be-
tweenMarch 2011 andMay 2012. Participants were pur-
posely sampled for diverse backgrounds in age, gender,
experience across game genres, devices, and social con-
textures. We conducted 19 interviews (about 1,900 min-
utes total recordings) until we reached saturation, in
line with prior findings (Guest, Bunce, & Johnson, 2006).
We transcribed recordings together with field notes and
coded them using the qualitative data analysis software
MAXQDA. This produced 3,241 coded segments across
181 initial codes, which resulted in 24 focused codes,
6 axial categories and the central theme of “gaming
modes.” This theme captured that we found no single
uniform set of norms for video gaming, but rather five
different sub-types of leisurely gaming and four differ-
ent sub-types of gaming-as-work, each with their own
internally coherent set of norms that would support the
sub-type’s purpose. E.g., we found a socializing gaming
mode whose norms where structured around experienc-
ing social connection, or a competitive mode around
achievement display before others, or an esports train-
ing mode structured around improving skill. As will be-
come apparent, involvement norms similarly varied with
gaming modes.

For the present article, we re-analyzed the data set
described above. Since Goffman (1961) identified in-
volvement as emotional and attentive engagement re-
sulting in unselfconscious engrossment, we started re-

analysis from 447 passages coded for ‘emotion norms,’
‘attention norms,’ and ‘tension/flow.’ ‘Attention norms’
and ‘emotion norms’ were predefined focused codes
that structured data generation, collection, and analy-
sis, and proved analytically distinct throughout the iter-
ative collection-coding-analysis process. The code ‘ten-
sion/flow’ emerged from the data as ‘experiences of self-
control and self-awareness,’ which we only later, dur-
ing write-up, formally connected to Goffman’s terms be-
cause of their mutual fit, inviting additional coding cycles
sensitized by the interaction tension model. As such, the
present study constitutes an instance of “double-fitting”
(Baldamus, 1972) between empirical material analysis
and conceptual framework, in which iteratively switch-
ing between the two mutually refines and differentiates
each one—a qualitative analysis approach characteristic
for Goffman’s own work (Williams, 1988).

Interview transcripts and field notes in the German
original as well as the code tree of the present study are
available at https://osf.io/3w4js. All data quoted below
is translated from the German original.

4. Results

4.1. Involvement Norms

4.1.1. Mandatory Spontaneous Involvement

Congruent with Goffman, we found a rich landscape of
norms regulating video gaming involvement. Maybe the
most basic norm of leisurely gaming voiced by partici-
pants is that one ought to spontaneously want to play:

Interviewer: Is there something you shouldn’t do dur-
ing playing?

P1: I don’t know, if you want to do something else,
then you should do something else. And if youwant to
play video games, then you should play a video game.

Enjoyment was seen as the legitimate official purpose of
leisurely gaming. While this was voiced as a mere expec-
tation in single-player gaming, it turns into a positive nor-
mative demand inmulti-player gaming, as satisfying gam-
ing was seen to depend on the others mustering some
minimum visible involvement: “People of course also
have to be there with a minimum stake, in wanting and
tactics…because otherwise the game collapses’’ (P3).

4.1.2. Social Interaction of Involvement

Four ways personal involvement affected the involve-
ment of others emerged. First, distracted players tend
to break the flow of gameplay and create boring pauses
bymissing their turn. Second, their inattentiveness leads
them to play sub-optimally, making either for a poor
teammate or boring opponent, as the following passage
nicely illustrates:
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P7: We played soccer, so we played Pro Evolution
Soccer 2012, with several friends, online, against each
other. So we were a two-player team in our living
room, and in Vienna friends of us were sitting, and
we played against them. And the one did indeed look
on hismobile phone from time to time, and then I told
him: ‘Hey, let that be! I don’twant to lose here, against
them.’ You’re quite captivated there, and—it was sim-
ilar when I once, with my friends, every two weeks
we play, we make a gaming night and play Golf to-
gether, Tiger Woods. And it’s annoying when people
don’t press ‘continue.’ That is, when they, like, talk
with each other or want to go have a smoke or some-
thing like that, so that’s, that impedes the game flow,
simply because you don’t get further.

Participants reported social contagion as a third way oth-
ers’ involvement affected their own. As one put it, in
solitary StarCraft play, they would just ‘breathe off’ ex-
citation, whereas in playing seated together with a team-
mate, expressing shared emotion would intensify it:

P10: When I play StarCraft alone at home and win,
then I also say ‘Puh’ [exhales]. But that way [playing
with their friend], you also work each other up a little.
That is because you, like, communicate so much with
each other and…also curse verbally somehow about
the enemy…and then after a, after a win, then you
alsomake a high five. So there the experience is some-
thing totally different.

Others’ verbal or bodily display of emotional involve-
ment amplifies and validates one’s own. Says an esports
athlete:

P15: Especially when you play on LAN…you rejoice
more, because you see your teammates, you can,
when he [got] something important, you can shake
him and say, like, ‘Great, man!’ But it’s just like that
when you see your team lose….Then all five [of the
team] sometimes sit like [makes depressed face] and
are just upset. And yes, the emotions are a bit higher.

Conversely, displaying continuous negative affect was
seen to ‘infect’ others’ mood. Asked whether they re-
membered an “inappropriate” way of playing, P2 named
“people who are simply in the mood for nothing. Who
document that [laughs] then, from ‘Ahhh, that’s stupid’
or, when it’s their turn, somehow are frustrated the
whole time.”

Fourth and finally, participants in a known or visibly
badmoodmade co-present others conscious about their
lacking enjoyment, which led co-present others to inhibit
their usual behavior. As P15 explains, “when a player
from my team…had just broken up with his girlfriend,
then [he is] a little down….When you notice that, [you]
shouldn’t taunt him on top of that.”

4.1.3. Involvement Display

As individual involvement depends on that of the oth-
ers, participants voiced a normative expectation to not
just experience but also display fitting involvement: “One
should show fun. So if you don’t connect to the game and
don’t enjoy it, one should still somehow show that it was
a nice situation to interact with friends” (P9).

These required displays were especially pronounced
around wins and losses:

P2: Yes, so in a group game, in a group game it is ex-
pected that you show elation when you have achieved
something, somehow….You should certainly also be ap-
propriately frustrated when something doesn’t work,
and not say: ‘Ahh, who cares.’ And then…in group situ-
ations like with the Kinect, there it’s certainly also the
case that you should appropriately be happy for some-
body else, if somebody made a new high score, be-
cause that’s certainly socially, like, desired.

Besides ‘working up’ appropriate involvement, partici-
pants also reported actively inhibiting felt emotions in or-
der to save face in the situation. As P5 noted on playing
multiplayer online shooters:

P5: So when I’m continually killed by the same
player, then you effectively develop such a kind of ha-
tred…that’s effectively also an admission that you are
inferior [pause]. But that I wouldn’t say [openly].

Interviewer: What kind of reaction do you show
instead?

P5: Nothing….There I completely contain myself.
Because that, that is, as I said, such a matter of honor.

That said, the social norms of leisurely gaming typically al-
low formore intense emotion expressions than everyday
conversation, because the gaming frame earmarks them
as ‘non-serious,’ not targeted at the actual biographical
person of the other. Says one participant:

P4: Anger, aggression, when you’re playing video
games together…those are all things accompanying
gameplay, that are often also playful….Nothing that
is wrong or so.

Interviewer: [D]o you remember a situation where
someone took that the wrong way?

P4: No, no, no. That’s with the people with whom I’ve
played up to now, so that they [pause] take that in
a way that shows me [that] they see that similarly.
Evaluate that in the same way, are apparently [pause]
socialized similarly, know that that’s part of gaming
and not meant in a malign manner, is even part of
the whole.
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In sum, participants described striking a precarious bal-
ance of disinvolved involvement—trying to win but
not ‘too much,’ visibly celebrating wins and bemoaning
losses, and yet not ‘really’ minding either. To fail at this
balance is to count as a “sore winner” or “sore loser.”
Either of which is problematic because it again spoils the
others’ involvement, as this participant explains:

P17: No, you are a sore loser if you, if you burden the
others with your own frustration. That means, when
you vent your anger…and you’re in a sour mood and
that becomes a burden for the others….I mean, that
you get angry when you lose, that’s alright. That’s nor-
mal….But when you then become annoying for the
others…then, then I find that a sore loser.

4.2. Attention Norms

4.2.1. Attentive Access

Fromhis field studies of casino gambling, Goffman (1986,
pp. 133–136) noted that players and bystanders are ex-
pected to limit their attentive access to certain legitimate
information streams and not access certain other, legit-
imately ‘hidden’ streams, such as the hand of another
Poker player. These attentive access norms were sup-
ported by material arrangements like removing mirrors
from the walls. We found similar norms and practices
in video gaming. As one interviewee described a multi-
player LAN party:

P5: Yes. Looking on the screen is taboo.

Interviewer: Ha. [That means?]

P5: [Yes, naturally] I mean, not, not on your own
screen, that’s obvious [laughs]. So of course you may
look on your own screen, but the tables are placed in
a way…that the screens always stood with their backs
to each other. So that you really only saw your friend
and could not look on the screen of the other person.

4.2.2. Attentive Focus and Depth

While participants concurred that some spontaneous in-
volvement was expected in any leisurely gaming, norms
starkly differed when it came to the expected focus and
depth of attention: what to attend to, and what forms of
distraction or interruption would be acceptable. These
norms seemed to functionally align with the legitimate
purpose of the situation. For instance, they differed with
the degree to which the game played would require
undivided attention. In a turn-based social game like
FarmVille, interruptions and distractions didn’t matter:

Interviewer: [I]s it okay to be interrupted with
FarmVille?

P12: Yes, most definitely. ‘Cause there’s nothing that
necessarily happens during that.

Compare this with a competitive real-time multi-player
game like StarCraft:

Interviewer: How would you have told whether one
of you was distracted or not?

P10: Well, [pause] actually already just somehow
looking away from the screen…turning my head to
you and talk. That would actually already be dis-
traction…because then for perhaps five seconds or
so I don’t see what’s happening there. What un-
der certain circumstances can already be decisive in
the game.

Normatively expected focus and depth of attention
also varied with gaming mode (Deterding, 2014). In
gaming modes valuing player peak performance—
hardcore, competitive, and esports tournament
gaming—participants reported strong and strongly en-
forced expectations to maintain intense unfailing atten-
tive focus on gameplay via the legitimate interface. In
social gaming, by contrast, such deep, exclusive game-
play focus was seen as inappropriate: Here, gameplay is
a means for social connection. Hence, participants are
expected to maintain attention of the others’ current
emotional states and engage in the legitimate main in-
volvement of conversation:

Interviewer: Is there something you have to do during
party gaming to play ‘correctly’?

P9: I believe [it is] to have enough of a distance from
the game and you’re still aware in what context the
whole thing takes place, namely in an amicable frame,
in, in a party frame. Tobe jolly andnot too focused and
fully focus on it and no communication happens, then
it really failed, I would say. Because it’s really about
getting to interact with each other, having fun, com-
municating, being able to laugh about it, being able to
laugh about yourself. I would say, if somebody would
fully shut himself off and focuses exclusively on it and
doesn’t interact with co-players, then I would say it
failed, yes.

Interviewer: Focus on what [exactly]?

P9: [On the] game, on the action. If somebody is com-
pletely in his own world and fully shut off and takes it
too over-ambitiously, I would say. Yes. I would say, the
way I play Battlefield, I really wouldn’t be fit for social
contact [laughs]. Yes.
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4.3. Conditions of Interaction Tension

4.3.1. Response-Present Others

Participants uniformly reported that response-present
others would make involvement norms salient and lead
them to manage their involvement display. Conversely,
being alone led them to not manage their displayed
involvement:

P9: So if I feel unobserved, in my private rooms, then
I can showany emotion, because therewould be noth-
ing inappropriate in doing so, because I wouldn’t of-
fend anyone with it. At most I would offend myself
[laughs].

This was voiced as one reason why multiplayer online
games would sometimes invite disinhibited display: The
game would not transmit bodily emotion display, and
even if players were to express e.g., anger over voice or
text chat, anonymity would save their face:

P19: So there [in online games] I let my emotions run
free. You can do that there, because you don’t speak
to the other. So you can’t directly hurt them. So you
also drop curse words…you would never say in the
face of a colleague.

4.3.2. Gaming versus Public Frames and Audiences

Notably, response-present others evoked different
norms depending on the type of frame and audience.
It is largely taken for granted but significant that most
leisurely gaming takes place within physically shielded
private places like a living room, either alone or sur-
roundedby co-players and an audiencewho are all aware
of and have at least implicitly assented to the fact that
the current situation is video gaming. This sets and li-
censes joint expectations around gaming-typical involve-
ment and makes displayed behavior intelligible. As one
player noted, when he played StarCraft online on his
laptop communicating with his team members via Voice
over Internet Protocol in his mother’s kitchen, he would
feel embarrassment when his mother entered the room,
who did not know the game:

P10: If somebody, somebodywho has now clue about,
no view of the game and hears me talking. So that’s
somehow awkward for me, because somebody who
doesn’t know what I’m doing just hears these weird,
cryptic communicative lumps of language from me.

This issue becomes even more salient in non-gaming en-
counters. In “public traffic” like bus stops, markets, or
trams, norms demand adults to pay and draw minimal
overt attention (Goffman, 1963). In public, players are
exposed to an unknown audience that may not under-
stand nor approve of ‘gaming.’ Hence, participants stated

that they would strongly inhibit their involvement dis-
plays in public:

Interviewer: If you play amobile game…in comparison
to playing at home alone…is there a difference inwhat
emotions you can or are allowed to express?

P7: Since I am then mostly in a public surrounding,
loud screaming or throwing that thing in the corner
are not an option. Although you would really want to
do it, you have to restrain yourself a bit there and, let’s
put it this way, appear a bit more suited for public.

Similarly, a participant reported that during her work
hours as a game designer at the office, although playing
a game was part of her official professional duties, she
would fit her emotion display to the office frame:

P9: Because I am sitting with two other colleagues in
the office. And there, a certain behavior codex is de-
sired. I don’t want my colleagues to [see me] curse
loudly or bangmy hand on the table [which shewould
do playing at home]. A certain body posture is simply
proper. So I can’t just let myself slump in the chair
in front of the computer, as it sometimes happens
at home, when I relax. Instead I’m sitting upright and
straight and really try [laughing] tomake an interested
impression. And yes, that’s a different composure to-
ward the game.

4.3.3. Solitary Dysphoric Tension

Interestingly, our data showed that involvement norms
could also become salient and cause dysphoric tension
during solitary play. We mainly observed this during
work-at-play. Participants would experience a sponta-
neous pull to let themselves become unselfconsciously
involved in gaming, but their current work frame made
salient that they ought to engage with the game in a dis-
engaged, analytic fashion, e.g., to analyze it as a game
designer or review it as a game journalist. As one game
journalist described his experience:

P1: So I really think that [pause] that when I’m play-
ing reviewingly…that I am somehow taking part cog-
nitively in a different way. That means, beforehand
I’m already in this mood: ‘Okay, I do, I work now, and
I try to grasp intellectually what is going on here now.’
And in a normal non-reviewing gaming situation ex-
actly that is a great advantage for me, that I don’t
try to grasp things intellectually, but instead let my-
self be drifted by the sensual impressions, and that
can of course emotionally evoke very different things,
yes? For instance, at the end of Metal Gear Solid 4
I cried like a baby, because it was a completely differ-
ent situation than for Peter, who, he wasn’t yet with
the game magazine then, but he reviewed the game
back then. [O]f course I have to capture these emo-

Media and Communication, 2019, Volume 7, Issue 4, Pages 226–236 232



tions, but I can’t give myself so fully into them that
over that I forget to bring that into words.

4.4. Experiences of Interaction Tension

The previous quote nicely highlights the major experi-
ential quality participants reported with regard to inter-
action tension. Goffman (1961) suggested that high or
dysphoric interaction tension was characterized by at-
tentive drift, boredom, and awkward self-consciousness,
and low tension or euphoric ease by unselfconscious
attentive and emotional absorption. Interestingly, our
data showed little awkward self-consciousness associ-
ated with dysphoric tension. Boredom was more fre-
quently reported, when social or professional norms de-
manded that one continued to play despite a lack of
spontaneous interest: “The thing that you play with peo-
ple in coop [cooperative mode], and you don’t want to
anymore, and another person still wants to” (P3). Far
more salient for dysphoric tension was the experience of
unpleasant, effortful self-control, be it to force continued
attention on the activity, inhibit emotional responses, or
maintain analytic distance. Playing for work, for instance,
a game journalist stated that “[I]must not letmyself drift”
(P1), emotions “are more inhibited, so…the game expe-
rience is markedly more inhibited at the office, because
I cannot let myself go” (P9, a game designer), and “if that
is necessary, that I play every day, even if I don’t want to,
then I forcemyself to do it” (P13, esports athlete). All this
resulted in an overall more muted, distanced, and less
emotionally intense experience, “less ambitious, more
passive” (P9).

Descriptions of euphoric ease interestingly align
strongly with flow theory, down to the very words peo-
ple use for it:

P3: You notice it when you don’t notice anything any-
more…when the state of unselfconsciousness sets in
and you get into this flow…certain emotions [pause]
come up in…a more pure form. That is, when you
let yourself fall or something, and simply savor that,
then it may be that you…certain things are simply
more intense.

“Letting yourself go” or “letting yourself fall” were fre-
quent turns of phrase for moments of low interaction
tension, especially in solitary gaming, indicating that
again, self-control is a crucial experiential dimension of
interaction tension.

5. Discussions and Conclusion

5.1. Main Findings

Our data broadly supports Goffman’s interaction tension
model for contemporary video gaming. First, we indeed
found a nuanced set of social involvement norms. In
leisurely gaming, gameplay ought to be spontaneously

involving, and players ought to display a delicate bal-
ance of disinvolved involvement to optimally support
mutual involvement: showing investment in winning to
make the others’ investment feel justified, yet not be-
coming so over-involved as to overlook the other’s feel-
ings or burden themwith one’s frustration. Players ought
to limit their attention to legitimate information chan-
nels. And they ought to maintain an attentive focus
and depth matching the functional requirements of the
game and the situation’s official purpose (e.g., socializ-
ing versus competing). Thus, we found that involvement
norms are modulated by gaming modes, games, audi-
ences, and settings, which Goffman did not suggest. Also,
while response-present others made involvement norms
salient, people reported dysphoric tension even in soli-
tary play, namely when internalized professional norms
demanded analytic detachmentwhile the game afforded
unselfconscious engrossment.

Second, we observed several social involvement
dynamics. Yet where Goffman only identified self-
consciousness dynamics, we observed additional dynam-
ics of emotion contagion through emotion display, and
distraction leading players to create undesired breaks in
gameplay, or playing suboptimally.

Third and finally, as suggested by Goffman, we found
that low interaction tension was experienced positively,
and high tension negatively. Here, our data qualifies
Goffman’s claim that dysphoric tension chiefly revolves
around boredom and self-consciousness: For our partici-
pants, effortful self-control of attention and emotion and
a consequential dampening of emotional intensity was
far more pronounced and negatively valued. Meanwhile,
their reports of euphoric ease aligned closely with flow
states, which brings us back to the beginning.

5.2. Contextualisation

We opened this article with the question of how video
games absorb our attention and why we find such ab-
sorption desirable. Flow theory answers that cognitively
and physically demanding activities absorb attention,
which affords positively valenced order in consciousness
and blocks attention-wandering to negatively valenced
worries and self-conscious concerns (Csikszentmihalyi,
1990). Bowman (2018b) and others have suggested ex-
tending such analyses from physical and cognitive to
emotional and social demands. So,what does interaction
tension, as we found it in contemporary video gaming,
add to this debate?

For one, it contributes a genuine social-psychological
construct for social demands. FollowingGoffman,we can
specify one kind of social demands of gaming as social in-
volvement demands or the norms for ‘appropriate’ gam-
ing involvement. There are certainly many other kinds of
social demands in gameplay, but these appear conceptu-
ally and mechanistically distinct.

Notably, second, this kind of social demand is not
a separable ‘add-on’ to cognitive (including attentive)
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and emotional demands, as suggested by Peña (2018) or
Bowman (2018a): they pre-structure and co-constitute
them. There are social demands on attention (cognition)
and emotion, in presence and absence alike: The ab-
sence of salient social demands in solitary play is just
as impactful as their presence in multiplayer encoun-
ters. Furthermore, social demands are not exhausted by
what is triggered by a game or even other co-present
players: They also always already arise from internalized
norms about gaming and the gaming mode in question,
as instances of interaction tension in solitary professional
play demonstrated. Put differently, the emotional and at-
tentive demands of video games arise at the intersection
of material features, subjective dispositions, and social
contextures (Elson, Breuer, & Quandt, 2014). Interaction
tension captures exactly this kind of higher-level dynamic
or relational phenomenon.

It concurs with flow and mood management the-
ory that activities that spontaneously afford involvement
block worry and self-consciousness, but adds a crucial
social-psychological loop: To be flow-affording or inter-
vening, activities need to align not just with players’ sub-
jective dispositions (e.g., matching game challenge and
player skill), but also with the social norms of the sur-
rounding situation. Misalignment not only affords bore-
dom or self-consciousness: Often, social norms will com-
pel players to engage in effortful self-control (Baumeister,
Vohs, & Tice, 2007) to align overt behavior with norms,
and that is negatively valenced. Bopp et al. (2018) found
that players sometimes needed to actively self-regulate
intense negative emotions to ‘function’ in-game or out-
of-game. Eudaimonic media research posits that peo-
ple sometimes willingly self-control to engage with de-
manding media that promise personal growth (Eden et
al., 2018). Our findings suggest that media-related self-
control is not just a practical matter of functioning or
a price worth paying for personal growth: People dis-
like the strain of self-control involved in fitting displayed
involvement into social norms. Therefore, they actively
seek out or create media reception situations in which
spontaneously afforded and socially demanded involve-
ment align, such as watching a ‘tearjerker’ home alone
or in the anonymity of a darkened movie theatre, where
crying in public is both accepted and unnoticed.

5.3. Limitations

The qualitative nature and small, culturally, and tempo-
rally homogeneous sample of the present study limits
its generalizability. We also note that the present ar-
ticle reports a re-analysis of qualitative data from an
original study with a different focal theme (Deterding,
2014). While said original study stopped data collection
on reaching theoretical saturation, the codes and themes
of the present study are not necessarily fully theoreti-
cally saturated.

5.4. Outlook

A next step is to perform quantitative studies across di-
vergent contexts to test the relations proposed in in-
teraction tension. Should these bear out, interaction
tension is arguably only the first opening of the social-
psychological dynamics of gameplay. For instance, the
model fits and identifies a potential systematic place
for other important social-psychological phenomena and
mechanisms like social emotions (Turner & Stets, 2006),
joint attention (Seeman, 2011), emotional contagion
(Hatfield et al., 1994), or collective emotions (von Scheve
& Salmela, 2014) within video gaming. The literature
on these phenomena specifies, but also qualifies and at
times goes beyond the relations captured by Goffman—
just as the social norms of gaming include but exceed in-
volvement and its display.
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1. Introduction

Video games have long been sites of interaction and
competition. A decade after the creation of one of the
first video games—SpaceWar! (completed in 1962)—
devoted fans gathered to participate in an Intergalactic
SpaceWar Olympics intended to prove whose skill with
the prolific game was greatest (Brand, 1972, p. 1).
Popular games such as Space Invaders and Tetris also
saw tournaments spring up around them after their re-
leases, mostly organized by enthusiasts in celebration of
those games. Bowman’s (2018, p. 16) four dimensions of
demand in video games—cognitive, emotional, physical,
and social—are readily visible in these early communal
gaming spaces.

The advent of larger multiplayer environments in
always-online games as well as organized eSports tour-

naments represents an evolution of multiplayer video
game play. The excitement of players and fans in inter-
acting with favorite games still exists, as does their dedi-
cation tomastering those games. However, the nature of
contemporarymultiplayer video games produces an aug-
mented set of requirements for players, developers, pub-
lishers, spectators, and other video game actors, due in
large part to the infrastructure required to support what
have become massive, multi-million-dollar global prod-
ucts, events, and experiences. Examining the elements
of infrastructure in such games provides an opportunity
to augment Bowman’s (2018) conceptualization of de-
mand in video games by identifying and exploring a new
and complementary category of ‘infrastructure demand’
of games.

This article thus describes how the infrastructure in-
creasingly built around video games creates demands
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upon those interacting with these games—as players,
spectators, facilitators, and developers, among others—
and we argue that these demands are particularly visi-
ble, and thus productively explicable, in contemporary
multiplayer games. We follow the method described by
Susan Leigh Star (1999, p. 380), who writes that infras-
tructure is as mundane as it is a critical part of society
and as such is particularly deserving of academic study.
When infrastructure works properly it fades from view,
but in doing so loses none of its importance to human en-
deavor. This work therefore helps to make visible the in-
visible elements of infrastructure present in multiplayer
video games, explicates the demands these elements cre-
ate on people interactingwith those games, and suggests
the scholarly value of conducting such a deep dive into
the infrastructural elements of multiplayer video games.

2. Demand in Early Multiplayer Games

The First Intergalactic SpaceWar Olympics, a small gath-
ering of around two dozen enthusiasts, was held on
October 19th, 1972, at the Stanford Artificial Intelligence
Laboratory, and is emblematic of multiplayer video game
play organized for the love of the game. The SpaceWar
Olympics have been claimed as both the first video
game tournament and the first eSports tournament ever
held, but it is more defensible to say that it was the
first well-documented video game tournament. The de-
tailed account that we have of the event comes from
a Rolling Stone article—“Spacewar: Fanatic Life and
Symbolic Death Among the Computer Bums”, written by
the prolific Stewart Brand (1972), founder of the Whole
Earth Catalog, its digital counterpart the Whole Earth
‘Lectronic Link, andmore recently co-founder of the Long
Now Foundation. Thoughwell-known for a variety of rea-
sons, this chronicle of the SpaceWar Olympics serves for
our purposes to highlight Bowman’s (2018) four dimen-
sions of demand—cognitive, emotional, physical, and
social—as they are visible in small-scale communal video
game play.

Bowman (2018, p. 11) describes physical demand as
“the extent to which a system requires the user to ex-
ert discrete or holistic physical effort.” This physical de-
mand upon players of SpaceWar! and its Olympians is
perhaps most apparent, with Brand (1972, p. 50) writing
of their experience “locked in life-or-death space com-
bat computer-projected onto cathode ray tube display
screens, for hours at a time, ruining their eyes, numb-
ing their fingers in frenzied mashing of control buttons”;
there need be no debate that video game play is phys-
iologically engaging, whether in 1972 or 2019. The cog-
nitive demand upon players—“the extent to which the
user is required to implicitly or explicitly rationalize or
understand the game” (Bowman, 2018, p. 5)—is also evi-
dent, as Brand recounts the highly diverse strategies em-
ployed by each of the five players in onematch, some tak-
ing advantage of mechanical firing techniques they de-
veloped and others leaning in to intimate knowledge of

the gravitational well present in the arena. Some players
in the Spacewar Olympics used mind games directed at
their opponents to get the upper hand rather than supe-
rior mechanical skill, a fact that captures the social de-
mand evident at the event, wherein the “system triggers
an implicit or explicit response in the user to the pres-
ence of other social actors” (Bowman, 2018, p. 13). In
the two-on-two event, Brand provides a rich account of
team banter, ranging from “Good work” to evidence of
sudden and perhaps inevitable betrayal—“NO! You killed
me!” and the response, “Being partners means never
having to say you’re sorry.” (Brand, 1972, p. 1). Emotional
demand—“the extent to which a video game causes the
user to have an implicit or explicit affective response to
the game”—is perhaps less visible as directly originating
from the game rather than from the tournament envi-
ronment itself (Bowman, 2018, p. 8). However, the game-
play of Spacewar! was evocative, and we readily see this
fourth category of demand in the tension, exultation,
and frustration elicited by the Olympic competition itself
as players interact with each other.

The Spacewar! Olympicswere sponsored—by Rolling
Stone—but only to the extent that Brandwanted tomake
sure the event was successful. In practice this meant pro-
viding beer and light snacks and funding the grandprize—
a year’s free subscription to Rolling Stone. The reason
Brand organized Rolling Stone’s involvement, however,
was not primarily to celebrate the game, but rather to
highlight thewide-reaching technological change that he
saw beginning to happen on university campuses and
in government research labs across the United States—
the laying of the groundwork of a new class of com-
puter infrastructure (Baker, 2016). “Ready or not,” he be-
gins his article, “computers are coming to the people”
(Brand, 1972, p. 1). Video games, Brand thought, were
a particularly good case with which to see the benefits
of this infrastructure: “They manifested so many amaz-
ing things about what was becoming possible with com-
puters” (Baker, 2016), and competitive multiplayer video
games even more so. Howmight this type of video game
play, then, make visible a fifth demand of video games—
infrastructure?

3. Infrastructure Demand

To illustrate the potential form and applications of the
category of infrastructure demand, we turn to the work
of Susan Leigh Star and others disentangling a differ-
ent class of demanding technologies—the infrastructure
that makes up our built world. There is much scholarship
on the centrality of infrastructural concerns to organized
video game play. Taylor and Witkowski (2010) explore
the realm of LAN-enabled video game play—LAN stand-
ing for local area network—by examining LAN parties,
gatherings of players to experience networked local mul-
tiplayer play; LAN parties are a prime example of the lay-
ered infrastructures, digital and not, that support video
game play, and through participant observation they pro-
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vide rich accounts of how those infrastructures function
together to support complex gaming spaces. Witkowski
(2012) writes further about this complex interplay in an
examination of Counter-Strike tournaments and interac-
tions between the physical infrastructure supporting the
game, such as keyboards and monitors, the infrastruc-
ture supporting players and their bodies, such as medi-
cal and fitness equipment, and the infrastructure of the
game itself, such as the maps that matches are played
upon and the visuals and sounds which communicate in-
formation to players at rapid speeds. Spilker, Ask, and
Hansen (2018) examine of the layers of media infrastruc-
ture increasingly extant around video games; they de-
scribe Twitch.tv as a site in which audiences and media
technologies intermingle, supported by the platform’s in-
frastructure and in service to the enjoyment of games.
Scully-Blaker, Begy, Consalvo, and Ganzon (2017) also
write about Twitch, and through interviews they con-
duct with streamers on the platform we can see that the
site itself is becoming infrastructure in its own right, and
thus a critical part of an increasingly platformized gam-
ing ecosystem.

Central to our formulation of infrastructure demand
is Susan Leigh Star’s (1999) methodological work in The
Ethnography of Infrastructure. Star’s approach in exam-
ining infrastructure is to invert the default perspective
by focusing not on topics of systems, but on the “truly
backstage elements” (Star, 1999, p. 380) that enable the
network of systems to function. To this end, Star (1999,
pp. 381-382) defines infrastructure by describing nine of
its specific properties: embeddedness; reach or scope;
built on an installed base; transparency; becomes visi-
ble upon breakdown; is fixed in modular increments, not
all at once or globally; learned as a part of membership;
links with conventions of practice; and embodiment of
standards. Scholars of a variety of other systems have
found application of these properties useful as a way to
identify and open up the ‘black box’ of infrastructure and
in so doing theorize that infrastructure’s importance to
systems at large. Dourish and Bell (2007) use the prop-
erties as a lens to examine the connection between so-
ciality and ubiquitous computing as they relate to the or-
ganization and experience of space. Mark and Su (2010)
apply them in examining changing work practices for ‘no-
madic workers,’ individuals whose jobs require them to
travel frequently. Arena, Arnaboldi, and Palermo (2017)
make use of the properties to critically theorize enter-
prise risk management and boundary objects in account-
ing. Finally, Hartmann (2017) cites them as a useful start-
ing point in asking questions about electrical power sup-
ply in an age of increasing smartphone use. We now sug-
gest the utility of bringing Star’s properties of infrastruc-
ture directly into discussions about video games, help-
ful as they are in conceptually breaking down otherwise
complex and at times opaque systems. Discussions about
the infrastructure of games, and the importance of that
infrastructure, are not new. Bowman’s conceptualization
of demand in video games is new, however, and we be-

lieve it can be productively augmented with the follow-
ing explication of infrastructure demand: the extent to
which a video game system requires other, organizing
systems to function.

For our purposes, we shall summarize each of Star’s
properties and then contextualize them in the gaming
and eSports space to better convey the breadth of this
topic and the degree to which these infrastructural fea-
tures place important demands upon gaming, some-
times boosting other sources of demand and sometimes
creating their own unique demands.

3.1. Embeddedness

The systemsmost commonly thought of as infrastructure
are those highly integrated into our society, like water,
electricity, and transportation. These systems are con-
nected to so many other systems that it is difficult to
separate them cleanly from the other systems they rely
upon. Electrical power has long been a requirement in
video games, and this power consumption has a mean-
ingful impact on electrical consumption globally, amplify-
ing demands upon our climate and environment (Schatz,
2018). Internet access is nowamandatory infrastructural
system to engage in most multiplayer video game ex-
periences, and even in single-player experiences, as in
the controversy over the always-online requirement of
the 2013 game SimCity (Yin-Poole, 2013). Video games
consoles have marketed themselves by making appeals
to this embeddedness, as seen in the 6th generation of
consoles (especially the PS2 and Xbox) portraying them-
selves as home entertainment systems that fulfill the
role of DVD players. The current 8th generation from
Sony and Microsoft (PS4 and Xbox One) are fully inte-
grated into the video streaming landscape and let users
access services like Netflix and Twitch. Video streaming
itself, whether on Twitch, YouTube, Mixer, or other ser-
vices, has become highly embedded into our eSports
landscape, with the ideas of a professional gamer and
a professional streamer becoming blurred. Tournaments
are streamed on these platforms, and many professional
eSports competitors stream in addition to their eSports
work, even to the extent of abandoning professional play
to professionally stream (Nordmark, 2018).

3.2. Reach or Scope

Infrastructural systems stretch beyond single points in
space and time and it does us little good to investigate
specific moments of play without considering the larger
systems at work. The moment of a major comeback in a
tournament is not only an experience felt by those play-
ers, but also an experience mediated by all of the me-
dia systems watching that tournament. The commenta-
tors paid by the tournament contextualize the moment
as it is watched physically by tournament attendees but
also digitally by viewers on other platforms. The way in
which these systems shape thatmoment is difficult to un-
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derstand by solely examining the experience of the com-
petitors and requires a broader understanding of the de-
mands present.

This property of infrastructure also prompts us to be
wary of explanations of infrastructural systems that fo-
cus only on a specific case, as infrastructural demands,
while far-reaching, will not be universal. Latency is a
particularly visible expression of infrastructure in online
games, but the efficacy of particular solutions will vary
wildly based on the game in question and the user con-
ditions. Sheldon, Girard, Borg, Claypool, and Agu (2003)
argue that latency is not as strong a concern in real-time
strategy games as in first-person shooter games, specifi-
cally using the case of Blizzard’s Warcraft III. This finding
was partially contradicted by Véron, Marin, and Monnet
(2014), who investigated latency in multiplayer online
battle arenas (MOBAs), a genre developed out of a mod
for Warcraft III. The relevance of latency in both cases
was dependent upon the use cases of these games more
so than any innate property of the games. Sheldon et al.
(2003) did not focus on high-level multiplayer play, and
competitive play in the just-released Warcraft III had not
developed to the point of requiring extremely high ac-
tions per minute, which would in turn require low la-
tency. MOBAs have genre differences that contribute to
a greater need for minimizing latency, but audience ex-
pectations are also important. The need to think about
infrastructure is present in multiplayer games, but this
need should also be well-contextualized to the state of
the game and its users.

3.3. Built on An Installed Base

Infrastructure is not built in isolation; it is intended to be
integrated with other systems. Console ownership is one
of the few infrastructural concerns publicly addressed by
the gaming industry, as games succeed or fail based par-
tially on the success or failure of their platform(s). On an
individual level, the experience of a game may be more
or less enjoyable based on the infrastructural features of
that platform (e.g., frames per second, field of view, con-
trol comfort, etc.). The social dimensions of games are
also partially dependent upon what systems the game
chooses to rely upon. The indie game Towerfall initially
did not possess an online mode, featuring only local mul-
tiplayer. This choice, motivated likely by the cost to im-
plement effective netcode and servers, shaped the social
environment in which this game could exist, encouraging
it to be viewedmore like a party game than a competitive
multiplayer game.

The PC marketplace is presently experiencing contro-
versy based upon this installed base property. Valve’s
near-monopoly of the PC digital download space with
their platform of Steam is being challenged by other
companies, most notably with Epic’s Epic Games Store.
The pushback against this competition has been enor-
mous, and while much of it can be attributed to non-
infrastructural concerns, some of this criticism of Epic

can be attributed to a lack of infrastructural features.
As Grayson (2019) notes, “[the Epic Games Store is] as
barren as they come in terms of features, with next
to nothing in the way of community tools, cloud saves,
achievements, wishlists, mod support, user reviews, fo-
rums, or other longtime Steam standards.” These lack-
ing features are not simply an issue for the storefront,
as these features have become infrastructural concerns
for the games themselves, especially for community in-
teraction purposes. The lack of this expected infrastruc-
ture helps to explain the enormous pushback against
Epic’s competition.

Another issue highlighted by this property is the in-
creasing difficulty of preserving video games. The infras-
tructural systems games are built upon are particular
to certain points in time and space, which renders the
creation of archives of video games highly challenging.
Even ignoring the physical degradation of components,
video games are created with a variety of infrastructural
assumptions which may no longer be true. Necessary
driversmight no longer exist, connecting cablesmight no
longer be manufactured, necessary supplementary ma-
terials might be lost, etc. Even for more recent releases,
compatibility issues represent considerable difficulty for
consumers to play games as the infrastructure of soft-
ware and hardware changes. CD Projekt’s GoG.com (for-
merly Good Old Games) is able to find a place in the in-
creasingly crowded game distribution marketplace par-
tially because it provides support for legally buying and
playing old games whose release versions will no longer
run well on modern systems. Even this may not be suf-
ficient for multiplayer games, however, as user config-
uration tweaks cannot revive needed dedicated servers
or proprietary network protocols. Kaltman (2016, p. 2)
writes about precisely this issue, suggesting that digital
distribution and network contingent games are combin-
ing to create, for archivists, “an untenable nightmare” be-
cause of the need to increasingly preserve, restore, or
emulate the infrastructure upon which games are built
before effort can be spent on preserving the game itself;
this is further complicated by the proprietary nature of
much of this infrastructure, which adds legal questions
to an already complicated endeavor.

3.4. Transparency

The usual explanation for the lack of attention paid to in-
frastructural concerns is that infrastructure is by design
transparent. Though dozens of systems are needed for a
viewer to tune into a Twitch stream of an eSports tour-
nament, the viewer is interested not in those systems,
but rather the match. Similarly, narratives of video game
development often focus on designers who create new
systems rather than the workers keeping those systems
functional. This dynamic helps support the continued ex-
ploitation of workers within the video game industry, as
is well demonstrated by periods of continual crunch that
Epic Games has demanded of their workers to keep the
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game Fortnite functioning (Campbell, 2019). The lens of
infrastructure is valuable for adding to discussions of the
exploitative nature of the video games industry, both for
examining abuses towards workers (Dyer-Witheford &
De Peuter, 2009) and for explorations of the exploitation
of players as distributed labor (Ekbia & Nardi, 2017).

Paradoxically, infrastructure and the work of special-
ists eminently aware of its innerworkings often demands
that it not be seen, and so despite the increase of main-
tenance work within the video game industry from the
current trend towards live services, infrastructure re-
mains usually invisible. Consequently, the work required
to maintain and operate these systems is often unac-
knowledged, save when something goes wrong.

3.5. Becomes Visible upon Breakdown

When infrastructure systems fail, they suddenly become
noticeable. Though it is not always clear which system
has necessarily failed in the interconnected network
of infrastructure, the existence of an infrastructure be-
comes immediately apparent. A tournament planned for
months in advancemay be disrupted by internet outages,
as seen in a 2012 League of Legends tournament where
the always-online nature of the game required multiple
restarts of matches as the venue intermittently lost inter-
net access (Tassi, 2012). Such interruptions inflict a psy-
chological toll on competitors, especially as the typical
transparency of infrastructural systems trains players to
not worry about platforms such as Steam or Battle.net
going down during a heated moment. Infrastructure fail-
ure can cause a spike in negative experiences as a result
of increased demands of all dimensions upon players and
the people supporting them. Despite the increased vis-
ibility of infrastructural systems upon failure, the inter-
connected nature of infrastructural systems does not al-
low for easy pinpointing of what part of the infrastruc-
ture has failed, and the work required to repair these
systems remains specialized and difficult. Moments of
breakdown are useful to critically examine, however, as
they provide unique windows into the inner workings of
otherwise hidden systems and structures.

3.6. Is Fixed in Modular Increments, Not All at Once
Or Globally

As befits the interconnected nature of infrastructural sys-
tems, it is not possible to correct breakdowns in infras-
tructure in totality. Fixes are always made to pieces of
these systems, which send ripples throughout the rest
of the network. The simplistic request common on gam-
ing forums for the developers to ‘fix the netcode’ is not
possible without changing many other variables. Some
codewill always be older than other code, and gameswill
always rely upon pieces of infrastructure best described
either figuratively or literally as crumbling. As in many
cases of infrastructure work, the effort of maintainers
is not well-rewarded, especially in the exploitative envi-

ronment of the video game industry (Dyer-Witheford &
De Peuter, 2009). The propermaintenance of video game
infrastructure, therefore, is another type of demand that
affects players and developers alike.

The gradual development of video game infrastruc-
ture renders investigations of past iterations of online
games challenging. The game itself will undergo regular
patches that change features, and this regular iteration
can make the state of the same game years apart radi-
cally different. While games like World of Warcraft have
dedicated communities that record the patch history of
the game, even this fails to account for unannounced or
undocumented changes to the game. In some cases, old
versions of the game simply do not exist any longer. The
history of Final Fantasy XIV is an example of this chal-
lenge. This game was radically redesigned following an
unsuccessful first release, and the development along
the 1.X branch prior to the 2.X rerelease is difficult to
study, let alone to play, even for those with access to the
developers themselves (O’Dwyer & Jayne, 2017).

3.7. Learned as A Part of Membership

An important consideration for the development of so-
cial demands in games is not just the experience of play,
but the experience of learning infrastructural norms
from other players. For children, learning the rules and
norms of a new Minecraft server is not just a social re-
quirement for fitting into a new group of people, but
an infrastructural requirement for them to understand
how and when they are permitted to use server com-
mands and what lines of authority have been set up
to deal with infrastructural concerns. It is also possible
to understand the development of so-called ‘metas’—
agreed upon norms of acceptable and/or optimal play
choices—in competitive games as an infrastructural de-
mand. While social demands surround the choice to use
or not use meta playstyles, a meta is a type of infrastruc-
ture that becomes learned by joining and becoming part
of a community of players, and there are often social con-
sequences for ignoring or pushing against these norms.
A longer discussion of the infrastructure of themeta, part
technological and part social, is presented below.

3.8. Links with Conventions of Practice

Moving further away from physical notions of infrastruc-
ture, the norms and conventions of the game industry
can also be considered infrastructure. Design elements
are limited by the conventional practice of the game in-
dustry, providing the benefits of ‘intuitive’ (or more ac-
curately, ‘conventional’) interface and control schema,
but also limiting design choices. Sometimes these limi-
tations impose additional physical demand on players by
forcing them to use challenging control systems to play a
game that violates some of these conventions, as when
a controller layout mandates the use of certain straining
hand postures to optimally play. This problem may sim-
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ply be a physical demand of the game, but it is also in-
terpretable as a unique infrastructure demand for play-
ing a game that is integrated into a certain infrastructural
system. Perhaps switching to a different control system
would alleviate these concerns, but support for such dif-
ferences is another infrastructural requirement that the
developer would have to incorporate.

The Nintendo Switch provides an interesting object
of investigation for this subject, as its position as a hybrid
console/handheld platform links it to two (or perhaps
three) different lineages of conventions. While there are
many different design implications from this, the choice
of control system is perhaps the most explicit. The op-
tions to play in the handheld or docked modes, cou-
pled with the choices of attached Joy-Cons, detached
Joy-Cons, or a Pro controller reveal differing ideas about
how games are supposed to be played. Designers have
interesting limitations when designing for the Switch,
as these different conventions necessitate either the re-
jection of certain conventions or the accommodation
of multiple options at once. Games like Tetris 99 can
be linked to a particular convention (original Tetris con-
trols) and argue for a certain control scheme (detached
Joy-Cons) being closer to the conventional ideal, but this
is a negotiated and social process.

3.9. Embodiment of Standards

Likewise, the choices made to create a game in a certain
way are often the embodiment of other infrastructural
standards that are forced upon developers. The choice
of platform, game engine, or user interface is often dic-
tated by the standards of larger bodies like consolemanu-
facturers or publishers. While a game engine provides af-
fordances for developers, it also embodies the standards
of its creator, and if an engine is licensed from some-
one else, there may be conflicts between these stan-
dards and those desired by the developer. This problem
is harshly stated by Schreier (2019) discussing the devel-
opment of Anthem: “Manyof the features those develop-
ers had taken for granted in previous engines, like a save-
load system and a third-person camera, simply did not
exist in [the Frostbite engine].”While the narrative of the
failure of Anthem is complex, the game engine embody-
ing different standards of game development was an in-
frastructural problem that put considerable demands on
development time and resources. Those infrastructure
demands for developers can then become demands for
players, as the creation of fixes to resolve a calcified de-
velopment problem often falls to players. Thus, a game
can create demands for players before it is even played.

4. Overwatch League

What sort of work can be done with an eye to-
wards infrastructure demand? Blizzard Entertainment’s
Overwatch League (OWL), an eSports institution, pro-
vides a good example case to demonstrate the value

of narratives told within the framework of infrastruc-
ture demand, specifically of a case where infrastruc-
ture demands push developers in contradictory direc-
tions. Overwatch is a first-person shooter whose stan-
dard mode of play sees teams of six players face off
against each other to complete various objectives on
maps set in a fictionalized Earth by playing some combi-
nation of three hero roles—Damage, Tank, and Support.
Blizzard announced the formation of the OWL at Blizzcon
2016, a convention dedicated to the company’s games.
Summerley (2019, p. 5) notes that this was in fact the
same year that that the game itself launched,making the
game and League a unique and useful “case where a de-
veloper has managed almost every aspect of a game’s
journey into a sport including rapid commercialization
and professionalization” and, of interest to us, the devel-
opment of its infrastructure. The scholarship examined
earlier reveals the infrastructural issues that affect orga-
nized competitive video gameplay on stage and at events
dedicated to the practice. Certainly, theOWL, as an exam-
ple of a large, well-funded competitive program, evinces
such issues as well. But what more can be revealed if we
follow the threads made visible to us with the lens of
infrastructure demand? In what other ways does infras-
tructure matter in the competitive video game ecosys-
tem, and why should scholars of games be interested in
asking these questions? The following case will illustrate.

Our point of entry is the concept of the meta, intro-
duced earlier. Metas within games are themselves infras-
tructure, working to construct norms and assumptions
about what ‘proper’ gameplay is; various metas have de-
veloped in Overwatch over the course of the game’s ex-
istence, and it is in the story of one of the most recent—
GOATS—that we can examine thornier questions of in-
frastructure demand. This is a case about the breakdown
of infrastructure, which not only renders it visible but
also uncovers the web of embedded systems and prac-
tices that Star tells us to expect when taking a deep dive
into such studies. The case of OWL demonstrates a situ-
ation in which the infrastructure demands of Overwatch
as eSport do not match the demands of Overwatch as
game played by a large and diverse player base. This
dissonance between the two demands has made itself
known in struggles around themechanical balance of the
game as well as questions about who the game is for;
an important point to be made about infrastructure de-
mand is that it is variable based upon who experiences it.

The game of Overwatch offers two major play
modes—‘Quick Play’ and ‘Competitive.’ The latter is a
ranked mode of play that assigns a visible numerical
skill rating (SR) to players based upon their performance
in the mode, taking into account wins and aptitude
with their chosen heroes. The SR ranges between 1
and 5000, and within that range exist different ranks
(named ‘Bronze,’ ‘Silver,’ ‘Platinum,’ ‘Diamond,’ ‘Master,’
and ‘Grandmaster’), usually at every increment of 500.
The efficacy of various strategies and heroes in the game
varies significantly across ranks, as does the population
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of players. In February of 2018, Overwatch Lead Designer
Jeff Kaplan revealed the percentage ofOverwatch players
who had attained each rank with an image showing that
62% of the game’s player base had an SR lower than the
numerical halfway point of 2500 (Kaplan, 2018). By com-
parison, OWL players, if they play the Competitive mode,
are almost certain to attain a rank that puts them in the
top 1% of players, according to Kaplan’s (2018) post.

Herein lies our infrastructure question: For whom
should the game be designed? It might seem reason-
able for Overwatch’s developers to spend much of their
time balancing the game’s mechanics and supporting
systems around the majority of the player base to en-
sure an enjoyable experience. But OWL requires that the
game, when played by some of its most skilled players,
also be enjoyable to watch, since spectatorship is critical
in sustaining any professional sport. There exists a ten-
sion here, because the game is a single artifact and the
same rules and mechanics of the game apply whether a
player is on stage or at home, in Silver or Grandmaster.
This situation is a perennial problem in eSports games,
and reconciling this tension is still a significant challenge,
and one with which Blizzard has made some unusual
choices. OWL attempts to solve this problem by selec-
tively choosing when new versions of the game are used
by the tournament, thus allowing professional players
to play one version of the game while non-professional
players play another. This choice undermines the sense
of Overwatch as a specific game and has led to player
complaints about enjoyment watching OWL, since it of-
ten meant an old version of the game was being played
(Czar, 2018). Central here is the point that the same sin-
gle design decision regarding a particular hero, map, or
fundamental mechanic in the game will create different
and perhaps irreconcilable demands for different groups
in the OWL and Overwatch community.

This tension is perhaps most visible in the variety of
changes to the game made by Blizzard in an attempt to
move away from one particular dominant strategic com-
position of heroes—GOATS, which consists of three Tank
heroes and three Support heroes. It is outside the scope
of this article to tell the whole story of GOATS, but it is
sufficient to say that its use in high level OWL play was ex-
tremely effective, best defeated withmirrored use of the
GOATS composition, difficult to successfully emulate by
themajority of theOverwatch player base due to its com-
plexity, and generally agreed by OWL viewers to be de-
cidedly uninteresting to watch (Van Allen, 2019). GOATS
mirror matches became the norm in OWL, to the detri-
ment of professional players of Damage heroes, who had
no place in GOATS, and viewers, who knew exactly what
to expect from each match. While other factors were at
play, the primacy of GOATS certainly contributed to the
declining viewership numbers that OWL was experienc-
ing at the time, despite the incredible resources Blizzard
was investing in spreading OWL to as many platforms as
possible, from its own client to Twitch, China’s Zhanqi.tv,
and on ESPN (Miceli, 2019).

Blizzard alternately attempted to displace the dom-
inant GOATS by: (1) weakening some of the heroes in
the composition to open up opportunities for more than
the six heroes in GOATS to be seen on stage at one time;
(2) changing the mechanics of one type of health in the
game upon which GOATS heavily relied—armor—in an
attempt to openup counterplay; andmost recently (3) re-
stricting the number of each role of hero that can be
played on a team in Quick Play and Competitive while
also preventing the switching of heroes across different
roles during play. This last change, known as 2-2-2 be-
cause it limits all teams to two heroes of each role, has
been the most dramatic in reconfiguring the way the
game functions and in determining how its most popular
modes can or cannot be played. Overwatch players had
also been asking for this change outside of the context of
OWL, since the structure imposed by 2-2-2 was believed
to solve other issues with the game, but it is inarguable
that part of its implementation was a direct challenge to
GOATS, which had become ingrained in OWL and feeder
competitions for the League.

Conceptualizing these changes to the game as infras-
tructural fixes, we can become aware of the ripple effects
they have had upon the game and in turn its players. The
act of adjusting the power of heroes (the first change—
balancing) carries implicit assumptions on the part of de-
velopers about how those heroes are used by players;
that use is not uniform across the player community or
across ranks. Thismeans that demands on players vary as
they learn how to play and play against newly balanced
heroes; changes that alter the meta in one way in one
rank can alter it in otherways at other ranks, and this was
the case as balance fixes cascaded through the game. The
second act—changing a core game mechanic—brought
with it more extreme results. Armor reduces the amount
of damage a hero would take with a very specific math-
ematical formula. Change the formula, and suddenly in-
teractions involving any hero with armor change as well.
Determinations of which hero is strong versus another
shift, which necessitates changes in strategy, team com-
positions, and the social dynamics associatedwith choos-
ing those compositions at the start of a match. All are
a form of infrastructure, and all feel the effects of a
change in just one. The long-term results of the third
act—changing the structure of the teams—are still to be
seen at time of writing. We can read in Blizzard’s offi-
cial announcement of the change a sensitivity tomultiple
types of demand at play in Overwatch:

A lot of important decision-making happens in the 40
seconds before a match even begins, as everyone se-
lects their heroes and responds to others’ role choices.
It’s not uncommon for players—who may all have dif-
ferent goals and play styles—to feel tension, pressure,
disappointment, or even hostility as a team compo-
sition comes together. The Role Queue system is de-
signed to help take the edge off this process, ulti-
mately leading to matches that feel fairer and more
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fun, where players are in roles that they want to be in.
(Blizzard Entertainment, 2019)

While marketed as a purely positive change, limiting the
number of each hero role in each team has shaken stan-
dard conventions of practice within the game. While
shaking the infrastructural meta for OWL was the point
of this change, this alteration was applied broadly,
with aftershocks felt by the rest of the game’s play-
ers. Anecdotally, many players, at home and in the
League, believe that 2-2-2 removes a core element of
the game—the ability to dynamically and creatively de-
termine the composition of one’s team to outmaneu-
ver one’s opponents—and in so doing will fundamen-
tally weaken it. Some players who identified themselves
as ‘flex’ players, those skilled in switching roles fluidly
before and during a match as they determined situa-
tions dictated, saw the infrastructure of the game change
to eliminate their preferred practice. Their mode of
play is no longer possible in the game’s Quick Play and
Competitive modes and many of these players have felt
alienated as a result. It has yet to be seenwhat long-term
effect 2-2-2will have onOWL’s success; the enjoyment of
OWL spectators, and the livelihoods of OWL commenta-
tors and professional players depend on it, fundamental
as it is to Overwatch’s gameplay. Such is the nature of
infrastructure; there may be ‘backstage elements’ yet to
reveal themselves as this case unfolds.

5. Conclusion

This conceptualization of infrastructure demand may
also help elucidate broader concerns for video games.
While Blizzard may conceptualize their investments in
expanding the viewership of Overwatch onto new plat-
forms as a sort of infrastructure investment, thinking of
changes to their game systems as infrastructural shifts
would help in recognizing when their decisions demon-
strate infrastructural conflict. The infrastructure they
are building for OWL, whether in game versions or in
sweeping balance changes, conflicts with the infrastruc-
ture already established for non-professional play. The
problems Blizzard is trying to solve are not isolated is-
sues; they are part of interconnected infrastructure, and
changes to these systems will have effects on other sys-
tems, both social and technological.

In the previous sections, we communicated through
multiple levels of analysis that there aremanyways to ap-
ply the concept of infrastructure demand to video game
research. Its value comes from its broad applicability to
experiences at multiple levels and in multiple modes of
interaction with video games. These include player expe-
riences, which are the primary focus of the four types of
demand laid out above—cognitive, emotional, physical,
and social—but also the experiences of game develop-
ers, eSports facilitators, and more, which are shaped by
infrastructure demands that may not be visible at first
glance. Within the context of video games as a source

of demand, infrastructure may inform our understand-
ing of existing sources of demand by proposing new in-
terpretations, as in the example of physical demand and
controllers, while also enabling the exploration of new
questions of demand, such as considering the environ-
mental cost of video games, which would be difficult to
conceptualize under a purely individualistic understand-
ing of the study of video games. This conceptualization
may also benefit designers of games by allowing for a
broad and interconnected understanding of the systems
requisite for a game to function. Thinking of the meta
of a video game as infrastructure is not only a semantic
adjustment. It makes tangible what otherwise might be
thought of as arbitrary social conventions. Not only do
these demands upon a game have weight, but attempts
to change themmust also be taken with care, as they are
still connected to other systems; onewell-intentioned so-
lution to a problem might cause a break in numerous
other places.
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1. From Demands to Burdens in Digital Games

Fun has been found to be a prevalent motivation among
gamers (Reid, 2012), albeit not universally applicable to
all (Jørgensen, 2016), and a key element of the enter-
tainment that games provide is through the provision
of multiple challenging and competitive situations that
players feel a necessity to resolve (Vorderer, Hartmann,
& Klimmt, 2003). As Bernard Suits (1978) defined it:

To play a game is to engage in activity directed to-
wards bringing about a specific state of affairs, using
only means permitted by rules, where the rules pro-
hibit more efficient in favour of less efficient means,
and where such rules are accepted just because they
make possible such activity. (p. 34)

The overcoming of obstacles of some kind is therefore
a major aspect of most gameplay. However, as digital
games have developed, technology has extended the
realms of what is possible, enablingmore complex game-
play and vaster gameworlds, ranging from single player
to large-scale multiplayer gaming, including multiplayer
first-person shooters (Pirker, Rattinger, Drachen, & Sifa,
2018), multiplayer online battle arenas (MOBAs; Mora-
Cantallops & Sicilia, 2018), and e-Sports (Martončik,
2015), such that digital games now often require a con-
siderable amount of time to learn and play (Bouchard,
2015). For example, massively multiplayer online role-
playing games (MMORPGs) have endless narratives and a
never-ending system of goals and achievements, leading
to prolonged and extended engagement with the game
as players continually challenge their abilities (Gray &
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Huang, 2015). It is not surprising, then, that a recent in-
ternational survey (Limelight Networks, 2019) found that
more than half of players have missed sleep and more
than a third have missed a meal due to gaming. It is clear
that many modern games now require much more from
their players than they have historically.

Such complexity places significant demands on play-
ers’ intelligence. For example, expertise in MOBAs has
been correlated with fluid intelligence due to the strong
demands on memory, tactics, and strategy over hand-
eye coordination (Kokkinakis, Cowling, Drachen, &Wade,
2017), and it has also been demonstrated that player per-
formance deteriorates over periods of sustained engage-
ment, even where collaboration with others may help
overcome fast-paced, complex tasks andwhere player ex-
perience may reduce the effects (Sapienza, Zeng, Bessi,
Lerman, & Ferrara, 2018). Digital games have been found
to have more complex effects on stress outcomes as
they do not share the same characteristics as other men-
tal stressors due to the interactive player experience
(Porter & Goolkasian, 2019). Alternative approaches
have sought to develop ever grander approaches to pro-
viding players with information to help them cope with
increasingly vaster and intricate gameworlds, such as
heads-up displays (HUDs), maps, notifications, and real-
time statistics. Even the addition of a third hand (con-
trolled by the foot) into a gamehas been trialled (success-
fully) for reducing physical and mental burdens (Abdi,
Burdet, Bouri, Himidan, & Bleuler, 2016). However, when
not implemented carefully, these approaches often re-
sult in additional layers of complexity being added on top
of the game, thereby further increasing the burden on
players and creating additional barriers that may detach
them from the core gameplay.

At the other extreme, particularly on smartphones
and in browsers, we have witnessed the emergence
of casual games (Juul, 2010), abstract persistent pro-
gressive massively multiplayer asynchronous games
(APPMMAGs), which have little story and no vividly-
expressed gameworld (Bouchard, 2015), and idle or in-
cremental games, which incorporate extended periods
of just waiting where the player’s participation is op-
tional and may even be redundant (Cutting, Gundry, &
Cairns, 2019; Fizek, 2018). Such games especially ap-
peal to those who prefer simpler game mechanics and
more acceptable, accessible, and flexible gameplay ex-
periences (Kultima, 2009). Indeed, a large factor driving
the enjoyment of mobile gaming has been found to be
persistent ease of use, primarily arising from a simple
interface and gameplay (Merikivi, Tuunainen, & Nguyen,
2017), and casual single-player games in particular have
now risen to become the most popular type of game
worldwide (Limelight Networks, 2019).

Hence, as digital games place an ever-increasing com-
bination of interactive, cognitive, emotional, physical,
and social demands on players (Bowman, 2018), what
were once reasonable and appropriate demands for dig-
ital games, necessary in order for them to provide suf-

ficient entertainment, may now be seen as shifting to-
wards being burdens, which players may be struggling
to cope with on multiple dimensions and may be con-
sidered unnecessary. The notion that the gameworld it-
self is an interface (Jørgensen, 2013) is an important one
here. Jørgensen argues that information integrated into
the gameworld is part of it, regardless of how it is pre-
sented, and it exists to support meaningful gameplay
and help the player understand its workings. Thus, the
gameworld need not be natural or offer fictional coher-
ence, but needs to provide clear, consistent and context-
appropriate information for meaningful gameplay in or-
der to create a sense of engagement and attachment.
Hence, burdens should not be forced to be alleviated by
reducing the complexity of gameworlds or gamemechan-
ics (as in APPMMAGs and many casual games), nor by
making gameworlds more transparent so that they ap-
pear as unmediated as possible, nor by offering ‘narra-
tive’ or ‘easy’ modes to circumvent complex gameplay
in favour of a story or exploratory experience (e.g., as
in Red Dead Redemption 2, The Witcher 3, Mass Effect
Andromeda, and Assassin’s Creed Odyssey). Rather, we
argue that this should be achieved by striking a balance,
such that meaningful gameplay is facilitated, not hin-
dered, and unnecessary burdens to it are alleviated in
an effective manner. As Salen and Zimmerman (2003)
posit, the goal of game design is to create meaningful
play, and this meaningful play emerges from the rela-
tionships between player actions and system outcomes
when those relationships are both discernible (the result
of the game action is communicated to the player in a
perceivable way) and integrated into the larger context
of the game (actions have immediate significance and
also affect play experiences at a later point). Therefore,
we may consider a burden to be anything within the
gameworld which causes an overhead that hinders, com-
promises, or does not facilitatemeaningful play, and thus
impairs player engagement.

To better understand how unnecessary burdens may
be alleviated in an effective manner, we find it valu-
able to distinguish between ‘intrinsic’ and ‘extrinsic’ el-
ements of digital games, where the former are funda-
mental to the gameplay, such as game mechanics, while
the latter are peripheral or even extraneous to the core
gameplay, such as information players require that is not
clearly discernible or tasks they must undertake in or-
der to support the mechanics prior to or which interrupt
play. In Section 2, we argue that the extrinsic elements
unnecessarily increase the demands on the player creat-
ing burdens which subsequently reduce or break player
engagement. Subsequently, in Section 3, we propose a
framework that helps to reveal how extrinsic elements
may be minimised so that intrinsic gameplay is better
supported and stronger degrees of engagement are fa-
cilitated. The framework encapsulates and integrates a
range of emerging technological approaches reported
in the literature and comprises three layers: ‘core’ (in-
trinsic gameplay support); ‘interaction’ (reduces extrin-

Media and Communication, 2019, Volume 7, Issue 4, Pages 247–259 248



sic player interactions); and ‘interface’ (reduces extrinsi-
cality at the user interface [UI]). Finally, in Section 4, we
draw some conclusions and distinguish themain areas of
potential framework usage.

2. Intrinsicality and Extrinsicality in Digital Games

In order to consider burdensome aspects of digital
games, we interpret them from a perspective of whether
they reduce or break player engagement. We adopt
a view of engagement as being progressive, as in the
Revised Game Engagement Model (R-GEM), proposed
by Procci, Bowers, Jentsch, Sims, and McDaniel (2018).
We use this model as it is empirically validated, rooted
in over two decades of prior research, and helps to
reduce inconsistency in current games research terms
while enabling consideration of all key constructs. R-GEM
interrelates four key constructs that have proven crit-
ical to games research (each construct is substantially
explored within their paper and definitions are based
on those used within the model): ‘immersion’ (being
enveloped by the games’ stimuli and experiences); ‘in-
volvement’ (motivation to play); ‘presence’ (feeling phys-
ically located within and interacting with the game, re-
quiring a high level of immersion); and ‘flow’ (optimal
experience of intrinsically-motivated and goal-driven en-
joyment where temporal perception is distorted, requir-
ing a high level of involvement, which occurs when a
careful balance is achieved between task difficulty and
player skill). In R-GEM, attention leads to low-level, re-
ciprocal engagement states of ‘immersion’ and ‘involve-
ment,’ which must be experienced prior to high-level en-
gagement states of ‘presence’ and ‘flow.’ High-level en-
gagement states are less easily attainable than low-level
states, and thus the potential for burdensome aspects
to affect high-level engagement is much greater. In addi-
tion, themore a player’s cognitive effort is spent focusing
their attention, the fewer cognitive resources remain for
them to become further engaged; thus, minimising bur-
densome aspects also helps the player sustain their at-
tention. The model also reflects the fact that immersion
and involvement are reciprocal (e.g., more immersion
is likely to lead to the player becoming more invested
and thus more involved, while non-immersive games
can become immersive through strong player determi-
nation to be involved). Thus, while presence and flow
are presented as distinct states directly influenced by im-
mersion and involvement respectively, there may also
be some indirect influences which are acknowledged
by the model. Such overlaps have been extensively dis-
cussed in the literature. For example, Csikszentmihalyi
(1975, 1990), who first introduced flow, proposed vari-
ous elements, some of which coincide with notions of
immersion, such as concentration and the merging of ac-
tion and awareness, while others help to distinguish it
from presence, such as loss of self-consciousness (not
being preoccupied with self). Alternatively, Michailidis,
Balaguer-Ballester, and He (2018) have argued that flow

is not substantially different from immersion and the
terms can be used interchangeably, while Lombard and
Ditton (1997) have argued that presence is conceptu-
alised as immersion which makes players feel involved.
Calleja (2011) considered involvement to be a precursor
to presence or immersion where his notion of incorpora-
tion has been shown to alignwith R-GEM. It is also impor-
tant to note that R-GEM only presents likely influences
leading to progression, rather than conclusive progres-
sion (it is not deterministic), due to its focus on subjective
player experience.

Using this model, we consider digital game elements
from a viewpoint of being primarily either ‘intrinsic’ or
‘extrinsic’ to gameplay (while these terms have connota-
tions stemming from psychological disciplines and gam-
ification, we do not use them here in the same way).
‘Intrinsic’ game elements are fundamental to gameplay
and serve to support engagement directly without be-
ing burdensome. Effectively, these serve what Salen and
Zimmerman (2003) refer to as the internal, intrinsic qual-
ities of games, relating to rules and play. Hence, intrin-
sic game elements will typically be focused on game me-
chanics, which contribute to involvement and flow by
regulating the levels of challenge in the game, around
well-crafted narratives involving in-game characters that
players are able to empathise and identify with thus sup-
porting intrinsic motivation and leading to involvement,
or around high-sensory aesthetics which assist player
control and encourage players towards immersion and
presence (Alexiou & Schippers, 2018). Intrinsic game ele-
ments necessarily place demands on players and may in-
volve overheads, but these facilitate rather than impair
player engagement, e.g., such demands form part of the
challenge needed for flow, and therefore do not evolve
into burdens. It is therefore important that intrinsic game
elements take into account the gaming experience and
cognitive skills of the player so that engagement is not
prevented (Sherry, 2004), and that choices are embed-
ded into gameplay mechanics so that players are actively
able to control and facilitate their in-game flow (Chen,
2006, 2007). However, if engagement is overly facilitated,
the player may become engaged excessively, such that
the experience of flow or presence does not serve to
provide meaningful growth that they value (Salisbury &
Tomlinson, 2016), e.g., to the point of addiction (Loton,
Borkoles, Lubman, & Polman, 2016) or such that they
feel an obligation to achieve (Molesworth & Watkins,
2016). This too, then, would be burdensome. Therefore,
we might consider the relationship between player en-
gagement and burdens to be a bell curve, centred around
an engagement ‘sweet spot,’ though further considera-
tion is beyond the scope of this paper.

In contrast, ‘extrinsic’ game elements are peripheral
or even extraneous to gameplay. They unnecessarily in-
crease player overheads and create excessive demands
that may be considered burdens, which subsequently re-
duce or break their engagement. This may include infor-
mation players require or tasks they must undertake in
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order to support the game mechanics before they can
get on with the matter of just playing the game or which
interrupt gameplay, effectively serving as the bureau-
cracy of the game, and game elements which detract or
distract from meaningful gameplay, such as interfaces
and controls that are too difficult to master or under-
stand. Such difficulties are not the same as challenges or
demands necessary for games, e.g., for facilitating flow,
but typically occur as a result of less effective game de-
sign. For example, PaRapper the Rapper 2 requires but-
tons to be pressed in time with the music, which necessi-
tates continued focusing on visual guidance at the top of
the screen thereby detracting from the rest of the screen
which tends to reduce player engagement, whereas, in
contrast, Just Dance 2020 uses on-screen dancers per-
forming the routine in the centre of the screen as core
guidance, with only intermittent glances necessary to
the pre-emptive dance icons at the bottom, making this
less extrinsic. Likewise, the ‘viewpoint synchronisation’
element in the Assassin’s Creed franchise is required for
the player to view in-game objectives and get oriented to
their current location, which requires consulting a map
to locate a viewpoint (typically a tall building or tower),
navigating to that viewpoint, and then climbing it, poten-
tially manifesting multiple layers of game bureaucracy.
However, the use of climbing and ‘leap of faith’ mechan-
ics (to drop down on to a haystack) adds a level of chal-
lenge to the otherwise extrinsic element which encour-
ages involvement and thus flow, while the inclusion of
a 360-degree view of the surrounding area at the top
of the viewpoint provides the player with an immersive
form of information and new locations, which, coupled
with realistic views of historical locations, has a likely
influence on presence. There is therefore some over-
lap between extrinsicality and what Procci et al. (2018)
refer to as internal and external distractions, some of
which may be reduced through more usable designs and
less obtrusive game peripherals that limit external sen-
sory interference.

It is important to note that the distinction between
intrinsic and extrinsic is not the same as internal and ex-
ternal to the gameworld, where the former are firmly
contained within the realm of the game while the lat-
ter are outside and serve as a form of mediator be-
tween the player and the game, such as how playersmap
to game controllers (Liebold, Bowman, & Pietschmann,
2018). While this distinction may similarly be used to
understand demands on players, such as the physical
demands required by controllers (Bowman, 2018), and
thus may overlap somewhat, the perspective of intrin-
sic and extrinsic does not fully align. For example, con-
sider where the player needs to read a large amount
of in-game text with direct relevance to the game, e.g.,
where some events and characters are not depicted di-
rectly on screen. This may be considered internal to the
gameworld but requires some imagination and internal
processing on the part of the player and thus some over-
head. If this text is not carefully presented so that it facil-

itates player engagement, we may consider it overly de-
manding, and therefore burdensome and extrinsic. Thus,
while text may be intrinsic to the gameworld, it may not
be intrinsic to meaningful gameplay. For this reason, a
distinction in terms of gameplay rather than gameworld
is preferred in this work.

3. Framework for Reducing Extrinsicality

Following from the above, we propose a framework, de-
picted in Table 1, comprising key emerging technolog-
ical approaches surveyed from the literature which in-
dividually or in combination may serve to minimise ex-
trinsicality (and thereby facilitate intrinsicality) and posi-
tively influence low- to high-level player engagement. At
the base layer are core technological approaches used to
realise digital game elements, which support the layers
above and typically focus on intrinsic gameplay support.
The middle layer comprises interaction technologies, in
conjunction with the core layer below and in support of
the higher interface layer, in order to effectively facil-
itate non-burdensome interaction between player and
game. The top, interface layer encapsulates technologi-
cal approaches that may be used to reduce extrinsical-
ity at the player UI, typically the screen but may also in-
clude controllers and any physical interaction spaces, to
improve the effectiveness of the UI. Figure 1 illustrates
how these layers relate to the digital game elements
and player engagement discussed in Section 2. Given
that in R-GEM, immersion is a necessary antecedent for
presence and involvement is a necessary antecedent for
flow, technologies will generally influence progressive
engagement pathways (i.e., immersion–presence and/or
involvement–flow), rather than individual construct lev-
els within those pathways, and may also influence the
reciprocity between immersion and involvement, as was
discussed in Section 2. Thus, we denote these influ-
ences as: immersion–presence (IP), involvement–flow
(NF), and immersion–involvement (IN) in Table 1 and the
rest of this section.

3.1. Core

The core layer consists of technologies which support
higher level layers in achieving intrinsic gameplay sup-
port through minimising extrinsicality. Mostly these are
concerned with ‘game mechanics,’ where game ele-
ments challenge and engage cognitively, physically, or
emotionally, thereby influencing involvement, and as
these progress, influencing the player to transcend into
flow (Huang et al., 2018; Procci et al., 2018), supporting
the NF engagement pathway. Many games enable the
selection of different gameplay modes and difficulty lev-
els, however, game mechanics which are specifically de-
signed to reduce the cognitive load on the player have
been shown to increase involvement (Nelson, Bowman,
Bowman, & Kim, 2018). ‘Dynamic difficulty adaptation’
(DDA; a.k.a. scaling) undertakes adjustment of difficulty
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Table 1. The proposed framework.

Layer Example technological approaches generating
digital game elements

Engagement pathways influenced*

IP NF IN

Interface (top) Fluid UI X X
Diegetic interfaces X X
Gamespace awareness X X X
Playful-consumption experiences X

Interaction (middle) Pacing X
Isomorphic controllers X
Personalisation and player profiling X X X
Model matching X X
Incentivisation X
Emergent collaboration X
Believable agents X X X
Persuasive technologies X

Core (base) Game mechanics X
Dynamic difficulty adaptation (DDA) X X
Procedural content generation (PCG) X X X
Narrative optimisation X

Notes: I = immersion, P = presence, N = involvement, F = flow.

during the game and has been identified as core to fa-
cilitating engagement, predominantly involvement and
flow (NF). For example, Silva, do Nascimento Silva, and
Chaimowicz (2017) use DDA to minimise and avoid frus-
trations commonly caused by the lower autonomy and
higher challenge elements of MOBAs, via a game agent
that adapts its behaviour dynamically to player perfor-
mance as evaluated via a metric based on certain game
features (level, death count, and towers destroyed).

Similarly, in FlowAI (Cruz & Uresti, 2017), a DDA module
is responsible for adapting any tangible gameplay feature
that might change the perceived level of difficulty, specif-
ically non-player character (NPC) behaviour, quests or
scenarios, and game mechanics. However, FlowAI also
includes a specific immersion module, responsible for
breaking down barriers that could limit a player from im-
mersing in a game by adapting NPC behaviour, quests
or scenarios, and controls, thus DDA may also help to fa-

Figure 1. How the framework relates to digital game elements and player engagement. Note: Player engagement model is
adapted from Procci et al. (2018).
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cilitate immersion–involvement reciprocity (IN). Indeed,
even when DDA is not actually present but players are
told that the game they are playing will adapt, play-
ers actually report feeling more immersed (Denisova &
Cairns, 2019). Primarily though, DDA has the potentially
to perfectly balance challenges against player skill and
increase player confidence (Constant & Levieux, 2019),
ensuring players feel more in control and remain in a
state of flow (Chen, 2007), andmay thusmitigate against
other extrinsic elements thereby alleviating extraneous
player burdens.

Intrinsic game content is key for facilitating andmain-
taining player engagement. However, manual content
production is costly and not scalable. As games have in-
creased in complexity, developers have turned to ‘pro-
cedural content generation’ (PCG) to algorithmically and
automatically generate all kinds of game content, includ-
ing game bits (e.g., textures, fire, sound), gamespaces,
game systems, game scenarios, game designs, and de-
rived content (e.g., news, leaderboards), which may be
generated using a variety of techniques ranging from
pseudo-random number generators, generative gram-
mars and image filtering, through to spatial algorithms,
modelling and simulation of complex systems, and arti-
ficial intelligence (AI; Hendrikx, Meijer, van der Velden,
& Iosup, 2013). Such game content may be generated
at runtime during gameplay, during the design stage or
prior to gameplay. Studies (e.g., Connor, Greig, & Kruse,
2017) have found that overall there is no statistically-
significant difference between manually-generated con-
tent and PCG, but that there are particular areas where
PCGmay not succeed in engaging players as well, indicat-
ing that the PCG method should be appropriate and im-
plemented in a way that maximises the ability to gener-
ate content facilitating immersion. One means in which
PCG may be considered appropriate is by avoiding bur-
densome extraneous content and focusing on intrinsic
game content. For example, generated derived content
should not be used in an extrinsic manner such that it in-
terrupts or distracts from the core gameplay, such as in-
terrupting the player with news items to flatter them or
generating music (Jordan et al., 2012; Summerville et al.,
2018) that distracts and burdens the player. Instead, it
should be based on player actions and game state to
heighten the experience and further engender immer-
sion. When used intrinsically, PCG avoids repetitiveness
and creates the opportunity for games to be experi-
enced repeatedly as being new and engrossing for the
player. This influences motivation and thus involvement
and flow (NF), while increasingly realistic game content
can influence immersion and thus presence (IP). Given
the importance of game content to the gameworld and
meaningful gameplay, PCG can also reinforce the reci-
procity of immersion and involvement (IN).

‘Narrative’ is central to many game genres and com-
pelling and engaging narratives are often what enable
games to be particularly meaningful (Oliver et al., 2016).
Several narrative properties have been identified as be-

ing key to improving immersion (Verbrugge & Zhang,
2010), which would facilitate intrinsicality and the IP en-
gagement pathway, notably logical consistency, continu-
ity of story elements, level of tension or atmosphere,
as well as gameplay issues such as ensuring player
progress, and adequate coverage of potential player
choices. Players are also more likely to immerse in a
narrative if they empathise with the characters, even
when the characters are morally ambiguous or question-
able (Dechering & Bakkes, 2018). Narratives that do not
adequately fulfil these properties may potentially cre-
ate an extraneous cognitive burden for the user leading
the narrative towards extrinsicality. This was the case in
Frequency 1550 (Admiraal, Huizenga, Akkerman, & Ten
Dam, 2011) where players paid attention to the intrinsic
procedures and technology of the game but did not take
the story seriously and paid little attention to the em-
bedded narrative messages within the game. Similarly,
Arjoranta (2017) has studied how the narratological con-
cepts of focalisation (narrative viewpoint), granularity
(narrative fineness/coarseness and richness of included
elements), and mode of narration (tellers vs. reflectors)
can be used as tools for creating cognitive responses
from players, which must be carefully balanced to avoid
being burdensome. While narrative does not tend to in-
fluence player involvement and flow per se, game me-
chanics which are designed to complement the narrative
have been found to do so (Moser & Fang, 2015), and
thereby help to avoid the need to introduce extrinsic el-
ements into the game. For example, The Walking Dead
utilises the narrative as a progression mechanic, where
the player chooses from multiple dialogue options, one
of which is frequently to say nothing and even this choice
can progress the narrative and game, e.g., in the first
instalment, during Chapter 2, Episode II, the player can
take Kenny’s or Lilly’s side, stay neutral, or stay silent.
Other games such as Assassin’s Creed, Borderlands, Red
Dead Redemption and even the campaign modes of Call
of Duty, where narrative is bi-directionally complemen-
tary to the game mechanics, allows for the narrative
to also increase immersion. In such games, players may
develop their character based on their own perception
of it, through the making of ethical choices or an hon-
our system, and thereby influence the game narrative.
When ethically-heavy choices are forced on the player
(otherwise the game would not progress), such as to de-
stroy Megaton in Fallout 3 or to execute the sick peo-
ple of Kefalonia in Assassin’s Creed Odyssey, the choices
are demanding, primarily from a moral perspective, but
they are not extraneous to the gameplay and thus are
intrinsic rather than extrinsic and serve to further en-
gagement rather than be burdensome. Interactive nar-
ratives have also been found to influence presence (IP)
in direct correlation with the player’s perceived sense
of control over their character (Seif El-Nasr, Milam, &
Maygoli, 2013), which is further heightened, through
cognitive, emotional, and behavioural responses, when
players create their own narratives (Riches, Elghany,
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Garety, Rus-Calafell, & Valmaggia, 2019). This relates to
such narratives being core and thus intrinsic to the game.

3.2. Interaction

The interaction layer consists of technological ap-
proaches that exploit core layer technologies andwork in
conjunction with interface layer technologies to deliver
a reduction in extrinsic player interactions. Immersion
here is often supported by technological provision of
immersive cues, such as realistic interactivity and input
mechanisms, and the stronger these are, the easier it
is to reach the higher-level engagement state of pres-
ence (Procci et al., 2018). However, the ‘pacing’ of in-
teraction has been found to cause players to experience
significantly different levels of state anxiety and nega-
tive affect (Jennett et al., 2008), suggesting that pac-
ing should be adapted appropriately to facilitate immer-
sion (IP) and to avoid interaction becoming burdensome.
‘Isomorphic controllers’ may help to improve the pacing
of interaction. The manipulation and mapping interface
layers in the Historical-Analytical Comparative System
(HACS; Therrien, 2017) correspond closely with the in-
teraction layer of our framework. The manipulation in-
terface layer provides a broad typology of symbolic to
isomorphic controllers, ranging from screen-augmented
(visually encoded props) to corporeal (detection of body
movements). Greater isomorphism has the potential to
facilitate immersion (IP), e.g., mouse-based manipula-
tion of windows, icons and pointers tends to create over-
head that frustrates gameplay and therefore engage-
ment. The mapping interface layer also extends from
symbolic to isomorphic and associates primitive manipu-
lations with represented or virtual actions, ranging from
punctual (automation of virtual actions) to symbiotic
(equivalence). Greater isomorphism and symbiosis here,
made possible by controllers such as Leap Motion and
Oculus Touch, similarly facilitates immersion (IP) by limit-
ing the need for complicated motor activations, such as
wiggling joysticks.

However, perhaps the most predominant technolog-
ical approach at the interaction layer is ‘personalisa-
tion,’ which enables tailoring of gameplay information
and social and group dynamics, often using AI, so that
players and teams are not overburdened. Frequently
this involves the use of ‘player profiling’ (a.k.a. player
modelling), which groups players into common cognitive
and emotional archetypes, and recent evidence shows
that this can improve immersion (Denisova & Cairns,
2019), thereby facilitating the IP engagement path-
way. Systematic Multiple Level Observation of Groups
(SYMLOG) has been used in a non-intrusive manner
to build collaborative profiles of a group of players in
an online game working together towards a common
goal (Berdun, Armentano, Berdun, & Cincunegui, 2019),
which avoids extrinsic means for gathering profile data
from players such as questionnaires. In FlowAI (Cruz
& Uresti, 2017), discussed above, the DDA module re-

sponsible for adapting gameplay features relies on a
player profile to create a personalised gaming experi-
ence that is reactive to players and thus can ensure
that only necessary, intrinsic interactive demands are
placed on the player and extrinsic game interactions
are reduced or avoided completely. When used in this
way, personalisation and player profiles can directly af-
fect goal and challenge elements thereby influencing
involvement and flow (NF). When combined with ap-
proaches that capture player interactions across multi-
ple game environments (Scoular, Care, & Awwal, 2017),
much richer profiles may be built that allow for infer-
encing of indicative player knowledge, skills, behaviour,
and performance, which can be exploited for effectively
managing extrinsicality, and facilitating the reciprocity of
immersion and involvement (IN). ‘Model matching the-
ory’ is related to this and helps to predict player out-
comes linked to gameplay by focusing on the interre-
lationship among game mechanics, external situations,
and players’ mental models. Alignment increases men-
tal model transfer and influences a range of outcomes,
notably immersion, involvement, and flow (IP, NF), but
also in-game performance, learning, and game transfer
phenomena (McGloin, Wasserman, & Boyan, 2018), and
can help to reduce extrinsic game elements and extrane-
ous burdens.

‘Incentivisation’ has been used to identify and dy-
namically reward different classes of players based on
personalised, relative assessments of performance. This
helps provide a satisfactory game experience for both
experienced and inexperienced players, and incentives
that enhance players’ engagement in the game could be
used in combination with player predictions to prevent
a player’s choice to quit the session, or frustration that
may drive them to quit the game (Sapienza et al., 2018),
thereby maintaining interaction and thus involvement
and influencing flow (NF), potentially mitigating negative
consequences of extrinsic game elements. Many mobile
games, such as Candy Crush Saga and Crossy Road, use
various devices such as daily gifts or timer-based boosts
which last for specific durations and may increase with
continued daily participation. However, while they often
successfully increase involvement initially, such devices
typically serve as extrinsic game elements that are de-
signed to feed extrinsic motivations. They are therefore
burdensome to players as they detract from gameplay
anddonot sufficiently sustainmotivation or engagement
in the long-term (Pink, 2009); at best they canmerelymit-
igate other extrinsic game elements, e.g., having to wait
for some time to gain a new life or having to send help
requests to friends.

Many games require players to collaborate. However,
game mechanisms to support player collaboration are
not always used (Zagal, 2006), which is typically a conse-
quence of them being extrinsic to gameplay. Designing
collaborative mechanics which are intrinsic results in
‘emergent collaboration’ among players because it is em-
bedded into the gameplay. Such mechanics include com-
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plementary actions (players’ individual tasks need to be
synchronised with each other in a timely manner to per-
form a joint task), indirect actions (some players are
given information or a task that requires other players to
act), and encrypted information (players have individual,
unique information needed in task solving; Hämäläinen,
Niilo-Rämä, Lainema,&Oksanen, 2018). To perform com-
plementary actions, players need to collaborate to share
knowledge; to perform indirect actions, players need to
collaborate to exchange information in order to form a
joint understanding on what should be done and how;
and to use encrypted information, players need to col-
laborate to share their knowledge with each other so
as to form a shared understanding built on each other’s
thoughts. Thus, emergent collaboration tends to influ-
ence involvement and,where the collaboration is absorb-
ing, flow (NF).

Repeated studies (e.g., Mateas, 1999; Pacheco,
Tokarchuk, & Pérez-Liébana, 2018) have demonstrated
that ‘believable agents’ within a game greatly impact on
feelings of presence and flow, and thus immersion and
involvement antecedently, including the positive reci-
procity between the two (IP, NF, IN). Different aspects of
such agents would have various impacts on the quality
of intrinsic and extrinsic game elements. Gomes, Paiva,
Martinho, and Jhala (2013) define nine dimensions to be-
lievability according to the agent’s awareness, behaviour
understandability, personality, visual impact, predictabil-
ity, behaviour coherence, change with experience, social
behaviour, and emotional expressiveness. Believability
increases immersion and therefore presence (IP) if the
players consider themmore human, increasing empathy
and supporting the suspension of disbelief. Believability
would also affect involvement and flow (NF) since the
more believable the agents, the easier they will be to in-
teract with at a suitable pace and the less burdensome
the interaction with them will be. Reduction in believ-
ability would increase the bureaucracy of the game and
thus extrinsicality as the player will need to learn how
to interact with these agents in order to progress. For
example, various bots (agents) in Counter-Strike try to
mimic human behaviour using strategies such as rushing
at the opponent team, ambushing and holding the base.
However, as a teammember they do not coordinate well
together, requiring the player to learn their behaviour as
a team member in order to play with them effectively.
Believable agents also affect the interface layer, primar-
ily through visual impact, although this ultimately affects
interaction, e.g., how the agent is visually perceived will
influence how they are interacted with.

‘Persuasive technologies’ can also be used to reduce
extrinsicality through enhanced involvement (NF). Using
persuasion, digital games may provide compelling experi-
ences that convey specific messages by allowing players
to explore cause-effect relationships, motivating them
through vicarious experiences, or helping them rehearse
a behaviour. They may also persuade players by making
activities easier ormore efficient to do, or by applying the

same persuasion principles that humans use to influence
others (de la Hera Conde-Pumpido, 2018), e.g., through
believable agents that engage with and encourage, dis-
courage or coerce the player. Persuasion may also use
benevolent deception to enhance the player’s experience
as long as the player is not aware of it, e.g., where games
seek to manipulate players for behaviour change and ed-
ucational purposes (Denisova & Cairns, 2019). Such ap-
proaches rely on other technologies, such as player pro-
filing at the interaction layer, and DDA at the core layer,
to adapt the interaction to the individual player.

3.3. Interface

The interface layer consists of technological approaches
which work in conjunction with the base core and mid-
dle interaction layers to reduce extrinsic burdens at the
player UI. Here, immersion and presence are influenced
by the extent towhich immersive cues are provided, such
as higher sensory resolution and increased number of
senses provided by the game (Procci et al., 2018), e.g.,
many games enable adjustment of graphical fidelity and
detail to improve the experience, according to the capa-
bilities of the available technical resources such as graph-
ics cards. When used in conjunction with personalisa-
tion from the interaction layer, the UI may not only be
customised for the player, such as in World of Warcraft
and Diablo III which allow the player to customise the
abilities tree in-game, but may also achieve the notion
of a ‘fluid UI’ (Dyck, Pinelle, Brown, & Gutwin, 2003) to
communicate information to players in ways that do not
demand their attention and do not interrupt gameplay,
thereby reducing extrinsicality and facilitating immersion
(IP). Methods that may be commonly used include calm
messaging (unobtrusive messages via the use of sound,
speech, transient text, or animation that do not require
dismissal, acknowledgement or addressal by the player),
attention-aware interface elements (automatically mod-
ify themselves based on the amount of attention users
are paying to them, to reduce visual clutter and increase
size of useable gamespace), and context-aware view be-
haviours (such as automatically zooming, panning and
rotating gamespace views to best suit the task at hand,
reducing player effort to navigate and adjust, and filter-
ing information to only that which is currently relevant,
to avoid overwhelming the player). Being distracted by
navigational problems has been shown to be an extrinsic
burden, affecting flow and thus involvement (NF), and
decreasing game performance (Admiraal et al., 2011).

Although many expert players tend to focus on the
HUD, some (Bowman, Elmqvist, & Jankun-Kelly, 2012;
Pears, 2016) have commented on how HUDs can often
add an additional unnecessary layer that distances play-
ers from the gameplay when not carefully implemented.
Guidelines to ensure HUDs are accessible and facilitate
intrinsic gameplay have been proposed, some of which
emphasise the use of ‘diegetic interface’ components
(may be viewed by the player-character, i.e., in-game)
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instead where possible (Edwards, 2018) or the design
of HUDs for peripheral vision to improve game perfor-
mance (Tilford, 2019). Some studies (Peacocke, Teather,
Carette, & MacKenzie, 2015) are starting to reveal a
player preference for diegetic interfaces that tend to
improve player performance, thus influencing involve-
ment and flow (NF), while other studies (Iacovides, Cox,
Kennedy, Cairns, & Jennett, 2015) have found that the
removal of non-diegetic interface components (those
viewed only by the player and not the player-character)
such as HUDs altogether can improve immersion in ex-
pert players (IP). However, the feedback interface layer
in HACS (Therrien, 2017), which ranges from signaletic
(non-diegetic) to diegetic, reveals that signaletic infor-
mational elements, notably progression/failure markers
and score, cannot be part of the diegesis.

The notion of ‘gamespace awareness’ (Antunes,
Herskovic, Ochoa, & Pino, 2014; Teruel, Navarro,
González, López-Jaquero, &Montero, 2016) can facilitate
the player’s understanding of time (present, past, future)
and social and group dynamics, predominantly via the
presentation of information at the player UI, within indi-
vidual, co-operative and collaborative games. For exam-
ple, in MMORPGs, players must be aware of other play-
ers’ roles and locations in order to make player-to-player
interaction more frequent so that they can successfully
undertake game tasks. This results in a large number of
design categories that gamesmay utilise such as availabil-
ity, communication, mobility, navigation, spatiality, virtu-
ality, and sensemaking, and a large number of resultant
game elements such as presence, identity, authorship,
task, and location to support time-based concerns, and
exposed information, role, group goal, and inner/outer
communication to support social and group dynamics.
The broad nature of such game elements means that
those broadly supporting the undertaking of tasks may
influence involvement and thus flow (NF), while those
that provide heightened stimuli and experience may in-
fluence immersion and thus presence (IP). The extensive
inter-relationships between the elements also means
that the inter-relationship between immersion and in-
volvement (IN) may also be supported. Such influences
will be positive where the game elements are imple-
mented in a manner that does not burden the player but
supports them in their intrinsic tasks.

Recently (Abbasi, Ting, Hlavacs, Costa, & Veloso,
2019), it has been proposed that the notion of consump-
tion from the field of marketing may be applied to dig-
ital games, yielding a ‘playful-consumption experience’
approach. This focuses on creating intrinsically, motivat-
ing, active, and self-based gameplaying behaviour for
players’ own sake and pleasure, leading to playful he-
donic experiences. Using this approach, it is possible to
predict game engagement (cognitive, affective, and be-
havioural) as it arises from imaginal, emotional, and sen-
sory playful-consumption experiences. Sensory experi-
ences are predominantly provided by the interface layer,
thus enhanced sensory technological approaches which

appeal to a greater number of senses and allow the
player to physically ‘feel’ the game may enhance intrin-
sic game content and heighten immersion and thus pres-
ence (IP). However, any physical impediments, such as
cybersickness and awareness of devices, controllers and
head-mounted displays would diminish agency and in-
teraction and lead to reduced immersion and presence
(Riches et al., 2019), thereby causing them to become
highly burdensome.

4. Conclusions

As gaming technology advances and games become
more complex, it is important for maintaining engage-
ment that extraneous burdens on players are minimised
and core gameplay is preserved. Having reviewed a range
of technological approacheswithin the framework, it can
be seen that it may serve as an initial guide for how such
reductions in extrinsicality may potentially be achieved:
as a lens by which to view emerging digital game tech-
nologies, in terms of how they enhance or hinder levels
of engagement and subsequently whether they serve to
enable intrinsic or extrinsic game elements, or as a lens
for considering particular games at each layer of techno-
logical approach and engagement. The proposed frame-
work may also be used to guide game design itself to
avoid or reduce extrinsic burdens. For example, in design-
ing an improved version of the multiplayer Beer Game
(Daylamani-Zad, Agius, & Angelides, 2018), which tradi-
tionally does not support communication or collabora-
tion between players, we targeted the interaction layer
by introducing multiple reflective intelligent agents in
conjunctionwith personalisation and player profiling and
emergent collaboration to facilitate collaboration with-
out creating burdens, thus improving player and team
performance and engagement. Similarly, in creating a
World of Warcraft add-on (Daylamani-Zad, Angelides, &
Agius, 2012), we targeted the interaction and interface
layers, using personalisation and player profiling, model
matching, gamespace awareness, and fluid UI to reduce
extrinsicality when making choices about weapons, ar-
mours, quest paths, and character development, and
to identify complementary players for co-op raids and
suitable players for PvP arena battles. The framework
may also potentially be integrated into game analysis
and evaluation tools, such as into assessments of player
experience (Johnson, Gardner, & Perry, 2018) so that
measurement can be related specifically to technologies,
game elements, or precise engagement pathways.
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