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Abstract
The rise of new technologies and platforms, such as mobile devices and streaming services, has substantially changed
the media entertainment landscape and continues to do so. Since its subject of study is changing constantly and rapidly,
research on media entertainment has to be quick to adapt. This need to quickly react and adapt not only relates to the
questions researchers need to ask but also to the methods they need to employ to answer those questions. Over the last
few years, the field of computational social science has been developing and using methods for the collection and analysis
of data that can be used to study the use, content, and effects of entertainment media. These methods provide ample
opportunities for this area of research and can help in overcoming some of the limitations of self-report data and manual
content analyses that most of the research on media entertainment is based on. However, they also have their own set of
challenges that researchers need to be aware of and address tomake (full) use of them. This thematic issue brings together
studies employing computational methods to investigate different types and facets of media entertainment. These studies
cover a wide range of entertainment media, data types, and analysis methods, and clearly highlight the potential of com-
putational approaches to media entertainment research. At the same time, the articles also include a critical perspective,
openly discuss the challenges and limitations of computational methods, and provide useful suggestions for moving this
nascent field forward.
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Issue
This editorial is part of the issue “Computational Approaches toMedia Entertainment Research” edited by Johannes Breuer
(GESIS—Leibniz Institute for the Social Sciences, Germany), Tim Wulf (LMU Munich, Germany) and M. Rohangis Mohseni
(TU Ilmenau, Germany).
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With the rapid development of technology and the grow-
ing competition for the attention (and money) of the au-
dience, the entertainment media landscape is constantly
changing. The global spread of broadband internet, mo-
bile devices, streaming platforms, and communication
tools with which people can, for example, discuss enter-
tainment content, have had an immense impact on the
structure and use of entertainment media. These funda-

mental changes in the media entertainment landscape
not only affect the everyday lives of people worldwide,
but also create opportunities and challenges for research
that looks at the use and effects of these media.

New media entertainment formats entail new re-
search questions about, for example, the motivations
and experiences of their users, and the effects that the
use of these new formats can have on them. Answering
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these questions may require revisions to existing the-
ories or even completely novel theoretical approaches.
In addition to that, studying new media entertainment
formats may also necessitate the development of new
methods for collecting and analyzing data. Besides the
development or refinement of theories andmethods, an-
other important aspect associated with the emergence
of new (digital) media formats and platforms is the
huge amount of data that their usage generates, which
is both a challenge and an opportunity for entertain-
ment research.

For several decades now, most quantitative research
on the content, use, and effects of media entertainment
has been based on data from surveys, manual content
analyses, or lab experiments. While there is no doubt
that these studies have produced many important in-
sights intomedia entertainment, the data they are based
on have certain limitations. For example, several recent
studies have shown that self-reports of media use tend
to be unreliable (e.g., Araujo, Wonneberger, Neijens,
& de Vreese, 2017; Scharkow, 2016). This is especially
problematic if researchers are interested in very spe-
cific, rare, or socially undesirable forms of media enter-
tainment. Experimental lab studies, on the other hand,
tend to have relatively small samples and often occur
in somewhat unnatural settings. Moreover, manual con-
tent analyses are not suitable for the large amounts of
data that users of media entertainment generate (e.g.,
discussion threads on Reddit or tweets about a show,
movie, or video game).

Parallel to the largely technology-driven develop-
ments in the entertainment landscape, the methodolog-
ical portfolio of social-scientific research has also been
substantially extended by the rise of computational so-
cial science which “leverages the capacity to collect and
analyze data with an unprecedented breadth and depth
and scale” (Lazer et al., 2009, p. 722). According to Hox
(2017), two key identifying features of computational
methodology are the use of “big data” (although the
term is often defined differently and tends to be un-
derdefined) and the use of analysis techniques that are
suited for these kinds of data. These analysis methods
typically belong to the areas of text mining and natu-
ral language processing, machine learning, and network
analysis. Regarding the type of data used, especially for
computational communication research, it is typically
more precise to speak of digital trace data which can be
roughly defined as “records of activity (trace data) under-
taken through an online information system” (Howison,
Wiggins, & Crowston, 2011) and can originate from vari-
ous sources, including social media platforms, websites,
or smartphone apps. These traces can be intentional,
such as tweets or Reddit comments, or unintentional,
such as information about users or their activity collected
by a streaming platform (Hox, 2017). Given their exper-
tise in analyzing the use, content, and effects of digi-
tal media, “communication scholars are in a uniquely
strategic position to lead the development of the com-

putational approaches that promise to offer novel and
exciting insights” (Hilbert et al., 2019, p. 3932). Indeed,
computational communication science is a distinct sub-
discipline “that investigates the use of computational al-
gorithms to gather and analyze big and often semi- or
unstructured data sets to develop and test communi-
cation science theories” (Van Atteveldt, Margolin, Shen,
Trilling, & Weber, 2019, p. 1; also see Domahidi, Yang,
Niemann-Lenz, & Reinecke, 2019; Van Atteveldt & Peng,
2018). Computational communication research has seen
a rapid growth over the last few years. One clear indicator
of this is that the former interest group Computational
Methods has become a full division of the International
Communication Association in 2020. While most studies
in this area have looked at topics related to information
seeking, news consumption, or political communication,
there has been relatively little research on entertainment
media. This thematic issue seeks to address this gap.

The characteristics identified by Hox (2017) also ap-
ply to the articles included in this thematic issue: They
use (big) digital trace data and advanced analysis meth-
ods to study various phenomena related to the use of
different kinds of entertainment media. In addition, they
combine different analysis methods and types of data,
which is also typical of computational communication re-
search (and computational social science in general). To
illustrate the diversity of topics and approaches, we pro-
vide an overview of the media and data types as well as
the analysis methods in Table 1. Interestingly, there is a
striking overlap in the types of data and analysismethods
that almost all large entertainment companies nowadays
use to evaluate and improve their products (as well as
to profile and better target users) and the new computa-
tional methods that researchers have started to use for
entertainment research. This further highlights the prac-
tical relevance of computational approaches in entertain-
ment research.

A key challenge for computational entertainment
and communication research, and even computational
social science in general, is the question of how to
access digital trace data and what can be done with
them. Researchers not only have to consider the (pri-
vacy) interests of the people whose data they collect
and use, but also those of commercial companies as typ-
ically specified in their Terms of Service (Van Atteveldt,
Strycharz, Trilling, & Welbers, 2019). Especially when it
comes to the ideals of open science, the interests of the
researchers who use the data and the commercial com-
panies who control it can be conflicting (Breuer, Bishop,
&Kinder-Kurlanda, in press). Against this background,we
are especially excited that for several of the articles in-
cluded in this thematic issue, the authors were able to
make their analysis code and data available (see Table 1).
Of course, using digital trace data also has other lim-
itations and potential pitfalls. These include the com-
mon lack of individual level information about the users
and relevant outcome variables (Stier, Breuer, Siegers, &
Thorson, 2019) or potential biases (Sen, Flöck, Weller,
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Table 1. Overview of the articles in this thematic issue, including focus, data types, and analysis methods.

Entertainment
Article title Author(s) media focus Data types Analysis method(s) Open materials

What Is Important When We
Evaluate Movies? Insights from
Computational Analysis of Online
Reviews

Schneider, Domahidi,
and Dietrich

Movies Online movie reviews,
self-reports from online
surveys

Correlated topic
models, qualitative
content analysis

https://osf.io/pqnk6

A Graph-Learning Approach for
Detecting Moral Conflict in Movie
Scripts

Hopp, Fisher, and
Weber

Movies Movie scripts Social network
analysis, natural
language processing

Script:
https://github.com/
EdinburghNLP/
scriptbase

Data:
https://osf.io/rbdws

(A)synchronous Communication
about TV Series on Social Media: A
Multi-Method Investigation of
Reddit Discussions

Unkel and Kümpel Series Reddit threads, self-reports
from online surveys

Automated content
analysis

https://osf.io/7v49t

Popular Music as Entertainment
Communication: How Perceived
Semantic Expression Explains Liking
of Previously Unknown Music

Lepa, Steffens,
Herzog, and
Egermann

Music Self-reports from
surveys/experiments, audio
data (music)/music
information retrieval data

Regression, factor
analysis, machine
learning, algorithmic
audio signal analysis

A Computational Approach to
Analyzing the Twitter Debate on
Gaming Disorder

Schatto-Eckrodt,
Janzik, Reer, Boberg,
and Quandt

Video games Tweets Sentiment analysis,
network analysis,
topic models

https://osf.io/vzymj

Exploring the Effect of In-Game
Purchases on Mobile Game Use
with Smartphone Trace Data

Boghe, Herrewijn,
De Grove, Van
Gaeveren, and De
Marez

Video games Smartphone log data Survival analysis

Open-Source’s Inspirations for
Computational Social Science:
Lessons from a Failed Analysis

Poor Not applicable Not applicable Not applicable
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Weiss, & Wagner, 2019). It is reassuring and promising
for the future of this young field to see that all contribu-
tions in this thematic issue are aware of these issues and
explicitly address them.

The study by Schneider, Domahidi, and Dietrich
(2020) compares insights from self-report measures with
online movie reviews to capture how viewers evaluate
movies. They used subjective movie evaluation criteria
(SMEC), identified based on self-report data from online
surveys, and related those to a correlated topic model
that explores the underlying topics of openly available
user reviews. The study found correspondences for three
major SMEC categories (hedonism, narrative, and actors’
performance) in the online reviews,with additional quali-
tative analyses revealing further occurrence of SMEC cat-
egories in the review texts.

The study by Hopp, Fisher, and Weber (2020) also
looks at movies. Using a combination of social network
analysis and natural language processing techniques,
they were able to develop a method for detecting moral
conflict in scripts of more than 80,000 movie scenes.
Among other things, they found that moral conflict can
be identified by changes in the structures of social net-
works of movie characters.

Unkel and Kümpel (2020) also used a combination
of computational and traditional methodological ap-
proaches to study synchronous and asynchronous com-
munication about a TV series on Reddit. Specifically, they
examined themotives of using Reddit forums for commu-
nication before, while, and after watching new episodes
of the final season of Game of Thrones. Combining auto-
mated content analyses of these threads with a survey
among thread users, they found that different motives
lead to using these thread types, and different thread
types are associated with different forms of interactions.

The contribution by Lepa, Steffens, Herzog, and
Egermann (2020) employed a set of computational and
other methods to study popular music as entertainment
communication. Using an existing dataset, they devel-
oped amodel for predicting listener liking ratings for pre-
viously unknown songs and found that unknownmusic is
liked more, the more it is perceived as emotionally and
semantically expressive. In a second study, the authors
developed and tested a machine learning model draw-
ing on automatic audio signal analysis and found that it
can predict significant proportions of variance in musical
meaning decoding.

Schatto-Eckrodt, Janzik, Reer, Boberg, and Quandt
(2020) made use of computational approaches for an-
alyzing the debate about gaming disorder on Twitter
around the time in 2018 when the World Health
Organization (WHO) decided to include the addictive use
of digital games (gaming disorder) as a diagnosis in the
International Classification of Diseases. The authors used
a combination of sentiment, network, and automated
content analysis (topic models), and found that the de-
bate was largely organic (i.e., not driven by spam ac-
counts) and heavily impacted by the WHO decision.

The article by Boghe, Herrewijn, De Grove, Van
Gaeveren, and De Marez (2020) also looks at digital
games, although with a very different research question
and methodological approach. They used smartphone
data to explore the effect of in-game purchases on con-
tinual mobile game use. In a survival analysis with the
log data, they found that, while making an in-game pur-
chase initially decreases the risk of stopping to play a
game, there is a reversal effect in the sense that previ-
ous in-game purchases negatively affect the chance of
continued play at a later point in time.

Unlike the other articles, the final contribution to
this thematic issue by Poor (2020) does not present em-
pirical results but offers a critical meta-perspective on
computational approaches to media entertainment re-
search. Building on his own experiences, the author dis-
cusses how and why computational research can fail and
what the young field of computational social science can
learn from the long history of the open source (soft-
ware) movement.

Overall, the articles in this thematic issue cover dif-
ferent topics and employ different (methodological) ap-
proaches to study media entertainment. Despite their
differences, they all show the potential of computational
approaches for media entertainment research, while at
the same time also highlighting some of the challenges
and potential limitations. What all of the articles clearly
illustrate is that combinations of different methods (in-
cluding computational as well as more traditional ap-
proaches) and data types (including digital trace data
as well as other types, such as self-reports) represent
a promising way of moving entertainment research for-
ward. Hence, we believe that with this thematic issue we
offer researchers in the field of (entertainment) commu-
nication a diverse portfolio of applications of computa-
tional methods for various research questions. We hope
that this work will inspire entertainment research and
guide the way to a more nuanced triangulation and di-
versity of methods used in this research area.

Acknowledgments

First of all, we would like to thank the authors for their
wonderful contributions. We also want to thank the re-
viewers of this thematic issue. Their knowledge of a va-
riety of computational methods and the subject matter
of the articles was invaluable and greatly helped in im-
proving the overall quality of the thematic issue. Finally,
we would like to thank the editorial team at Media and
Communication for their great organization of the whole
process from the initial planning to the publication of
this issue.

Conflict of Interests

The authors declare no conflict of interests.

Media and Communication, 2020, Volume 8, Issue 3, Pages 147–152 150



References

Araujo, T., Wonneberger, A., Neijens, P., & de Vreese, C.
(2017). Howmuch time do you spend online? Under-
standing and improving the accuracy of self-reported
measures of internet use. Communication Meth-
ods and Measures, 11(3), 173–190. https://doi.org/
10.1080/19312458.2017.1317337

Boghe, K., Herrewijn, L., De Grove, F., Van Gaeveren,
K., & De Marez, L. (2020). Exploring the effect of
in-game purchases on mobile game use with smart-
phone trace data. Media and Communication, 8(3),
219–230.

Breuer, J., Bishop, L., & Kinder-Kurlanda, K. (in press). The
practical and ethical challenges in acquiring and shar-
ing digital trace data: Negotiating public-private part-
nerships. New Media & Society.

Domahidi, E., Yang, J., Niemann-Lenz, J., & Reinecke,
L. (2019). Outlining the way ahead in computa-
tional communication science: An introduction to
the IJoC Special Section on “computational meth-
ods for communication science: Toward a strategic
roadmap.” International Journal of Communication,
13, 3876–3884.

Hilbert, M., Barnett, G., Blumenstock, J., Contractor, N.,
Diesner, J., Frey, S., . . . Zhu, J. J. H. (2019). Computa-
tional communication science: A methodological cat-
alyzer for a maturing discipline. International Journal
of Communication, 13, 3912–3934.

Hopp, F. R., Fisher, J. T., & Weber, R. (2020). A
graph-learning approach for detecting moral conflict
in movie scripts. Media and Communication, 8(3),
164–179.

Howison, J., Wiggins, A., & Crowston, K. (2011). Valid-
ity issues in the use of social network analysis with
digital trace data. Journal of the Association for In-
formation Systems, 12(12), 767–797. https://doi.org/
10.17705/1jais.00282

Hox, J. J. (2017). Computational social science method-
ology, anyone? Methodology, 13(Supp. 1), 3–12.
https://doi.org/10.1027/1614-2241/a000127

Lazer, D., Pentland, A., Adamic, L., Aral, S., Barabasi, A.-
L., Brewer, D., . . . Van Alstyne, M. (2009). Life in the
network: The coming age of computational social sci-
ence. Science, 323(5915), 721–723. https://doi.org/
10.1126/science.1167742

Lepa, S., Steffens, J., Herzog, M., & Egermann, H. (2020).
Popular music as entertainment communication:

How perceived semantic expression explains liking of
previously unknown music. Media and Communica-
tion, 8(3), 191–204.

Poor, N. (2020). Open-source’s inspirations for computa-
tional social science: Lessons from a failed analysis.
Media and Communication, 8(3), 231–238.

Scharkow, M. (2016). The accuracy of self-reported inter-
net use: A validation study using client log data. Com-
munication Methods and Measures, 10(1), 13–27.
https://doi.org/10.1080/19312458.2015.1118446

Schatto-Eckrodt, T., Janzik, R., Reer, F., Boberg, S., &
Quandt, T. (2020). A computational approach to ana-
lyzing the Twitter debate on gaming disorder.Media
and Communication, 8(3), 205–218.

Schneider, F. M., Domahidi, E., & Dietrich, F. (2020).
What is important when we evaluate movies? In-
sights from computational analysis of online reviews.
Media and Communication, 8(3), 153–163.

Sen, I., Flöck, F., Weller, K., Weiss, B., & Wagner, C.
(2019). A total error framework for digital traces of
humans. arXiv.org. Retrieved from https://arxiv.org/
abs/1907.08228

Stier, S., Breuer, J., Siegers, P., & Thorson, K. (2019). Inte-
grating survey data and digital trace data: Key issues
in developing an emerging field. Social Science Com-
puter Review. Advance online publication. https://
doi.org/10.1177/0894439319843669

Unkel, J., & Kümpel, A. S. (2020). (A)synchronous com-
munication about tv series on social media: A multi-
method investigation of Reddit discussions. Media
and Communication, 8(3), 180–190.

Van Atteveldt, W., Margolin, D., Shen, C., Trilling, D.,
& Weber, R. (2019). A roadmap for computational
communication research. Computational Communi-
cation Research,1(1), 1–11. https://doi.org/10.5117/
CCR2019.1.001.VANA

Van Atteveldt, W., & Peng, T.-Q. (2018). When com-
munication meets computation: Opportunities, chal-
lenges, and pitfalls in computational communication
science. Communication Methods and Measures,
12(2/3), 81–92. https://doi.org/10.1080/19312458.
2018.1458084

Van Atteveldt, W., Strycharz, J., Trilling, D., & Welbers,
K. (2019). Towards open computational communica-
tion science: A practical roadmap for reusable data
and code. International Journal of Communication,
13, 3935–3954.

About the Authors

Johannes Breuer (PhD) is a Senior Researcher at the Data Archive for the Social Sciences at GESIS—
Leibniz Institute for the Social Sciences in Cologne, Germany, where his work focuses on the topics of
data linking and using digital trace data for social science research. His other research interests include
the use and effects of digital media, computational methods, and open science. More information:
https://www.johannesbreuer.com

Media and Communication, 2020, Volume 8, Issue 3, Pages 147–152 151

https://doi.org/10.1080/19312458.2017.1317337
https://doi.org/10.1080/19312458.2017.1317337
https://doi.org/10.17705/1jais.00282
https://doi.org/10.17705/1jais.00282
https://doi.org/10.1027/1614-2241/a000127
https://doi.org/10.1126/science.1167742
https://doi.org/10.1126/science.1167742
https://doi.org/10.1080/19312458.2015.1118446
https://arxiv.org/abs/1907.08228
https://arxiv.org/abs/1907.08228
https://doi.org/10.1177/0894439319843669
https://doi.org/10.1177/0894439319843669
https://doi.org/10.5117/CCR2019.1.001.VANA
https://doi.org/10.5117/CCR2019.1.001.VANA
https://doi.org/10.1080/19312458.2018.1458084
https://doi.org/10.1080/19312458.2018.1458084
https://www.johannesbreuer.com/


TimWulf (PhD) is a Post-Doctoral Researcher at the Department ofMedia and Communication at LMU
Munich in Germany. His research interests include the effects of media-induced nostalgia, media psy-
chological perspectives on video games and video game streaming, and persuasion through narrative
media. More information: https://www.tim-wulf.de

M. Rohangis Mohseni (Dr.rer.nat) is a Post-Doctoral Researcher of the Media Psychology and Media
Design research group at Ilmenau University of Technology in Germany. His research interests in-
clude electronic media effects and moral behavior. His latest publications address gendered hate
speech on YouTube (SCM, 2020), digital aggression (merz, 2020), and mobile learning (Handbuch
Bildungstechnologie, 2020). More information: http://www.rmohseni.de

Media and Communication, 2020, Volume 8, Issue 3, Pages 147–152 152

https://www.tim-wulf.de/
http://www.rmohseni.de


Media and Communication (ISSN: 2183–2439)
2020, Volume 8, Issue 3, Pages 153–163

DOI: 10.17645/mac.v8i3.3134

Article

What Is Important When We Evaluate Movies? Insights from
Computational Analysis of Online Reviews

Frank M. Schneider 1,*, Emese Domahidi 2 and Felix Dietrich 1

1 Institute for Media and Communication Studies, University of Mannheim, 68159 Mannheim, Germany;
E-Mails: frank.schneider@uni-mannheim.de (F.M.S.), fedietri@mail.uni-mannheim.de (F.D.)
2 Institute for Media and Communication Science, TU Ilmenau, 98693 Ilmenau, Germany;
E-Mail: emese.domahidi@tu-ilmenau.de

* Corresponding author

Submitted: 14 April 2020 | Accepted: 15 July 2020 | Published: 13 August 2020

Abstract
The question of what is important whenwe evaluatemovies is crucial for understanding how lay audiences experience and
evaluate entertainment products such as films. In line with this, subjectivemovie evaluation criteria (SMEC) have been con-
ceptualized asmental representations of important attitudes toward specific film features. Based on exploratory and confir-
matory factor analyses of self-report data fromonline surveys, previous research has found and validated eight dimensions.
Given the large-scale evaluative information that is available in online users’ comments in movie databases, it seems likely
that what online users write about movies may enrich our knowledge about SMEC. As a first fully exploratory attempt,
drawing on an open-source dataset including movie reviews from IMDb, we estimated a correlated topic model to explore
the underlying topics of those reviews. In 35,136 online movie reviews, the most prevalent topics tapped into three major
categories—Hedonism, Actors’ Performance, and Narrative—and indicated what reviewers mostly wrote about. Although
a qualitative analysis of the reviews revealed that users mention certain SMEC, results of the topic model covered only
two SMEC: Story Innovation and Light-heartedness. Implications for SMEC and entertainment research are discussed.

Keywords
entertainment media; IMDb; movie evaluation; movie reviews; topic modeling; self-reports
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1. Introduction

When Louis Leon Thurstone (1930) developed A Scale
for Measuring Attitude Toward the Movies in the con-
text of the Payne Fund Studies (1929–1932), it was one
of the first attempts to measure interindividually differ-
ent attitudes in movie effects research. Back then, so-
cial scientists saw movies as a social problem, in partic-
ular, for child and youth development (cf. Wartella &
Reeves, 1985). Nowadays, the entertainment and film in-
dustry are booming (Hennig-Thurau & Houston, 2019).
More than ever before, communication scholars dedi-

cate themselves to learning about how watching movies
influences entertainment experiences, what (positive)
consequences follow, or how predispositions towards
entertainment media shape movie selection and use
(Raney & Bryant, 2020). Here, subjective movie evalu-
ation criteria (SMEC) play a crucial role in evaluating
movies before, during, and after exposure (Schneider,
Welzenbach-Vogel, Gleich, & Bartsch, in press) and can
help to predict specific individual movie evaluations
(Schneider, 2012a). SMEC are conceptualized as “men-
tal representations of important attitudes towards spe-
cific film features” (Schneider, 2017, p. 71). To mea-
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sure SMEC and address the question of what is impor-
tant when viewers evaluate a movie, the SMEC scales
have been developed and validated (Schneider, 2012a,
2017). This, however, has been largely based on factor-
analytical examination of self-report data. As subjective
criteria may best predict subjective choices, processing,
and effects, such amethodological approachmakes good
sense. Nevertheless, support for the construct validity of
SMEC could be strengthened if distinct methodological
approaches arrive at similar conclusions from different
angles. Moreover, it might be interesting to learn from
viewers’ written evaluative responses to movies in a
more natural environment, aside from a scientific setting
(e.g., an online survey). Such an approach may be more
unobtrusive and less prone to issues with mental acces-
sibility or social desirability. The tremendous opportuni-
ties that movie users have to express themselves online
coupled with today’s computing power provide oppor-
tunities for the computational analyses of online users’
movie reviewswhich could help further examine the con-
struct validity of SMEC and explore the movie write-ups
of lay audiences. Thus, in the present article, we follow
an exploratory approach as we are interested in what on-
line movie reviewers write about, and if such online re-
views provide insight into underlying SMEC, which they
might have applied to evaluate a movie.

2. Theoretical Background and State of Research

2.1. A Brief Overview of Subjective Movie Evaluation
Criteria

Whereas Thurstone (1930, see beginning of Section 1)
was interested in attitudes towards movies in general,
SMEC aim at examining the standards lay audiences
use to assess movie features. Although several criteria
had been suggested, most of them were not validated
or applied to TV shows or specific target groups only
(Schneider, 2017). To address these shortcomings, pre-
vious research developed and validated scales for mea-
suring and examining the structure of SMEC (for de-
tails see Schneider, 2012a, 2017). The procedure com-
prised open-ended data from an online-survey, studies
including a modified structure formation technique, fo-
cus groups, and quantitative content analysis of criteria
categorization, pretesting and revising of the item pool,
exploratory and confirmatory factor analyses, and latent
state-trait analyses. Results provided evidence for the
content, structural, and substantive validity as well as for
the reliability of the SMEC scales. Moreover, the nomo-
logical network of SMEC was explored (external valid-
ity by examining correlations with related constructs like
film genre preferences and personality traits). The eight
dimensions that emerged during this process and have
been validated are as follows: Story Verisimilitude (SV),
which reflects correspondence to (contemporary) real-
ity (e.g., Gunter, 1997; Valkenburg & Janssen, 1999);
Story Innovation (SI), which reflects the originality of

the story (e.g., Greenberg & Busselle, 1996); Cinema-
tography (CI), which reflects cinematic techniques (e.g.,
Gunter, 1997); Special Effects (FX), which also reflects
cinematic techniques but focuses more on the techni-
cal aspects (e.g., Neelamegham & Jain, 1999; Rössler,
1997); Recommendation (RE), which reflects external re-
sources for film evaluation (e.g., Neelamegham & Jain,
1999); Innocuousness (IN), which reflects a lack of po-
tentially unpleasant characteristics (e.g., Nikken & van
der Voort, 1997; Valkenburg & Janssen, 1999); Light-
heartedness (LH), which reflects amusement and es-
capism (e.g., Greenberg & Busselle, 1996; Valkenburg &
Janssen, 1999); Cognitive Stimulation (CS), which reflects
the viewer’s cognitive processes such as cogitation or
learning (e.g., Himmelweit, Swift, & Jaeger, 1980; Nikken
& van der Voort, 1997). Whereas the first four dimen-
sions (SV, SI, CI, FX) summarize film-inherent elements,
RE refers to film-external features, and the final three di-
mensions concern anticipated effects of use (IN, LH, CS).

In addition, some studies investigated the predic-
tive power of LH for the evaluation of a comedy show
(My Name is Earl; Burtzlaff, Schneider, & Bacherle, in
press, Study 1), as well as the predictive power of IN, LH,
and CS for the appreciation and enjoyment of movies in
general as well as for specific genres (Schneider, 2012b).
This makes the notion of SMEC particularly interesting
for broader entertainment research. For instance, tradi-
tionally, film-specific evaluations have been mainly ex-
amined in light of entertainment experiences like enjoy-
ment and pleasure (e.g., Vorderer, Klimmt, & Ritterfeld,
2004). They correspond to an evaluation criterion such
as LH:Whereas whenmovie viewers enjoy amovie, their
overall judgment about a movie can be more positive
when they rate LH as highly important. However, recent
advances go beyond hedonic consumption and advocate
a more nuanced view of audience responses, reflect-
ing a sense of meaning and growth, self-transcendence,
or aesthetic and artistic quality (e.g., Oliver & Bartsch,
2010; Oliver & Raney, 2011; Oliver et al., 2018; Vorderer
& Reinecke, 2015; Wirth, Hofer, & Schramm, 2012).
Similarly, this gain in complexity is also reflected in vari-
ous evaluation criteria that supplement criteria that refer
to effects of use (e.g., CS) with criteria that focus more
on the features of the movie (e.g., CI). SMEC might be
better and more fine-grained predictors of film-specific
evaluations than genre preferences and also empha-
size content-related aspects (compared, e.g., to a user-
centred approach; e.g., Swanson, 1987; Wolling, 2009).
Thus, in sum, preliminary findings underscore the use-
fulness of SMEC for current entertainment research on
movies and may help to understand the role of stable
criteria in explaining audience responses before, during,
and after movie exposure.

2.2. Previous Research on Online Movie Reviews

Although online movie reviews have been extensively
researched in the last decades, this has been done al-
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most exclusively in the domain of marketing studies
(e.g., when investigating effects of online word of mouth
on box-office success; e.g., Chintagunta, Gopinath, &
Venkataraman, 2010; Eliashberg, Jonker, Sawhney, &
Wierenga, 2000). Besides, more recently, online movie
databases such as the International Movie Database
(IMDb), Yahoo! Movies, or Douban have been among
platforms subjected to computational analyses (e.g.,
Bader, Mokryn, & Lanir, 2017; Simmons, Mukhopadhyay,
Conlon, & Yang, 2011; Yang, Yecies, & Zhong, 2020;
Zhuang, Jing, & Zhu, 2006). In the following paragraphs,
we give a brief overview of large-scale studies dealing
with online movie reviews. For a more comprehensive
summary, see Table S1 in the Supplementary Material.
Please note that Table S1 and some parts of the remain-
der of this article include technical language of compu-
tational science. We refer the interested reader to com-
prehensible and introductory texts for communication
scientists such as Günther and Quandt (2016) or Maier
et al. (2018).

2.2.1. Predicting Box-Office Success

Awide range ofmanagement/economics studies have at-
tempted to predict a movie’s box-office success through
statistical models, often including samples of online
movie reviews (e.g., Hu, Shiau, Shih, & Chen, 2018; Hur,
Kang, & Cho, 2016; Lee, Jung, & Park, 2017). Most of
these models incorporated the online movie review’s
sentiment as well as other factors, some of which are
also specific to reviews, such as the writing style, use of
certain words (bag of words approach), or the length of
review (Yu, Liu, Huang, & An, 2012). Other characteris-
tics of online movie reviews such as its rated helpfulness
(Lee & Choeh, 2018), the movie’s numeric ‘star’-rating
(Hur et al., 2016), or the genre of movie (Lee & Choeh,
2018) were also often used but referred not directly to
the online movie review’s content.

2.2.2. Predicting Sentiments

The second line of research, focusing on methodologi-
cal aspects of computational methods, attempted to es-
tablish, complement, or modify algorithms for the min-
ing of online movie reviews, especially for sentiment
analysis (e.g., Liu, Yu, An, & Huang, 2013; Parkhe &
Biswas, 2016; Yang et al., 2020). As online movie reviews
are relatively easy to scrape (e.g., from IMDb) and by
nature mostly positive or negative (and rarely neutral),
they provide good examples to develop and test classi-
fication algorithms. Most of these studies are situated
within the fields of computational linguistics and com-
puter science.

2.2.3. Other Computational Approaches

A few studies do not fit either of the previous categories
(e.g., Bader et al., 2017; Otterbacher, 2013; Simmons

et al., 2011; Yang et al., 2020). See Table S1 in the
Supplementary Material for more details.

Three studies are particularly interesting concerning
the aim of the present article. Drawing on emotion the-
ory, Bader et al. (2017) created emotional signatures of
movies and their genres based on emotions toward or
elicited by a film that were extracted from its online re-
views on IMDb. Their results imply that emotional eval-
uations also manifested themselves in online reviews
and can help to cluster entertainment-related concepts
such as movie genres. Moreover, as emotional and af-
fective states are also related to SMEC (e.g., LH and IN),
the appearance of words representing emotions in on-
line movie reviews may help detect those criteria. In
other words, it seems likely that SMEC that rely on af-
fective evaluations are reflected in movie reviews. An
‘emotional’ approach to movies is also common in en-
tertainment research (e.g., Bartsch, 2012; Soto-Sanfiel &
Vorderer, 2011). Whereas these findings concern crite-
ria as anticipated effects of viewing, two other studies
focused more on film-inherent features as criteria. For
instance, in an often-cited article, Zhuang et al. (2006)
mined feature–opinion pairs within online movie re-
views, based on a movie feature–opinion list. The fea-
ture part of this list contained names of movie-related
individuals such as directors or leading actors and fea-
ture words of six movie elements, which were not de-
rived from theory but were somewhat related to evalua-
tion criteria—for instance, visual effects (partially refers
to CI), FX, and screenplay (refers to SI). Thus, these find-
ings support the idea that it is not only users’ personal ex-
periences (e.g., emotions) which play a role in movie re-
views, but also movie-related features that are deemed
necessary to achieve artistic and aesthetic quality. Lastly,
using computer-aided content analysis, Simmons et al.
(2011) found that storyline—among four other movie
elements—was strongly related to the overall film grade.
However, a deeper analysis revealed that what they
called ‘storyline’ included statements about CI, action,
humour, and entertainment, and thus represented a
rather fuzzy concept. Disentangling what lies behind the
storyline may hint at effects of use and film-inherent fea-
tures as they are reflected by SMEC.

In sum, regarding entertainment theory and SMEC,
all previous perspectives on online movie reviews show
several weaknesses: First, although some studies refer
to features or criteria, those criteria are not based on
theoretical assumptions. Moreover, research has so far
heavily relied on lexical databases or dictionaries, which
implies that criteria are directly observable within the
online reviews. Given the theoretical assumption that
SMEC are latent constructs (Schneider, 2012a, 2017),
methodological approaches that take this assumption
into account could be more appropriate (e.g., Amplayo
& Song, 2017, combined a multi-level sentiment classifi-
cation with bi-term topic modeling).

To our best knowledge, on the one hand, no stud-
ies that computationally analyzed online movie reviews
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have yet done so against the background of concepts re-
lated to entertainment theory. On the other hand, par-
ticularly within the field of entertainment theory, com-
munication researchers have rarely used online review
platforms to address research problems, even though
the opportunities to assess digital traces of audience re-
actions seem easily available on a large scale and allow
conclusions to be drawn about personal characteristics
from online behaviour such as liking (Kosinski, Stillwell,
& Graepel, 2013). For instance, if entertainment expe-
riences are conceptualized as media effects (for recent
overviews, see Raney & Bryant, 2020; Raney, Oliver, &
Bartsch, 2020), responses to movie exposure and eval-
uative judgments of movies—both can be expressed as
written online reviews—may indicate underlying evalua-
tive factors (Schneider et al., in press).

2.3. The Present Research

Unlike previous studies that focused on predicting box-
office success or sentiments from online movie reviews,
we are interested in what online movie reviewers write
about and if those online reviews provide insight into
underlying SMEC, which the writers might have applied
to evaluate a movie. In doing so, we try to figure out
whether text mining of online movie reviews’ content
can support findings from self-report data and howanaly-
ses from suchmethodologically different approaches can
contribute to construct validity. Until now, we are not
aware of any similar attempt.

As the SMEC development has been a data-driven, in-
ductive process, we decided against a confirmatory ap-
proach in favour of an exploratory, inductive, and unsu-
pervised approach (i.e., topic modeling).

3. Method

Our sample is based on an open-source dataset including
movie reviews from IMDb and their positive or negative
sentiment classification (Maas et al., 2011). The dataset
consists of 25,000 positive and 25,000 negative movie
reviews. Additionally, 50,000 unlabeled reviews are pro-
vided. Only up to 30 reviews per movie are included in
order to avoid a high number of correlated reviews. After
downloading the data, we decided to focus on the posi-
tive and negative reviews only because these sentiments
might be a sign that users expressed their SMEC. All data
management, cleaning, and analysis was performed us-
ing R 3.5.3 (R Core Team, 2020) and RStudio 1.2.5033
(RStudio Team, 2019).

Before analysis, we opted for an extensive data pre-
processing as recommended in the literature (Maier
et al., 2018; Manning, Raghavan, & Schütze, 2008). First,
we excluded all duplicate reviews from the dataset.
Afterwards, we implemented common data preprocess-
ing steps to delete text that provided no relevant infor-
mation for automatic text analysis, such as cleaning of
HTML tags and links and deleting numbers and whites-

pace via the textclean package in R (Rinker, 2018). To im-
prove the quality of our dataset and to reduce the num-
ber of possible features, we deleted common stopwords
via a combination of different stopword-lists and imple-
mented lemmatization (Manning et al., 2008) via the
spacyr (library ldaR wrapper; Benoit & Matsuo, 2020).
Online movie reviews are of varying quality as users em-
ploy, for instance, internet slang as opposed to formal
writing. To enhance the quality of the data and reduce
internet slang, we automatically removed internet slang
via textclean package in R (Rinker, 2018) and, based on
part-of-speech tagging via spacyr, we selected only verbs,
nouns, adjectives, and adverbs for further analysis. We
deleted the most common words—‘movie’ and ‘film’—
because they are very general in our context but oc-
curred more than 60,000 times in the corpus and thus
three times more often than any other word. We im-
plemented term frequency–inverse document frequency
(tf–idf) weighting in order to determine how relevant a
word in a given document is—that is, how often a word
occurs in a document in relation to how often the word
occurs in other documents of the corpus (Manning et al.,
2008). In the following, we removed words that had a
low tf–idf score (tf–idf < 0.050) and, thus, were not im-
portant for our analysis.

For data analysis, we employed topic modeling, an
unsupervised machine learning approach to infer latent
topics from a large sample size (Maier et al., 2018). Given
the characteristics of our sample and theoretical assump-
tions (i.e., topics are likely to be correlated), we esti-
mated a Correlated Topic Model (CTM) based on the
movie reviews (Blei & Lafferty, 2009) using the topicmod-
els package in R (Grün & Hornik, 2011). To select the
number of topics, we estimated 21 topic models from
k = 10 to k = 70 via ldatuning 1.0.0 package (Murzintcev
& Chaney, 2020) and selected the 38-topic model as the
best fitting model to our data. Then, we estimated a set
of ten separate 38-topic CTMs with different initial pa-
rameters and selected from this set the best model re-
garding log-likelihood (Grün & Hornik, 2011) as our final
model. We selected the topic with the highest probabil-
ity per online movie review and with a minimum prob-
ability (gamma) of 0.02. The best fitting CTM included
38 topics for 41,434 online movie reviews. All scripts
for data cleaning and analysis can be accessed via OSF
(https://osf.io/pqnk6).

To allow for succinct presentation whilst ensuring
coverage of the most important topics in the dataset, we
focus on the most frequent topics in our sample with
at least 600 reviews per topic. For all topics discovered
in the dataset, please see the topic distribution and the
top words for all topics in OSF. Based on a qualitative as-
sessment of the top words of each topic, we organized
the remaining 14 topics (N = 35,136) in three broad cat-
egories (see Table 1). Furthermore, drawing on the ma-
terial (i.e., evaluation terms and criteria) used during the
development of the SMEC scales (Schneider, 2012a, see
Appendices A and B; Schneider, 2017, see item wording),
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Table 1. CTM (k= 38,max. 1 topic/review, probability≥ 0.02) with 14manually selected topicswith at least 600 reviews per
review merged into three thematically overlapping topic categories, sorted alphabetically and by aggregated frequencies
(N = 35,136).

k Label n Top-10 words

9 AP: Acting 1 7,320 role, act, guy, character, script, Hollywood, excellent, kill, family, write

1 AP: Acting 2 1,847 actor, episode, watch, woman, lot, script, star, hard, character, funny

15 AP: Acting 3 776 cast, kid, act, guy, stupid, comedy, life, actor, character, effect

13 HE: Comedy 1 3,054 life, comedy, love, kid, excellent, waste, dvd, series, plot, recommend

2 HE: Comedy 2 1,213 comedy, performance, write, script, bad, family, love, pretty, story, original

14 HE: Fun 1 7,166 laugh, performance, fun, book, bad, family, funny, kid, dvd, bit

35 HE: Fun 2 6,838 funny, family, episode, script, series, lot, character, laugh, story, people

25 HE: Fun 3 1,724 funny, hour, rent, horror, laugh, series, story, write, money, shoot

6 HE: Fun 4 1,225 laugh, funny, people, story, love, effect, lot, write, pretty, minute

12 HE: Fun 5 998 funny, watch, bad, people, scene, pretty, plot, friend, enjoy, hard

23 HE: Fun 6 739 bad, funny, awful, story, family, recommend, rent, original, watch, Hollywood

36 HE: Fun 7 729 laugh, bad, recommend, book, character, watch, song, scene, comment, time

11 NA: Story & Plot 1 824 story, performance, bad, people, plot, funny, dvd, kid, recommend, music

10 NA: Story & Plot 2 683 story, actor, enjoy, bad, plot, role, horror, play, happen, waste

Notes: k = index of topic in initial solution; topic numbers reflect the original topic numbers as assigned by the model. To ensure the
reproducibility of our results we report these numbers here. The 15 top terms per topic are available on OSF (https://osf.io/pqnk6).

we closely inspected those randomly selected reviews
that had the highest gammas (𝛾min = 0.02) and marked
to which SMEC they referred (see Table 2).

4. Results

4.1. Correlated Topic Model

To answer the question of what online movie reviewers
write about, we grouped the 14 topics into three cate-
gories for better interpretation (see Table 1). First, it is
striking that most of the discovered topics concern funni-
ness and comedy (labeled as ‘Hedonism’ [HE] category).
Although the topics in these categories have nuanced
meanings, on a general level, all of them relate to the
presence or absence of hedonic and pleasurable kinds of
media consumption. This fits into traditional lines of re-
search that assumed enjoyment to be at the heart of en-
tertainment (for a recent overview, see Raney & Bryant,
2020). Moreover, the HE category also reflects audience
reactions. Broadly speaking, this fits the subjectivemovie
evaluative criterion LH well. A second set of topics is
broadly related to the acting of the cast and summarized
in the category ‘Actors’ Performance’ (AP). Although as-
pects of how well actors play their characters is not in-
cluded in the final version of the SMEC scales, items
that tapped into this category were part of the construc-
tion process (see Table B1, Items 47–51, in Schneider,
2012a, e.g., Item 47 reflects the general performance of
actors). The third category, ‘Narrative’ (NA), comprises
topics concerning story and plot. It relates to the subjec-

tive movie evaluation criterion SI. Both AP and NA refer
to what has often been argued to be the most important
elements for movie choice or evaluation (e.g., Linton &
Petrovich, 1988; Neelamegham & Jain, 1999).

Taken together, online movie reviewers mostly write
about whether or not they enjoyed a movie, about the
APs, and about the quality of the movie’s NA.

4.2. Additional Qualitative Exploratory Results

Our initial focus lay on the topic model. During inter-
preting, labeling, and summarizing, it became clear that
some SMEC may not have emerged as topics because
they were not prevalent. Nonetheless, descriptions re-
lated to these SMEC were not totally absent from the
data. Based on material from previous research (e.g.,
criteria that participants named in open-question tasks,
content of items in the initial item pool and in the
final SMEC scales, and content of cards during modi-
fied structure formation technique; Schneider, 2012a,
2017), meaningful words and phrases were qualitatively
checked, interpreted, and marked using superscripts. To
illustrate this, we describe two examples in Table 2. They
provide deeper insight into how SMEC are applied when
writing online movie reviews. For instance, the second
example refers to SMEC such as SV, RE, or CI as well.
These examples are particularly interesting with regard
to SMEC becausemany of the criteria that have been pre-
viously described by Schneider (2012a, 2017) can be dis-
covered in these reviews.
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Table 2. Two examples of randomly selected reviews with 𝛾 ≥ 0.02 for each topic (k).

Review

Yesterday I finally satisfied my curiosity and saw this movie. My knowledge of the plot was limited to about 60 seconds of
the trailer, but I had heard some good critics 5 which caused my expectations to increase.
As I saw the movie, those untied pieces had been combined in a story that was becoming quite intriguing, with some ap-
parently inexplicable details 2. But in the end, everything is disclosed as a simple succession of events of bad luck, “sorte
nula” in Portuguese. Above everything, I felt that the story made sense, and everything fits in its place, properties of a
good script 2.
I must also mention the soundtrack, which helps the creation of an amazing environment 9.
And if you think of the resources Fernando Fragata used to make this film, I believe it will make many Hollywood pro-
ducers envious… 10

Movie Title: Sorte Nula (2004)
Path in IMDb dataset: aclImdb/test/pos/11479_8.txt

Topic k = 1; 𝛾 = 0.028

OnOctober of 1945, the AmericanGerman descendant Leopold Kessler (Jean-Marc Barr) arrives in a post-war Frankfurt and
his bitter Uncle Kessler (Ernst-Hugo Järegård) gets a job for him in the Zentropa train line as a sleeping car conductor. While
travelling in the train learning his profession, he sees the destructed occupied Germany and meets Katharina Hartmann
(Barbara Sukowa), the daughter of the former powerful entrepreneur of transport business and owner of Zentropa, Max
Hartmann (Jørgen Reenberg). Leopold stays neutral between the allied forces and the Germans and becomes aware that
there is a terrorist group called “Werewolves” killing the sympathizers of the allied and conducting subversive actions
against the allied forces. He falls in love for Katharina, and sooner she discloses that she was a “Werewolf.” When Max
commits suicide, Leopold is also pressed by the “Werewolves” and need to take a position and a decision.

“Europa” is an impressive and anguishing Kafkanian story 2 of the great Danish director Lars von Trier. Using an expres-
sionist style that recalls Fritz Lang and alternating a magnificent black & white cinematography with some coloured
details 3, this movie discloses a difficult period of Germany and some of the problems this great nation had to face after
being defeated in the war. Very impressive the action of the occupation forces destroying resources that could permit a
faster reconstruction of a destroyed country 1, and the corruption with the Jew that should identify Max. Jean-Marc Barr
has a stunning performance 11 in the role of aman that wants to stay neutral but is manipulated everywhere by everybody.
The hypnotic narration of Max Von Sydow is another touch of class 11 in this awarded film5. My vote is nine.

Movie Title: Europa (1991)
File path: aclImdb/train/pos/130_9.txt

Topic k = 1; 𝛾 = 0.028

Notes: k = index of topic; 𝛾 = the probability of a given review to be associated with the topic k (please note that we report here only
the topic with the highest probability for the respective review); file path = path to the respective file in the IMDb dataset (Maas et al.,
2011); bold with superscript indicates relation to SMEC, see interpretation below; italics indicate that text summarizes only content.
Interpretation of superscripts (Schneider, 2017, unless indicated otherwise):
1 refers to film-inherent features, SMEC: SV
2 refers to film-inherent features, SMEC: SI
3 refers to film-inherent features, SMEC: CI
4 refers to film-inherent features, SMEC: FX (not mentioned in these examples)
5 refers to film-external features, SMEC: RE
6 refers to (anticipated) effects of use, SMEC: IN (not mentioned in these examples)
7 refers to (anticipated) effects of use, SMEC: LH (not mentioned in these examples)
8 refers to (anticipated) effects of use, SMEC: CS (not mentioned in these examples)
9 refers to film-inherent features: ‘soundtrack’ was mentioned as a criterion during the SMEC development and part of the initial item
pool (see Schneider, 2012a, Appendices A and B)

10 refers to film-peripheral features: ‘production’ was mentioned as a criterion during the SMEC development (see Schneider, 2012a,
Appendix A)

11 refers to film-inherent features: ‘performance of actor’ was mentioned as a criterion during the SMEC development and part of the
initial item pool (see Schneider, 2012a, Appendices A and B)

5. Discussion and Conclusion

We started this exploratory journey by asking what on-
line movie reviewers write about and whether those on-
line reviews provide insights into underlying SMEC. To ad-

dress these questions, we applied correlated topic mod-
eling to a large IMDb dataset.

We found 14 most prevalent topics in 35,136 online
movie reviews that tapped into three major categories—
HE, AP, and NA—and indicated what reviewers mostly
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wrote about. A more detailed qualitative analysis of the
reviews revealed that users do indeed mention certain
SMEC, for example, SV, SI, CI, or RE. However, the focus of
the online movie reviews as revealed by the topic model
remains on the three overarching topic categories that
only cover two SMEC: SI and LH.

Another finding is that top words in almost every
topic represent affective reactions. This comes as no sur-
prise because affective responses often represent the va-
lence of a judgment and play an important role in movie
evaluation (Schneider et al., in press). However, affective
words in a written online movie review reflect not only
evaluative judgments but also motivations of the writ-
ers. For instance, writing online reviews also fulfills an
approval utility for the reviewers, enabling them to en-
hance themselves by signaling “a kind of connoisseur-
ship or a level of social status that can become important
to one’s selfconcept” (Hennig-Thurau, Gwinner,Walsh, &
Gremler, 2004, p. 43). IMDb quantifies this approval, for
example, through ranking reviews by their rated helpful-
ness or the prolificacy of the reviewer. In general, if re-
views contained positive emotional content, readers con-
sidered them as more helpful (Ullah, Zeb, & Kim, 2015).
Further motivations that can lead to affective elements
in reviews are concern for other consumers (e.g., intend-
ing to warn them) or the venting of negative feelings
(Hennig-Thurau et al., 2004).

Besides these contributions of the present research,
there are some limitations. Most of them concern the
IMDb reviews and the specific dataset we used (Maas
et al., 2011). First—and perhaps most problematic for
automatic text mining—online movie reviews on IMDb
vary in many aspects that may have introduced noise to
our approach. Most crucial is the fact that critiques of
a movie and summaries of its content are inextricably
interwoven (for a review that contains a large part of
content summary, see e.g., the second movie review in
Table 2). Second, the IMDb dataset that we used com-
prises movies with a wide range of quality. Whereas
most participants in the SMEC studies had specific and
typical movies in mind when answering the items, the
database we drew on also largely included mediocre
and rare exemplars. Reviewers may have applied differ-
ent criteria to qualitatively diverse movies. Some prelim-
inary evidence supports this possibility. For instance, in-
dividuals named different criteria depending onwhether
they had to think about good, bad, or typical exemplars
of a dramatic movie (Vogel & Gleich, 2012, Study 2).
Second, some of the reviews dealt with TV shows or doc-
umentaries (e.g., The 74th Annual Academy Awards or
Wrestling matches). These media types are not covered
by SMEC. As this informationwas not available in the orig-
inal dataset, it was not possible to exclude non-movie
media types. To deepen our knowledge about this issue
and get more details, we gathered meta-data of the re-
spective items via OMDb API (this newly created dataset
may also be helpful for future research and is avail-
able via OSF: https://doi.org/10.17605/OSF.IO/KA5D8).

We found that 92% of the reviews in Maas et al.‘s (2011)
dataset actually referred to movies, rendering this limi-
tation marginal. Third, the dataset included up to 30 re-
views per movie. Thus, some plots and their descriptions
could be overrepresented in the sample. However, given
this very large dataset including 50,000 reviews and over
13,000 movies, this should not lead to an imbalance.

Movie evaluation criteria frequently appeared in on-
line movies reviews. The number of criteria mentioned
easily exceeded the eight SMEC dimensions as can be
seen in the two examples in Table 2. However, they pro-
vide some support for content validity. Thus, another
way to start developing items to measure SMEC could
have been based on online movie reviews. The latent
semantic variables, or topics, comprehensively summa-
rized the content of the reviews and, using three broad
categories, can be described as HE, AP, and NA. These
categories resemble some of the SMEC (i.e., SI and LH),
showing partial support for their construct validity but
not for others (e.g., SV or CS).

Based on the conceptual framework of SMEC, we
were interested in what users write about in online
movie reviews and whether this could provide some in-
sights into movie evaluation criteria from a different per-
spective than traditional self-report. However, after in-
specting and interpreting the results of the topic models,
we found that some criteria were more prevalent than
others. This is perhaps also due to some slightly differ-
ent goals of the research projects:Whereas the construc-
tion of the SMEC scales aimed to identify interindividual
differences in what criteria viewers use when they eval-
uate movies, the present article examined what users
write about in online movie reviews and what the most
important topics are. Thus, reporting SMEC and apply-
ing them while writing about movies have a great deal
of common ground but can, nevertheless, also lead to
deviations. In short, we did not start with the idea that
an unsupervised machine learning approach to movie
reviews would result in exactly the same eight criteria
that had previously been found in SMEC research based
on self-reports. Nevertheless, we were hoping for some
unsupportive or supportive insights into movie evalua-
tion criteria.

Although it is hardly possible to explicitly state a pri-
ori hypotheses or expectations and test those against the
results of a topic model, we think that our findings may
spark interest in further assessing the usefulness of com-
putational approaches to additionally explore previous
research findings from a different angle or, if possible, to
incorporate such procedures during scale development.

Future research could test several alternative compu-
tational methods to shed light on the specific SMEC that
we could not find on the level of topics and broader cate-
gories and to further explore online movie reviews from
different angles (for a concise overview, see Günther
& Quandt, 2016). For instance, rule-based text extrac-
tion can help to refine an initial dataset by eliminating
non-evaluative parts such as content summaries (e.g.,
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Simmons et al., 2011). Building and validating a reliable
movie criteria dictionary or using supervised machine
learning to classify movie criteria based on manually la-
beled text could be another tool for computational SMEC
research. The results of our study might be useful to
plan such future analysis. However, this needs consider-
able effort and is probably not yet advisable because the
SMEC construct itself is, as outlined in the introduction of
this article, in need of further validation beyond the field
of self-reports. To resolve this dilemma, future research
endeavors that could be more deductive or supervised
may draw on specific wordings of the SMEC scale items
or on the preliminary coding scheme that has been de-
veloped during the qualitative phases of the SMEC con-
struction (Schneider, 2012a). This information may then
help to provide a gold standard for coders.

Besides choosing between unsupervised or super-
vised approaches, the predictive value of applied mod-
els could gain more attention in future. Although of-
ten examined outcome variables such as box-office suc-
cess are often the focus of media economists but not
of communication processes or effects research, a ques-
tion such as how well can detected topics predict the
evaluation of a movie on quantitative measures (e.g.,
star rating), follow-up communication (e.g., sharing or
recommending a movie), or consumer choice (e.g., se-
lecting the next movie) should matter to entertainment
scholars.Moreover, the predictive validity can be used to
compare different models and approaches and improve
them (e.g., Amplayo & Song, 2017). Our newly created
dataset provides the opportunity to engage in some of
these analyses (e.g., using topics to predict box-office
success, different types of ratings, or genre classification)
that were beyond the scope of this article.

And what about entertainment research in general?
Movies as entertainment fare have a long research tra-
dition (e.g., Günther & Domahidi, 2017). Nowadays, it
seems that economists, film studios, and online stream-
ing providers—behind closed doors—have done much
more applied work about movies than entertainment
scholars have. This also becomes obvious when we take
a look at the relevant marketing literature. For instance,
Hennig-Thurau and Houston (2019) recently published
an approximately 900-page book called Entertainment
Science and summarize the field from an economist’s
perspective, while only marginally touching on recent
advances in entertainment theory made by communica-
tion scholars and media psychologists (as summarized,
e.g., in Vorderer & Klimmt, in press). On a macro level,
a data-scientific and computational approach may bring
these different disciplines closer together and recognize
each other’s achievements more thoroughly. It may not
only be scholarly work (e.g., Taneja, 2016) that bene-
fits but also entertainment industries that could learn
from media and communication studies. If they inter-
face with each other better, analyzing Big Data against a
social-scientific background may help to improve recom-
mender systems and user experiences within online re-

view platforms, video streaming portals, or mixed-media
channels. Although there are some notable but rare ex-
ceptions (e.g., Oliver, Ash, Woolley, Shade, & Kim, 2014),
most entertainment researchers have not taken full ad-
vantage of the digital traces or responses that are pub-
licly available online. Utilizing these data and applying
computational methods to address open questions or
supplement previous research could be a crucial factor
for advancing both movie evaluation research and enter-
tainment theory.
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1. Introduction

Art is fire plus algebra. (Jorge Luis Borges)

Humans invest a large amount of their time and money
engaging with fictional narratives. These narratives may
be described as “cohesive and coherent stor[ies] with
an identifiable beginning, middle, and end that pro-
vide information about scene, characters, and conflict;
raise unanswered questions or unresolved conflict; and
provide resolution” (Hinyard & Kreuter, 2007, p. 778).
Fictional narratives on TV, like Game of Thrones, at-
tract more than 44 million views per episode (Everett &
Crockett, 2019), and screenwriters create up to 15,000
movie scripts per year (Eliashberg, Elberse, & Leenders,
2006). Successful movies can rake in billions of dollars.

Avengers: Endgame achieved a record-breaking, world-
wide gross of nearly three billion dollars (Box Office
Mojo, 2019). Though, not all narratives are created equal.
A majority of movies produced for entertainment un-
derperforms, leaving producers and studios with a loss,
and one of the main reasons for underperformance is
a bad story (Eliashberg et al., 2006). Clearly, decision
makers in the film industry face a critical decision when
“choos[ing] among thousands of scripts to decide which
ones to turn into movies” (Eliashberg, Hui, & John Zhang,
2007, p. 881).

But what exactly makes a ‘good’ story? Attempts to
answer this question date back to the beginnings of sto-
rytelling itself (László, 2008), and communication and
media psychology research have since formulated many
different theories to explain narrative enjoyment (e.g.,
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Oliver, 1993; Tamborini et al., 2013; Vorderer, Klimmt, &
Ritterfeld, 2004; Zillman & Cantor, 1977). Some assert
that a good narrative is all about the appeal and complex-
ity of the characters (McKee, 2005), while others argue
that a good story is mainly about a sequence of events
(Franzosi, 2010). Recent evidence suggests that appeal-
ing stories emphasize interactions between the traits of
characters, the events that befall them, and the specific
sequence in which character traits and events are inter-
twined (Cron, 2012; Tamborini & Weber, 2020). In evolu-
tionary media psychology, the fictional creation of narra-
tive character and event chains has been hypothesized
as an evolved principle to organize humans’ cognitive
machinery. According to this view, good stories are “at-
tended to, valued, preserved, and transmitted because
the mind detects that such bundles of representations
have a powerfully organizing effect on our neurocogni-
tive adaptations, even though the representations are
not literally true” (Tooby & Cosmides, 2001, p. 21).

In this article, we assume that ‘conflict,’ and in par-
ticular ‘moral conflict,’ are crucial organizing principles
permeating universally appealing narratives. In narra-
tive psychology, conflict patterns are argued to under-
gird all fictional stories (László, 2008), elevating “the
strength of any exciting character and story…without
[conflict], characters don’t have drive, desire, or des-
peration…there is no story, just words” (Ballon, 2014,
pp. 49–51). Narratology further distinguishes external
and internal conflict, with the former describing a char-
acter’s goals and resistance from the environment (in-
cluding interactions with other characters) and the latter
occurring within a character and involving their internal
needs (for an overview, see Szilas, Estupiñán, & Richle,
2018). Moral conflict—violating moral norms in order to
uphold others (Tamborini, 2011, 2013)—has been related
to themoral values of characters and to the ethical dimen-
sion of the story as a whole (Altman, 2008; McKee, 2005;
Truby, 2007). In addition, moral conflict is regarded an es-
pecially salient component of cross-culturally appealing
narratives (Knop-Huelss, Rieger, & Schneider, 2019; Lewis,
Grizzard, Choi, &Wang, 2019; Lewis, Tamborini, &Weber,
2014; Tamborini, 2013;Weber, Popova, &Mangus, 2013).
Yet, empirical assessments of the kinds of moral conflict
that are present in existing, fictional narratives are absent,
with only a few studies simulating agent-basedmoral con-
flicts in digital interactive storytelling (e.g., Battaglino &
Damiano, 2014). This lack of knowledge hinders media
and communication scholars to develop an inventory of
moral conflict in narratives and stymies further research
relatingmoral conflict and narrative appeal. As a first step
toward filling this gap,we herein address two interlocking
research questions:

RQ1: How can moral conflict be conceptualized and
mathematized?

RQ2: How can complex narratives be abstracted to
guide the detection of moral conflict?

To address these questions, we propose a scalable, com-
putational approach to identify moral conflict in story
lines of movie scripts. This approach considers narratives
as an evolving network of relationships between char-
acters, leveraging the community structure of this net-
work to reveal important points in the narrative’s arc.
Using a total of 894 movie scripts encompassing 82,195
scenes, we show that scenes inwhich characters fromdif-
ferent network modules interact with one another often
contain morally-charged conflict that pushes the narra-
tive forward.

2. Moral Conflict and Narrative Appeal

Moral conflict permeates human culture and history,
manifested in early philosophical discussions between
Plato and Socrates on the relative priority of repaying
one’s debts over protecting others from harm; in ancient
literature, such as Aeschylus’s Agamemnon, where the
protagonist has to decide between saving his daughter
or leading Greek troops to Troy; in modern philosophy,
including Jean-Paul Sartre’s tail of a student who is torn
between his personal devotion to his mother and the at-
tempt to contribute to the defeat of an unjust aggressor;
and in recent debates on algorithmic judgment during
moral dilemmas (Awad et al., 2018). Traditionally, moral
conflict has been defined as conflict between moral re-
quirements: Moral reasons for adopting an alternative
such that “it would be morally wrong not to adopt
that alternative if there were no moral justification for
not adopting it” (Sinnott-Armstrong, 1988, p. 12). When
these requirements conflict, amoral dilemmaarises if nei-
ther requirement overrides the other (i.e., is “stronger
overall in somemorally relevant way,” Sinnott-Armstrong,
1988, p. 20). According to this view, moral conflict can
only be resolved if one moral requirement overrides the
other, otherwise there exists a moral dilemma.

Mounting evidence suggests that moral conflict mo-
tivates a variety of actions (Weber & Hopp, in press)
and is essential for the construction, processing, and
evaluation of fictional narratives (Altman, 2008; Eden,
Daalmans, & Johnson, 2017; Lewis et al., 2014). Stories
featuringmoral conflict are processed and appraised in a
slower, more rational fashion, compared to stories that
do not feature conflict, and are therefore processed fast
and intuitively (Lewis et al., 2014). In the parlance of
entertainment research, exposure to morally conflicting
stories elicits higher levels of appreciation, an entertain-
ment experience characterized by thought-provoking,
deeper, and meaningful insights into life (Knop-Huelss
et al., 2019; Lewis et al., 2014, 2019; Oliver & Bartsch,
2011). But why are audiences often drawn toward sto-
ries that prominently feature moral conflict, despite the
cognitively effortful process of appraising and resolving
these dilemmas? The Model of Intuitive Morality and
Exemplars (MIME; Tamborini, 2011, 2013; for the latest
update of the model see Tamborini & Weber, 2020) pro-
vides an answer to this question.
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2.1. The Model of Intuitive Morality and Exemplars

TheMIME describes short- and long-term reciprocal rela-
tionships between individuals’ moral intuitions and their
mediated and non-mediated environments (Tamborini,
2011, 2013). The MIME draws on Moral Foundations
Theory (Graham et al., 2013) to conceptualize these
moral intuitions. Moral Foundations Theory postulates
the existence of five universal, innate moral sensibilities:
care/harm, fairness/cheating, loyalty/betrayal, author-
ity/subversion, and sanctity/degradation. The intuitive
nature of these moral intuitions is described as “the sud-
den conscious appearance of a moral judgment, includ-
ing an affective valence (good–bad, like–dislike) without
any conscious awareness of having gone through steps
of weighing evidence of inferring a conclusion” (Haidt,
2001, p. 818). Accordingly, the MIME suggests that me-
dia users experience an automatic, pleasurable response
when their moral intuitions are reinforced, and an aver-
sive reaction when these intuitions are violated, a predic-
tion that has accumulated much evidence (e.g., Grizzard,
Lewis, Lee, & Eden, 2011; Lewis et al., 2014; Tamborini
et al., 2013; Weber, Tamborini, Lee, & Stipp, 2008).

The MIME asserts that individuals only exert these
fast, pre-conscious evaluations in scenarios wherein a
foundation is either upheld (e.g., care) or violated (e.g.,
harm) by character actions in a dominantly salient fash-
ion (i.e., a moral foundation is distinctively upheld or
violated). Conversely, within-foundation conflict (WFC)
would arise if a foundation is both upheld and violated
by a character’s actions. For example, a character may
need to enact (physical or emotional) harm in order to
care for the (physical or emotional) well-being of another
character. In contrast, between-foundation conflict (BFC)
arises in situations in which different moral foundations
are placed into conflict (Tamborini, 2011, 2013). For ex-
ample, a character may physically harm innocent peo-
ple (violating the care foundation) in order to be loyal
to his/her group or country (upholding the loyalty foun-
dation). To derive an affectively valenced response from
these moral conflicts, individuals must decide whether
the violation of one (or multiple) foundations as means
of upholding another is justifiable in the scope of their
individual moral preferences (also called moral intuition
salience). While moral intuitions can exert chronic influ-
ence on moral judgments, stories may contain partic-
ular characters (e.g., highly moralized entities, such as
Jesus or Ghandi) that may bias audiences’ moral judg-
ments in view of the character’s general exemplification
of particular foundations. For instance, a police officer
may exemplify the fairness and care foundations in a
story and at the same time may violate the authority
foundation (subversion) by breaking the law (a ‘bad cop’
story). The initial exemplification may lead to a biased
judgment of the police officer’s motivation for violating
another foundation.

3. Detecting Moral Conflict in Narratives

Attempts to computationally extract moral conflict from
textual corpora are sparse. This is partially due to the
latent, context-dependent nature of moral language
that complicates moral information extraction (Weber
et al., 2018) and missing operationalizations for moral
conflict measurements. Recently, progress has been
made toward the automated extraction of moral infor-
mation from text (for an overview, see Hopp, Fisher,
Cornell, Huskey, & Weber, in press). For example, Sagi
and Dehghani (2014) combined dictionary-based con-
tent analysis with latent semantic analysis to identify
moral rhetoric in news articles discussing the World
Trade Center before and after the terror attacks on
September 11th, blog posts and comments surround-
ing the Ground Zero Mosque, and speeches during the
abortion debate in the US senate. Building on this work,
Hopp et al. (in press) recently introduced the extended
Moral Foundations Dictionary (eMFD) to computation-
ally identify morally charged words in text. Compellingly,
the eMFD is based on a large, crowd-sourced content-
analysis study (Weber et al., 2018) and has been shown
to outperform previous, word-count based moral extrac-
tion procedures.

We herein seek to build on this work to detect and
mathematize moral conflict in narratives. To accomplish
this aim, we theorize moral conflict as a set of hypothe-
ses about the moral content and social network struc-
ture of narratives. We start with the simple assump-
tion that moral conflict is likely to arise when characters
from different groups, communities, or factions collide.
Screenwriters frequently describe different communities
of characters alternately, thereby constructing simulta-
neously evolving storylines (Weng, Chu, & Wu, 2007).
Thus, as a story progresses, communities of characters
come into focus as particular characters more frequently
interact with each other. More specifically, the underly-
ing cognitive process throughwhich narrative consumers
assign interacting characters to communities likely fol-
lows a stochastic, graph-learning process (Lynn&Bassett,
2019): The continuous registration of characters’ spa-
tiotemporal dependency leads viewers to develop expec-
tations about characters’ social relations, including their
group affiliation, and hence expect particular characters
to be more likely to ‘flock together.’ Based on this ra-
tionale and in line with narrative theory (Altman, 2008;
Booker, 2004), we predict that narrative events in which
characters from different communities collide highlight
discrepancies across characters’ group-based, moral mo-
tivations and thereby presage moral conflict (Tamborini
& Weber, 2020).

To test these predictions, a computational translation
is required that abstracts narratives into social network
representations. In what follows, wemake the bold claim
that reducing a story to its main characters and their di-
alogue achieves a level of abstraction that enables com-
putational learning of moral conflict.
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3.1. Narratives as Social Networks of Characters in
Movie Scripts

To examine characters and their interactions, mounting
research draws on network science to conceptualize a
narrative as an evolving social network in which nodes
correspond to characters and edges between charac-
ters denote some dimension of their interaction (Ding &
Yilmaz, 2010; Gleiser, 2007; Mac Carron & Kenna, 2012;
Skowron, Trapp, Payr, & Trappl, 2016; Tran & Jung, 2015;
Weng et al., 2007). This network representation of narra-
tives has been fruitful in a variety of areas, from under-
standing character relations (Ding & Yilmaz, 2010; Park,
Oh, & Jo, 2012) to identifying character types (Gleiser,
2007; Skowron et al., 2016) as well as learning lead-
ing roles, hidden communities, and storylines (Weng
et al., 2007).

Due to their pre-structured format, movie scripts
have been especially prominent for computationally con-
structing social networks of characters. Properly format-
ted movie scripts allow the distinction between several
structural screenplay features such as scenes and stage
directions, action descriptions, characters, and dialogue
(Figure 1). Structural elements can subsequently be har-
nessed when computationally parsing a script, allowing
one to extract, for example, which characters appear
in the same scene or appear next to each other in dia-
logue. We utilize these structural features for computa-
tionally learning moral conflict patterns that permeate
movie scripts.

4. Method

All data, code, analyses, and supplemental materials
(SM) are made available at https://osf.io/rbdws/?view_
only=24b117f22708457ca91f43ea2a4a6803

4.1. Movie Script Collection

We acquired scripts from the ScriptBase J dataset
(Gorinski & Lapata, 2018), which contains 917 movie
scripts. Each movie script is formatted in extended

markup language (XML), with tags corresponding to par-
ticular script elements (e.g., speech, speaker, scene de-
scription, etc.). We wrote a custom Python script to
query the XML tree for each script to extract the scene
number, stage direction, speaker, and dialogue for each
script. 63 movie scripts had to be discarded due to for-
matting errors, resulting in a total of 894 movie scripts
spanning 82,195 scenes.

4.2. Character Dialogue Networks

To create the character dialogue network for each movie
(Figure 3a), we divided the corresponding script into indi-
vidual scenes. We created a node in the network for each
unique character that has at least one line of dialogue in
the script. We incremented the weight of the edge be-
tween two characters by one each time the two charac-
ters had lines of dialogue immediately adjacent to one an-
other in the scene. For example, consider a scene contain-
ing the set of characters {i, j, k}, and the sequence of lines
[i, j, k, i, k, i]. Thenetwork for this scenewould contain one
node for each character, and would contain three edges:
an edge of weight one between i and j; an edge of weight
one between j and k; and an edge of weight three be-
tween i and k. The final edge weight between two charac-
ters thus reflects how often the two characters appeared
next to each other across the entire movie script.

Modularity is commonly used to detect sub-units
or communities within a network. The extraction of
these communities is based on computations that par-
tition networks into classes that maximize the density
of links between nodes inside that class compared to
links between classes. Applied to our character dialogue
networks (Figure 3b), we expect modularity to reveal
communities among characters such that characters as-
signed to the same module are more likely to interact
with each other in contrast to characters from differ-
ent modules. To extract topological information about
the characters and their relationships, we calculated
network modularity using the Louvain modularity max-
imization algorithm (Blondel, Guillaume, Lambiotte, &
Lefebvre, 2008).

Figure 1. Elements and syntactic structure of a movie script excerpt from Star Wars Episode IV: A New Hope (Lucas, 1977).
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4.3. Moral Conflict Scoring

4.3.1. Detection of Cross-Module and Within-Module
Scenes

According to our network rationale for detecting con-
flict, we assume that the majority of conflicts—both
moral and non-moral—occur between characters that
belong to different communities as indexed by modular-
ity. Hence, for each movie script, we label each scene as
either a ‘cross-module’ scene if this scene contains char-
acters from different modules or ‘within-module’ scene
if this scene solely features characters from the same
module (Figure 3c). Furthermore, we assert that the dia-
logue across character modules contains language cues
that reveal: (a) whether the conflict has a moral or non-
moral basis; and (b) how and which moral foundation(s)
are conflicted.

4.3.2. Moral Content Extraction

To extract moral content from characters’ dialogue, we
utilized the extended eMFD (Hopp et al., in press; Weber
et al., 2018). The eMFD contains word lists in which each
word is assigned a vector of five probabilities, denoting
the likelihood that this word belongs to any one of the
five moral foundations. These probabilities were derived
from crowd-sourced content annotations and have been
shown to improve moral signal detection compared to
extant moral content classification procedures.

In turn, we tokenized each character’s dialogue and
assessed which words in the dialogue are contained in
the eMFD (Figure 3d). We then obtained the moral foun-
dation probabilities for each detected word along with
whether the given word denotes that the given founda-

tionwas ‘upheld’ (positive valence, e.g., care) orwhether
it was ‘violated’ (negative valence, e.g., harm). Finally, all
probabilities for words in the upheld and violated cate-
gories were averaged, returning a vector of ten scores
per scene—two (upheld versus violated) per foundation.

4.3.3. Moral Conflict Measurement

We operationalized moral conflict as a situation in which
one foundation (or perhaps more than one) is violated
in order to uphold the same foundation or other founda-
tions (Tamborini, 2011, 2013). Thus, moral conflict can
occur in twoways:WFC describes situations in which the
same foundation is simultaneously upheld and violated,
whereas BFC can occur in contexts where some moral
foundations are upheld while others are violated.

Furthermore, we assert that the degree ofmoral con-
flict is a function of: (1) the magnitude to which a foun-
dation is upheld and violated; and (2) the polarity (i.e.,
difference) of simultaneously upholding and violating a
foundation. Magnitude signals the general moral rele-
vance of a particular event (e.g., killing might have a
stronger moral relevance than hitting), whereas polarity
denotes the degree to which conflicting moral require-
ments are incomparable, such that one (or multiple)
moral requirement cannot override each other as “nei-
ther is stronger than, weaker than, or equal in strength
to the other” (Sinnott-Armstrong, 1988, p. 58; see also
Tamborini, 2013). To better capture this relationship, we
can visualize the abovemodel on a two-dimensional grid,
where one axis reflects the degree to which a founda-
tion is upheld, with the other axis capturing the degree
to which the same (or another) foundation is violated
(see Figure 2). Accordingly, the degree of moral conflict
on this grid is a function of: (a) the magnitude of the up-

Figure 2. Computational model of moral conflict. Source: Authors.
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held and violated foundation, where a higher magnitude
results in moving further to the top right of the grid and
increasing the degree of moral conflict; and (b) the polar-
ity withwhich themoral requirements diverge from each
other, with higher polarity indicating a greater distance
to the diagonal of the grid. Mathematically, this relation-
ship can be expressed as the Equation 1 shows below:

Moral Conflict =
√

fi,u + fi,v
2

× 1 − | fi,u − fi,v |
2

Here, fi,u reflects the degree to which foundation i has
been upheld and fi,v reflects the degree to which the
same foundation i (in case of a WFC) has been violated.
The first term expresses the average magnitude of up-
holding and violating a foundation: There will be noWFC
if fi,u =0 or fi,v = 0 or both fi,u and fi,v = 0 (i.e., either only
upholding or only violating a foundation, or neither up-
holding nor violating a foundation). Likewise, there will
be maximum WFC if fi,u = 1 and fi,v = 1 (i.e., simulta-
neous, maximum upholding and violating a foundation).
The second term integrates the polarity between virtue
and vice: When a foundation is both maximally upheld
and maximally violated (fi,u = 1 and fi,v = 1) the po-
larity between upheld and violated is maximized. In this
scenario, there should not be any regularization of the
moral conflict score and hence fi,u − fi,v = 0. However,
if a foundation is relatively more upheld or violated, this
should cause a decrease in moral conflict as either the
upholding or the violation of the foundation becomes
overridingly salient (Sinnott-Armstrong, 1988; Tamborini,
2011, 2013).

Building on this formula, we can express within- and
between-foundation conflict in a straightforward man-
ner. For WFC, the degree to which the same foundation
is both upheld and violated can simply be computed by
entering the virtue (fi,u) and vice (fi,v) score of the same
foundation (e.g., care and harm; fairness and cheating;
etc.) into Equation 1. Hence, fiveWFC scores can be com-
puted that reflect the degree towhich any one or all foun-
dations are internally conflicted.

Analogously,we can compute thedegreeof BFCby en-
tering the virtue (fi,u) score of one foundation (e.g., care)
and the vice (fj,v) score of a different foundation (e.g.,
cheating). To obtain the average degree to which a par-
ticular foundation (e.g., care) is conflicted with all other
foundations, the following Equation 2 can be applied:

BFC =

∑
1≤j≤5;j≠i√

fi,u+fj,v
2

× 1 − | fi,u − fj,v |
2

4

In this equation, fi,u reflects the degree to which foun-
dation i has been upheld (e.g., care) and fj,v reflects the
degree to which a different foundation j has been vio-
lated (e.g., cheating). Accordingly, for every foundation,
four conflict scores are calculated tomeasure the degree
to which a single foundation has been upheld while vio-
lating any of the remaining four foundations. Averaging
across these sums captures the mean degree to which a
particular foundation has been upheld while violating all
other foundations. WFC and BFC can also be expressed
in terms of a conflict matrix C (see Table 1), where each
cell reflects a computed moral conflict score. The diag-
onal of this matrix denotes the previously introduced
WFC, whereas values on the off diagonal capture BFC.
Summing the diagonal of this matrix produces the total
WFC, whereas summing the upper and lower triangular
elements of C produces the total BFC.

5. Results

We first provide a detailed, small-scale evaluation of our
moral conflict detection algorithm across a set of three
diverse movie scripts. Thereafter, we present results of a
large-scale validation of our algorithm, scaling it up to a
total of 894 screenplays.

5.1. Character Networks and Modularity

We first evaluated the computational construction
of character networks and assignment of modularity

Table 1.Moral conflict matrix representing WFC and BFC.

i, j Harm Cheating Betrayal Subversion Degradation

Care
√

fi,u + fi,v
2

× 1 − | fi,u − fi,v |
2
*

√
fi,u + fj,v

2
× 1 − | fi,u − fj,v |

2
. . .

Fairness
√

fi,u + fj,v
2

× 1 − | fi,u − fj,v |
2

.* .

Loyalty . .*

Authority . .*

Sanctity . .*

Note: Cells with * represent WFC, and the ones without represent BFC.
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(a) (b)

(c)

(e)

(d)

Figure 3. Flowchart of the Moral Conflict Detection Pipeline: (a) Network construction; (b) Modularity maximization;
(c) Extracting within-module (left) and cross-module (right) scenes; (d) Codingmoral content; (e) Calculatingmoral conflict.
Source: Authors.

classes across three popular movie scripts. Figure 4
demonstrates that character networks provide a high-
level summary of each movie, containing main charac-
ters and their relative interactions. Corroborating previ-
ous findings (Gleiser, 2007; Weng et al., 2007), modular-
ity maximization performs well as a means of partition-
ing the character networks into different modules, such
that characters belonging to the same module more fre-
quently interact with each other compared to charac-
ters from a different module. For example, in Star Wars
Episode IV, the largest module consists of the main hero

(Luke) andhis closest allies (Ben,Han, Leia, and Threepio),
whereas the second largest module contains the main
antagonist (Vader) along with his imperial allies (e.g.,
Tarkin, Motti, Tagge; Figure 4a). Similar ‘good versus
evil’ communities are detected in The Matrix (Figure 4b).
However, as the character network for The Lord of the
Rings: The Fellowship of the Ring (Figure 4c) reveals,mod-
ules do not always reflect the social networks around
heroes and villains, but rather capture which charac-
ters are co-present throughout alternately evolving sto-
rylines (Weng et al., 2007).
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(a)

(c)

(b)

Figure 4. Character dialogue networks: (a) Star Wars: Episode IV: A New Hope; (b) The Matrix; (c) The Lord of the Rings:
The Fellowship of the Ring. Notes: Node size reflects degree centrality, edge weight captures total co-occurrence in dia-
logue, node color illustrates modularity class. Networks are laid out using the force-directed Fruchterman-Reingold algo-
rithm. See SM Sections 1 and 2 for scree plots and character dialogue adjacency matrices. Source: Authors.

5.2. Case-Study Evaluation of Moral Conflict

5.2.1. Star Wars Episode IV

A total of 20 cross-module scenes (Figure 5b) were de-
tected for which we extracted the moral content across
dialogues and calculated the degree of moral conflict
(Figure 5b). Overall, the results are promising in that
cross-module scenes indeed frequently contain moral
conflict: For example, in scene 16, Vader and his allies
are accusing Leia of passing through a restricted system
and being part of the Rebel Alliance, which both are in-
dicators of violating authority. Yet, Leia stresses the au-
thority of the Imperial Senate to punish Vader for inter-
fering in a diplomatic mission. Accordingly, as indexed by

the scene’s corresponding conflict matrix, there is strong
WFC between authority and subversion. Moreover, in
scene 89, Leia faces the BFC of whether to reveal the
location of the hidden rebel base (betrayal, but follow-
ing the authoritative order of Tarkin), or keeping loyal
to her alliance at the cost of being partially responsi-
ble for the killing (harm) of innocent people should she
not cooperate.

5.2.2. The Matrix

In The Matrix, a total of 13 cross-module scenes were
identified (Figure 6A). In scene 19, for example, the high-
est WFC occurs within the loyalty foundation, denoting
the emphasis on Neo’s double-life as a program writer
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Figure 5. Moral conflict in Star Wars Episode IV: (a) Cross-module scenes and character interaction networks; (b) Moral
conflict matrices. Source: Authors.

and a computer hacker who is “guilty of virtually ev-
ery computer crime we have a law for” (Wachowski
& Wachowski, 1999). Likewise, Agent Smith stresses
that he “believe[s] [Neo] want[s] to do the right thing”
(Wachowski & Wachowski, 1999) yet Neo emphasizes
that he is denied his rights for not having the opportu-
nity to make a phone call.

When evaluating the representation of moral con-
flict in scene 56, it becomes apparent that harm and
degradation aremost salient and conflicted: Agent Smith
multiple times emphasizes the deal between him and
Cypher, “I’ll get you what you want” (Wachowski &
Wachowski, 1999). While not explicitly mentioned in
the dialogue, this scene clearly contains moral con-
flict: Deciding whether Cypher should betray his allies
in return to being loyal to upholding the deal with
Agent Smith.

5.2.3. The Lord of the Rings: The Fellowship of the Ring

In The Lord of the Rings: The Fellowship of the Ring, a to-
tal of 35 cross-module scenes were identified (Figure 7).
Remarkably, the majority of cross-module scenes were

high in (moral) conflict: The secret council meeting in
Rivendell (scene 94), Boromir’s attempt to take the ring
from Frodo (scene 133), the breaking of the fellowship
and the death of Boromir (scene 136), and the appear-
ance of the Crebain in the Eregion Hills (scene 98). For
instance, in scene 94, the main conflict revolves around
the appropriate manner in dealing with the one ring,
which induced the highest conflict, both within and
across fairness (e.g., who should be given the ring), loy-
alty, (e.g., who can be trusted with the ring), and au-
thority (e.g., who decides what happens with the ring).
Likewise, in scene 133, moral conflict emerges from
Boromir’s attempt to steal the ring from Frodo (cheat-
ing), although assuring that he is no thief (fairness).
Furthermore, Boromir accuses Frodo of betrayal, which
explains the high degree of conflict surrounding the loy-
alty foundation.

5.3. Large-Scale Validation of Moral Conflict Detection
Algorithm

The previous section demonstrated convergent validity
of our moral conflict algorithm across three selected
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(b)

Figure 6.Moral conflict in The Matrix: (a) Cross-module scenes and character interaction networks; (b)Moral conflict ma-
trices. Notes: Two cross-module scenes (172 and 174) were discarded for moral conflict computations as nomoral content
was identified. Source: Authors.

movies. To corroborate these findings across a larger
set of screenplays, we scaled our algorithm to 894
movie scripts, containing a total of 82,195 scenes. First,
we found a much higher frequency of within-module
scenes (N = 69,042) compared to cross-module scenes
(N = 13,153), although the ratio of cross-module to
within-module scenes varies across movies (see Figure 3
in the SM). Furthermore, this result can be expected
for two reasons: First, the modularity maximization al-
gorithm assigns characters to modules that do not inter-
act with each other frequently. As such, scenes in which
characters from different modules are co-present will be
rare. Second, screenplay writers frequently describe dif-
ferent communities of characters alternately, such that
there will be a higher representation of scenes featuring

characters from the samemodule compared to scenes in
which characters from different modules are present.

Next, we tested the hypothesis that cross-module
scenes are more moralized than within-module scenes.
Compellingly, we indeed found that across moral foun-
dation categories, cross-module scenes contain on aver-
age more moralized language as identified by the eMFD
compared to within-module scenes (see Figure 8a). In a
final step, we tested whether cross-module scenes are
higher in moral conflict than within-module scenes. As il-
lustrated in Figure 8b and Figure 8c, we again found
support for our prediction that cross-module scenes are
consistently higher in moral conflict than within-module
scenes. Interestingly, we observed highest BFC for the
loyalty foundation, which suggests that characters are
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Figure 7.Moral conflict in The Lord of the Rings: The Fellowship of the Ring: (a) Cross-module scenes and character interac-
tion networks; (b)Moral conflict matrices. Notes: Two cross-module scenes (85 and 106) were discarded for moral conflict
computations as no moral content was identified. Source: Authors.

more concerned with upholding their in-group loyalty at
the cost of violating othermoral foundations. In contrast,
we found that WFC is highest for the care foundation,
indicating that characters frequently face situations in
which they, for example, have to commit an act of (physi-
cal or emotional) harm in one context in order to uphold
(physical or emotional) care in another. Likewise, we ob-
served that BFC is higher thanWFC across the loyalty and
authority foundations,whereasWFC is higher in care and
fairness foundations.

6. Discussion

This article introduced a computational approach for ex-
tracting moral conflict from movie scripts. While moral
conflict is an important factor for story development
(Ballon, 2014) and narrative appeal (Eden et al., 2017;

Knop-Huelss et al., 2019; Lewis et al., 2014), no tools exist
for the large-scale, standardized extraction of moral con-
flict from narratives. Our suggested approach provides a
first step towards the automated, computational assess-
ment of moral conflict in narrative texts. We found that
network structures among characters serves as a useful
heuristic for identifying movie scripts’ main characters
and their interactions. Furthermore, we demonstrated
that modularity maximization is a promising method to
extract communities of characters within a story. Lastly,
we showed that scenes in which characters from differ-
ent network modules co-occur are more moralized and
higher in moral conflict than scenes in which characters
from the same network module are co-present. In order
to measure the degree and kinds of moral conflict that
permeate the dialogue of rival characters within iden-
tified conflict scenes, we derived two different metrics:
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First, we operationalizedWFC as the degree to which dis-
tinct moral foundations are simultaneously upheld and
violated; second, we defined BFC as the degree to which
a single moral foundation is upheld, while other moral
foundations are being violated. Our results indicate that
these measures demonstrate acceptable validity as indi-
cated by their alignmentwith expressedmoral sentiment
and conflict in characters’ dialogue.

6.1. Implications

The herein introduced methodology is inspired by re-
cent research synergizing structural and content fea-
tures of narratives (e.g., Skowron et al., 2016) to push
the envelope of computational entertainment research.
Specifically, our finding that cross-module scenes are
richer in moral content and moral conflict compared

to within-module scenes is compelling for two reasons:
First, it emphasizes the attentional capture of moral
cues (Gantman & Van Bavel, 2015) for assisting view-
ers in directing their attention towards important plot
points; second, the collision of characters from differ-
ent network modules likely highlights characters’ group-
identity and reinforces motivations for coalition build-
ing and group cohesion. Hence, to emphasize distinc-
tiveness between group affiliations, screenwriters may
attribute characters in cross-module scenes with more
moralized dialogue in order to highlight group differ-
ences and evoke moral conflict. This leads to the in-
teresting future prediction whether: a) Character net-
work modules are more homogenous in their moral lan-
guage use; and b) whether this similarity increases dur-
ing cross-module scenes where group-identity becomes
hyper-salient.
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Moreover, our herein developed approach paves the
way for testing various central predictions of the MIME
at an unprecedented scale. First, if moral conflict is in-
deed a central predictor of narrative appeal, then our
developed conflict metrics should correlate with view-
ership and story evaluations, including movie perfor-
mance as indexed by box office sales or film critic ratings
(Weber, Hopp, & Fisher, 2020). Second, our approach
may illuminate which kinds of moral conflict are more
likely to engage particular morality subcultures: com-
munities among audiences with distinct moral sensitiv-
ities (Mastro, Enriquez, & Bowman, 2013). Ongoing re-
search demonstrates that subgroups among audiences
differ in their moral sensitivities and hence tend to en-
joy different moral content patterns (Bowman, Jöckel,
& Dogruel, 2012). Accordingly, future work may ex-
amine how violating particular moral norms in order
to uphold others is enjoyed in some morality subcul-
tures but not in others. Accordingly, we envision that
the evaluation of a story’s moral conflict pattern may
be of assistance to screenwriters during the script cre-
ation process and furthermore inform decision-makers
in the film industry during content marketing (see e.g.,
The Moral Narrative Analyzer [MoNA], https://mona.
medianeuroscience.org; Dramatica, https://dramatica.
com; StoryFit, https://www.storyfit.com).

6.2. Limitations and Future Directions

Although our findings are promising, they have limi-
tations. First, our approach does currently not allow
for the tracing of the dynamic development of moral
conflict related to specific characters, as it considers
moral conflict as a holistic concept that is expressed
across multiple characters within particular scenes. This
limitation largely arises from the fact that the edges
in our character networks are undirected and hence
do not allow for an assessment of ‘who is talking to
whom, with what message, and with what effect.’ Put
differently, characters following each other in dialogue
do not necessarily interact with each other, although
we assume that dialogue co-occurrence is a more pre-
cise proxy for interaction compared to the commonly
used scene co-occurrence (see e.g., Gorinski & Lapata,
2018; Weng et al., 2007). A consideration of the di-
rected edges between particular characters may enable
more in-depth analyses of moral conflicts between par-
ticular characters. As such, we are currently collect-
ing human-annotated data to more precisely detect
speaker–addressee relationships across movie script di-
alogue. Second, we herein applied modularity maximiza-
tion to detect potential conflicts between different com-
munities of characters. Hence, our approach does not
account for potential conflicts that may arise within a
given community. Future work may thus experiment
with more fine-grained modularity parametrization to
‘modularize within modules.’ Relatedly, modularity maxi-
mization might not always extract modules that resem-

ble classical ‘good versus evil’ splits as illustrated in
Star Wars Episode IV or The Matrix. As such, future work
may extend the herein introduced approach to detect
stereotypical personas of film, such as heroes and vil-
lains (Bamman, O’Connor, & Smith, 2013). Analogously,
we herein focus on external moral conflicts as expressed
in dialogue between characters. Yet, recent advance-
ments in the MIME (Tamborini & Weber, 2020) suggest
that moral conflicts may also arise within characters, ex-
pressed as the collision of individuals’ egoistic motiva-
tions and altruistic concerns for others. Moreover, our
use-case of structuredmovie scripts reflects a ‘best-case’
scenario for computationally extracting moral conflict
from text corpora. Yet, we think that many of the herein
introduced steps can be mapped onto more unstruc-
tured texts to identify moral conflict in other media for-
mats. For example, news articlesmay be promising to un-
derstand how moral conflict evolves in public discourse
and dynamically shapes and is shaped by unfolding so-
ciopolitical events (Hopp, Fisher, & Weber, 2020).

Perhaps most importantly, we encourage future re-
searchers to further validate the herein established con-
flict computations. First, permutation tests in which
words of a script are randomly assigned to scenes may
corroborate our findings if our moral conflict matri-
ces consistently deviate from null models. Likewise, it
would be helpful to randomly permute characters to
scenes in order to examine whether detected mod-
ules are preserved or destroyed. In addition, we sug-
gest contrasting the computationally derived moral con-
flict measures against a crowd-sourced, manually an-
notated dataset. Doing so may reveal, among other
things: (a) Whether humans attribute cross-module
scenes higher conflict ratings compared to within-
module scenes; or (b) whether algorithmically derived
moral conflictmatrices correlatewith humans’ judgment
of conflicted moral foundations.

We are optimistic that future applications and en-
hancements of the computational algorithms can serve
to help media psychology researchers—as well as indus-
try professionals—decipher and learn the types of moral
conflict that permeate stories, and how these conflicts in-
fluence how we engage with and respond to narratives
in our everyday lives.
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1. Introduction

In the midst of the third ‘golden age of television,’ we
are currently experiencing a peak of quality serial televi-
sion, which is characterized by complex stories and narra-
tive structures, but also by a high degree of intertextual-
ity and new usage and communication practices (Schlütz,
2016). In a convergent media environment, the enter-
tainment experiences of TV series such as The Walking
Dead, Doctor Who, and Game of Thrones (GoT) not only
result fromwhat happens on the ‘first screen’ (i.e., in the
series itself), but are increasingly shaped by all the con-
tent and discussions with which users can interact on so-

cial media (Raney & Ji, 2017; Sutter, 2017). Drawing on
Raney and Ji (2017, p. 428), we have reason to believe
that communication about TV series on social media not
only complements the TV entertainment experience, but
represents “an entertainment experience, in and of it-
self.” While funny memes or cynical comments cannot
improve a bad episode, they do entertain recipients on a
whole other level.

According to our review of the literature, Social TV
research has mostly focused on second screening, which
encompasses practices that occur “while watching televi-
sion” (Gil de Zúñiga, Garcia-Perdomo, &McGregor, 2015,
p. 793), thus ignoringmediated communication that hap-
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pens prior to or after an episode airs. Considering the suc-
cess of video-on-demand services (e.g., Netflix, Amazon
Prime Video) and their associated viewing practices, this
focus on parallel communication seems to reflect social
reality less and less. Moreover, extant empirical studies
seem to be centered around parallel communication on
Twitter (e.g., Buschow, Schneider, & Ueberheide, 2014;
Ji & Raney, 2015; Schirra, Sun, & Bentley, 2014), leav-
ing us with research gaps regarding both the tempo-
ral and platform structures of Social TV activities. In or-
der to address these gaps, this multi-method research
project: a) focuses on parallel communication (i.e., sec-
ond screening) and pre- and follow-up communication;
and b) investigates the usage practices and motives of
these three forms of communication on Reddit, which
is one of the most important platforms for Social TV
(Bentley, 2017). Empirically, this research builds on two
case studies of the subreddit r/gameofthrones—a discus-
sion board for talking about GoT—and combines a user
survey (n = 417) with an automated content analysis of
about 1.2 million user comments left in the temporally
structured Reddit discussion threads (pre-premiere, live
premiere, and post-premiere) about the show. This ap-
proach allows us to acquire differentiated insights into
the interplay between Social TV users’ motives and their
actual communication practices.

2. Social TV: Communicating about TV Series on
Social Media

In the literature, definitions of Social TV often focus
on “real-time backchannel communication…during a live
television broadcast” (Lim, Hwang, Kim, & Biocca, 2015,
p. 158) or “technologies that permit synchronous so-
cial interactions” (Raney & Ji, 2017, p. 425), thus ex-
plicitly excluding asynchronous forms of communication.
Drawing on Buschow et al. (2014, p. 131), we adopted
a broader definition of Social TV that also includes com-
munication practices that take place before and after
a TV show airs (see Figure 1). For example, TV users
might turn to Facebook groups to exchange predictions
about the upcoming episodes of their favorite show (pre-
communication), use hashtags to follow and engage in
live discussions on Twitter (parallel communication), or
log in to Instagram to share memes related to key events
of the most recent episode (follow-up communication).

To our knowledge, most prior studies have investi-
gated parallel communication on Twitter, which does not
adequately reflect the plethora of Social TV activities. In
fact, survey studies have indicated that users seem topre-

fer asynchronous forms of communication, particularly
follow-up communication (Bentley, 2017, p. 125): Asked
about their latest Social TV activity, 60% of respondents
indicated that they have engaged in follow-up communi-
cation. Considering the rise of streaming services, such
as Netflix and Amazon Prime Video, and the practices
associated with them, such as ‘binge-watching’ (Jenner,
2017), asynchronous Social TV activities are likely to
gain even more importance. The more TV series can be
watched anytime and anywhere, the more crucial under-
standing the uses and motives of non-parallel Social TV
experiences becomes.

2.1. Uses and Motives of Social TV

To understand how and why users engage in
(a)synchronous Social TV activities, we built on empiri-
cal research conducted in the tradition of the uses and
gratifications approach (Katz, Blumler, & Gurevitch, 1973;
Rubin, 2002). Following this perspective, Social TV users
can be characterized as “active, discerning, and moti-
vated in their media use” (Quan-Haase & Young, 2010,
p. 351), resorting to specific communicative means and
platforms to address diverse psychological and social
needs. Social media play an increasingly important role
in fulfilling these needs, as the “water cooler moments”
(Lochrie & Coulton, 2012, p. 199) associated with linear
television—getting together with colleagues or acquain-
tances to discuss the previous night’s episode—might
become less frequent due to both the abundance of avail-
able shows and the mentioned changes in viewing prac-
tices (e.g., binge-watching). To put it more generally, if
people want to communicate about a specific episode of
a specific TV series at a specific time, social media offers
targeted opportunities (Shim, Shin, & Lim, 2017, p. 340).

Previous research on people’s motivations to engage
in Social TV activities has exclusively focused on paral-
lel communication (e.g., live tweeting). Researchers have
conducted both qualitative (Han & Lee, 2014; Schirra
et al., 2014) and quantitative (Gil de Zúñiga et al., 2015;
Krämer, Winter, Benninghoff, & Gallus, 2015; Shim et al.,
2017) studies, thereby revealing a diverse set of affective,
cognitive, personal-integrative, and social motives. For
example, people engage in parallel Social TV activities to
experience companionship, share their experience with
other viewers, receive and/or share background informa-
tion, and display their own knowledge or wit. However,
we do not yet know whether these motives are more or
less important in the context of asynchronous pre- and
follow-up communication.

Pre-Communicaton
(Asynchronous)

Parallel Communicaton
(Synchronous)

Follow-up Communicaton
(Asynchronous)

t0 t1 t2

Figure 1. The Social TV experience: Forms of (a)synchronous communication about TV series on social media.
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Thus, whereas potential differences between differ-
ent (a)synchronous Social TV activities have—to our
knowledge—not been addressed, there are indications
that channel properties and related affordances affect
the uses and motives of parallel Social TV activities (Han
& Lee, 2014; Krämer et al., 2015). These studies show
that using messaging apps, such as WhatsApp, is associ-
ated more with personal social needs, while using more
public platforms, such as Twitter, is more strongly related
to informational needs and a curiosity about other peo-
ple’s opinions. More generally, messaging apps seem to
be used for private, in-depth conversations about TV se-
ries, whereas public social media platforms seem to be
better suited for information seeking and sharing and
getting a sense of a wider range of opinions. In line with
these findings and the above-introduced temporal sys-
tematization of Social TV experiences, we assumed that
people do not only choose specific channels/platforms in
accordance with their needs but also prefer synchronous
or asynchronous forms of communication for specific
motives. For example, although there is mixed evidence
on whether spoilers increase or decrease the enjoyment
of narratives (Johnson & Rosenbaum, 2015; Leavitt &
Christenfeld, 2013), it can be expected that some users
specifically use forms of pre-communication to discuss
expected developments in a show or, conversely, delib-
erately avoid forms of parallel communication on social
media (e.g., by muting hashtags on Twitter) when they
are unable to watch the live broadcast. However, it is
still an open question whether meaningful differences
exist in the uses and motives of different (a)synchronous
Social TV activities. Thus, building on the discussed sur-
vey and interview studies (Gil de Zúñiga et al., 2015; Han
& Lee, 2014; Krämer et al., 2015; Schirra et al., 2014;
Shim et al., 2017), we aim to explore diversemotivations,
including the informational, social, and entertainment-
related needs for synchronous Social TV activities es-
tablished in previous research while also considering
needs that might bemore germane to asynchronous pre-
and follow-up communication (e.g., creating memes, dis-
cussing spoilers).

2.2. Reddit as a Social TV Platform

As stated in the introduction, our research is focused on
the social media platform Reddit. As the self-proclaimed
“front page of the Internet,” Reddit is essentially an exten-
sive collection of thematically structured forums (known
as subreddits), in which users can submit own content
(e.g., texts, links, pictures, videos) in the form of posts
and/or comment either directly on these original posts
(top-level comments) or reply to the comments of other
users, thus creating a discussion thread (Widman, 2020;
also see Figure A.1 in the Supplementary File). According
to recent online traffic data, Reddit is the 18th most pop-
ular website in the world, with most of its desktop traf-
fic originating from the US (49.9%), the UK (7.9%), and
Canada (7.5%; Alexa, 2020; SimilarWeb, 2020). In addi-

tion to its popularity among (English-speaking) Internet
users, Reddit has become an attractive data source
(Amaya, Bach, Keusch, & Kreuter, 2019) because it is:
a) mostly public and can be browsed by unregistered
users; b) allows the identification and study of special or
otherwise hard-to-recruit and -observe populations; and
c) is perceived as suitable in investigations of users’ “true
beliefs” (Amaya et al., 2019, p. 2) due to its largely anony-
mous environment.

Even more pertinent to this research is the fact that
Reddit is highly relevant to Social TV (Bentley, 2017;
Cassis, 2018). In Bentley’s survey (2017, p. 125), 47 % of
respondents (19- to 69-year-old US Americans recruited
via Amazon Mechanical Turk) said that they had turned
to Reddit in the past month to find additional informa-
tion about a TV show, actor, or character, making it the
most important social media platform for such activities.
Moreover, Reddit is ideal for simultaneously investigat-
ing asynchronous (pre-communication, follow-up com-
munication) and synchronous (parallel communication)
forms of communication. To facilitate separated discus-
sions before (pre-premiere thread), during (live premiere
thread), and after (post-premiere thread) an episode airs,
many TV subreddits (e.g., those dedicated to GoT, The
Walking Dead, and Doctor Who) offer temporally struc-
tured threads that mirror the conceptual tripartition of
Social TV activities (see Figure 1). This tripartition of
threads allows us to get a sense of usage motives and
practices while keeping possible influences of platform
affordances or user characteristics more or less constant.

Building on the prior discussion of the uses and mo-
tives of Social TV and given the scarcity of research
on asynchronous Social TV activities on platforms other
than Twitter, our project was guided by two overarching
research questions:

RQ1: Usage motives: What motivates users to engage
in (a)synchronous communication about TV series on
Reddit?

RQ2: Usage practices: What characterizes (a)syn-
chronous communication about TV series on Reddit?

3. Method

To address these research questions, we conducted a
multi-method case study of r/gameofthrones, which
is the largest GoT subreddit and has been among
the most-frequented TV-centric subreddits, with about
11.5 million unique users per month in 2018 (Cassis,
2018). Episode discussion threads on r/gameofthrones
have followed the aforementioned tripartition into pre-
premiere, live premiere, and post-premiere discussion
threads since the middle of Season 4. All three thread
types are ‘official’ discussion threads created by themod-
erators or select subreddit users, meaning that every
episode has a dedicated pre-premiere, live premiere, and
post-premiere thread. For this case study, we drew from
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two data sources that will be described in more de-
tail below: the content and meta-textual features of all
comments posted in the episode discussion threads for
Seasons 5–8, and a survey of subreddit users conducted
during the airing of the eighth and final season. The data
and reproducible R analysis scripts can be obtained from
this study’s Open Science Framework (OSF) repository:
https://osf.io/7v49t/.

3.1. Comments on Subreddit Discussion Threads

There are two main ways to access organic (i.e., user-
generated) Reddit data: through the official Reddit ap-
plication programming interface (API) and the Pushshift
Reddit dataset (Amaya et al., 2019). While both gener-
ally provide the same data, we opted for the latter, as it
provides a much easier and more flexible way of query-
ing Reddit data (e.g., higher rate limits). The Pushshift
Reddit dataset (Baumgartner, Zannettou, Keegan, Squire,
& Blackburn, 2020) is a privately maintained dataset that
ingests Reddit data in real time and contains all posts
and comments made on the platform since June 2005.
Data are split into two files (one for original posts and
the other for comments) and may be accessed in a vari-
ety of ways, including monthly dumps downloadable di-
rectly from the Pushshift website and an open API. For
this project, we wrote a simple R function that, for a
given list of Reddit posts (identified via IDs that are also
part of each post’s URL), queries the Pushshift API and
returns all comments posted in those threads, includ-
ing associated meta-textual information (e.g., creation
time, parent comment ID, comment score). Data are re-
turned in JavaScript Object Notation format, which can
be easily converted to various tabular data frame formats
for further analysis. All API querying and data handling
steps were conducted using various functions from the
“Tidyverse” meta package (Wickham et al., 2019).

We queried the Pushshift API for all comments
posted in the episode discussion threads for seasons 5–8,
resulting in 1,252,971 individual comments. All queries
were performed in September 2019, about threemonths
after the broadcast of the final GoT episode. All com-
ments either deleted by the original author or removed
by a moderator between its original post date and the
query date as well as all comments by discussion mod-
eration bots were removed from the data, leading to
a final sample of 1,203,666 comments from 243,997
unique users.

3.2. Survey of Subreddit Users

A survey of 417 users of r/gameofthrones was con-
ducted from April 11, 2019—three days before the US
premiere of the first episode of Season 8—to April 22,
2019. Prospective participants were recruited by posts
and sponsored links on Reddit. Participation was com-
pletely voluntary, anonymous, and unincentivized. The
majority of participants (58 %) self-identified as male

(41% female; 1% non-binary) and were rather young
(M=28.30 years, SD=8.75). Further sample demograph-
ics included education (61 % university degree) and na-
tionality (58 % US citizens).

A list of 25 subreddit usage motives (see Table 1)
was compiled based on previous Social TV studies (Gil
de Zúñiga et al., 2015; Han & Lee, 2014; Krämer et al.,
2015; Puschmann, 2017; Shim et al., 2017). Participants
were first asked to rate the importance of each of these
motives to their personal subreddit use on a Likert-
type scale from 1 (strongly disagree) to 7 (strongly
agree). Afterwards, participants were presented the
same list again and asked to select which, if any, of the
three thread types (pre-premiere, live premiere, post-
premiere) was best suited to fulfilling each motive. The
full survey questionnaire and an overview of all motive
ratings are available on the study’s OSF repository.

4. Results

4.1. Usage Motives of Discussion Threads

In order to identify distinct motive factors, we con-
ducted an exploratory maximum likelihood factor analy-
sis with oblique rotation on the 25 surveyed usage mo-
tives using the R package “psych” (Revelle, 2019). We re-
tained five factors based on a preceding parallel analy-
sis (see Table 1). The most important motive factor
for r/gameofthrones subreddit users was ‘Knowledge’
(M = 5.60, SD = 1.19, 7-point agreement scale), which
spoke to users’ need to obtain background lore and
expand their knowledge. This factor was followed by
‘Humor’ (M = 5.09, SD = 1.79), which represented the
need for entertainment through memes and humorous
comments. Virtual ‘Company’ (M = 3.14, SD = 1.72)—
the feeling of a shared viewing experience and the so-
cial gratifications connected with it—played a rather mi-
nor role, as did the needs to actively contribute one’s
own content, theories, or comments (‘Share,’ M = 2.34,
SD = 1.42) and to share/receive spoilers (‘Spoilers,’
M = 2.02, SD = 1.35).

However, thread type suitability ratings indicated
that the temporally structured discussion threads did in-
deed appear to be differently able to fulfil usage mo-
tives (see Figure 2). Although the post-premiere thread
seemed to be the ‘all-rounder’ and suited to fulfilling all
five overarching motive factors, those motives related to
the need for company could be best satisfied by paral-
lel communication in the live-premiere thread. The pre-
premiere thread, on the other hand, was mostly rele-
vant to refreshing one’s knowledge or receiving back-
ground information but seemed to be of limited rele-
vance to the other motive factors. Crucially, for each mo-
tive, a substantial share of participants did not specify
a most-adequate thread type (ranging from 14.9% for
Motive 14 [“know whether I have missed something im-
portant”] to 46.3% for Motive 08 [“earn some Reddit
karma/silver/gold”]). This may be attributable to partic-
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Figure 2. Thread most suitable to fulfilling usage motives. Notes: n = 417. For motive item wordings see Table 1.

ipants perceiving the respective motives as less impor-
tant and/or to users’ perception of multiple thread types
as equally suitable to fulfilling these motives.

4.2. Usage Practices of Discussion Threads

To investigate whether the temporally structured discus-
sion spaces were also characterized by differing usage
practices, we turned to the content and meta-textual
information of the comments left in those threads. In
purely quantitative terms, the three thread types were
used very differently (see Figure 3). While the popu-
larity of all thread types increased over time, by far
the most comments were found in the post-premiere
threads,with all Season 8 episodes generatingmore than
40,000 comments (and peaking at around 100,000 com-
ments for the controversial episode “The Long Night”).
This was followed by synchronous live commenting on
the episodes. The pre-premiere threads rarely exceeded

5,000 comments. Of course, the temporal structuring of
the threads predefined when comments were made in
relation to the episode’s airing, with the pre-premiere
thread starting 48 hours before the US premiere of an
episode and the live and post-premiere threads appear-
ing shortly before the start and the end of each episode.
Thus, despite the possibility of asynchronous communi-
cation on the episodes, thread usage was strongly in-
fluenced by linear program planning. All three threads
received the most attention in a window of only a few
hours immediately before and after the US premiere of
the respective episode (see Figure 4). Even in the post-
premiere thread, the vast majority of comments were
made within three to four hours after the episode aired,
and almost no new comments appeared after about
a day.

Looking closer at the content of the comments, we
found that the use of the live premiere threads in partic-
ular differed from the asynchronous thread types. Not
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Figure 3. Comment counts per episode and thread type. Note: n = 1,203,666.
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Table 1. Factor loadings of thread usage motives.

I II III IV V
I use the discussion threads to… Share Company Knowledge Humor Spoilers

01: share background lore 0.885 −0.155 0.103 −0.046 −0.069
02: share my own theories about developments 0.853 −0.103 0.079 −0.101 −0.051

in the series
03: show my knowledge about the series 0.808 0.086 −0.011 −0.085 −0.034
04: post humorous comments 0.793 −0.051 0.004 0.144 −0.076
05: show my wit and humor 0.765 0.047 −0.050 0.062 0.044
06: discuss or argue about events in the episode 0.722 0.142 0.006 −0.131 −0.146
07: post or share memes 0.519 −0.073 −0.083 0.320 0.143
08: earn some Reddit karma/silver/gold 0.423 −0.028 −0.048 0.036 0.222
09: feel like watching together with other people −0.126 0.957 −0.083 0.003 −0.033
10: not be alone while watching −0.148 0.846 −0.153 −0.002 0.084
11: share excitement or suspense 0.271 0.626 0.036 −0.044 −0.112
12: interact with other people 0.395 0.586 −0.055 −0.115 0.031
13: deal or cope with tragic events in the series 0.011 0.572 0.082 0.025 −0.080
14: know whether I have missed something −0.020 0.092 0.510 0.052 0.028

important
15: read theories about developments in the series 0.011 −0.011 0.406 0.012 0.011
16: refresh my knowledge about past developments 0.005 −0.026 0.742 −0.081 0.058

in the series
17: receive specific information about characters, 0.050 −0.069 0.736 0.025 0.064

locations, music, etc.
18: read background lore 0.015 −0.080 0.831 −0.038 −0.035
19: read humorous comments 0.024 0.038 0.030 0.755 −0.120
20: read or view memes −0.082 −0.005 −0.027 0.872 −0.030
21: read spoilers −0.172 −0.044 0.145 −0.060 0.695
22: share spoilers 0.263 −0.094 −0.022 −0.048 0.552
23: bypass boring moments 0.000 0.157 −0.053 −0.011 0.250
24: get to know about other people’s opinions −0.029 0.297 0.193 0.091 0.003
25: get myself in the mood for watching 0.029 0.311 0.149 0.039 0.091

% Variance 0.19 0.12 0.09 0.06 0.04

M (SD) 2.34 (1.42) 3.14 (1.72) 5.60 (1.19) 5.09 (1.79) 2.02 (1.35)
𝜔h 0.90 0.84 0.79 0.78 0.58

Notes: Maximum likelihood factor analysis with oblique rotation (Promax) for all 25 motive items. Scale: 1 (strongly disagree) to
7 (strongly agree). n = 417, Kaiser-Meyer-Olkin measure (KMO) = 0.87 (all KMO values for individual items ≥ 0.68), Bartlett’s
K2(24) = 808.34, p < 0.001; parallel analysis suggested five factors. All factor loadings < |0.4| grayed out.

only were the comments in the live premiere threads
on average much shorter (M = 76 characters, SD = 118)
than in the pre- (M = 142, SD = 231) and post-premiere
threads (M = 126, SD = 189), there was less interaction
between users, as indicated by the fact that more than
half (52%) of all comments in the live premiere threads
were top-level comments—comments that replied to
the original post and thus did not directly engage with
comments from other users. In contrast, top-level com-
ments only accounted for about one-fifth to a quarter
of all comments in the pre- (24 %) and post-premiere
threads (21 %).

To further investigate the content of the comments,
we focused on keywords, that is, words that were
distinctive in each thread type. Using the R package
“quanteda” (Benoit et al., 2018), we first preprocessed
all comments by removingURLs, symbols (including emo-

jis), stopwords based on the Snowball stopword list,
and further uninformative terms that were identified
during preliminary data analysis (e.g., all-text emojis
such as “xD” and remaining parts of HTML entities like
‘&amp;’ and ‘&gt;’). We then calculated log-likelihood
keyness scores for each thread type, using the other
two thread types as reference groups. The identified key-
words (see Figure 5) offered insights into the differences
in discussion content. Comments in the pre-premiere
thread seem to focus on predictions and discussions
of (leaked) episode plot points and developments (e.g.,
“predict(ion/s),” “theory,” “kills,” “dies,” “leaked,” and
“spoilers”) and on the framing of the individual reception
situation (e.g., “watch,” “see,” “premiere,” and “hbo;”
see also Puschmann, 2017). Live premiere threads were
characterized by expletives and exclamations of surprise
(e.g., “omg,” “oh,” and various four-letter words). Finally,
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the post-premiere threads contained more in-depth dis-
cussions and evaluations of recent series events (e.g.,
“loved,” “felt,” “thought,” and “scene”); crucially, other
Reddit users and their opinionswere explicitly addressed
and consulted (e.g., “anyone” and “else”).

5. Discussion and Conclusion

The present study attempted to explore which usagemo-
tives and practices are characteristic in different forms
of asynchronous and synchronous communication about
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TV series on social media. Building on prior research, we
simultaneously examined the uses and motives of pre-
communication, live communication, and follow-up com-
munication on Reddit, a highly important yet understud-
ied platform in the context of Social TV activities. Our
multi-method research project combined an automated
content analysis of more than 1.2million user comments
from the subreddit r/gameofthrones—an online commu-
nity centered on discussions of the HBO series GoT—
with a survey of users active in this community (n= 417).

While prior research already found that messag-
ing apps and more public social media platforms are
used differently and for different reasons in the con-
text of Social TV (Han & Lee, 2014; Krämer et al.,
2015), our project has shown that discussion spaces dedi-
cated to asynchronous and synchronous communication
about TV series are also frequented and valued for dif-
ferent reasons. Focusing on our case study of discus-
sions about GoT, we found that refreshing and extend-
ing one’s knowledge of the show (factor ‘Knowledge’)
and viewing memes and humorous comments (factor
‘Humor’) were overall the most important for users of
the r/gameofthrones subreddit. However, the temporally
structured threads (pre-, live-, and post-premiere thread)
were perceived to be more or less suited to fulfilling spe-
cific motives. According to our participants, the need for
feeling like they were watching with others and not be-
ing alone (factor ‘Company’) was best satisfied by par-
allel communication in the live premiere thread, while
almost all motives related to sharing one’s own infor-
mation or theories (factor ‘Share’) were perceived as
best fulfilled in the post-premiere thread. Thus, not all
Social TV activities are created equal, and users seem to
engage in these activities with the goal of addressing spe-
cific needs and desires. This also became apparent when
we considered the broader information environment on
Reddit. While r/gameofthrones is by far the most fre-
quented and broadest GoT-related subreddit, there are
also specialized subreddits that are, for example, exclu-
sively focused on humorous content and memes (e.g.,
r/aSongOfMemesAndRage).

To get a more detailed picture, we complemented
the survey with a large-scale automated content analy-
sis of actual usage practices (i.e., commenting be-
havior) in the three thread types. This analysis has
shown that: (1) follow-up communication in the post-
premiere threads was most popular among users of
r/gameofthrones; (2) parallel communication in the live
premiere threads was less extensive and less interactive
than pre-communication and follow-up communication;
and (3) the focus and content of discussions varied in
the three threads as well. Looking at the most important
terms per thread type, we found that the post-premiere
threads seemed to be characterized by users sharing
background information and wanting to discuss theories,
as other users were addressed explicitly and specific de-
velopments were debated; this mirrored our survey re-
sults. The live premiere threads, on the other hand, were

used to express one’s surprise and emotions, while dis-
cussions in the pre-premiere threads were indicative of
talking about one’s ability to watch the current episode
and for exchanging predictions.

Taken together, our multi-method approach allowed
us to gain differentiated insights into (a)synchronous
Social TV activities and has shown the potential of com-
bining survey and content data. This potential is best il-
lustrated by an example from our data: if we had relied
solely on the survey data, we might have suspected that
the importance of the live premiere thread to the mo-
tive factor ‘Company’ (i.e., feeling like watching together,
sharing one’s feelings with others) would have led users
to engage in lively exchanges and more interactions with
others. Instead, the thread analysis indicated that com-
ments in the live premiere threads were the shortest,
and the level of direct interactions was, by far, the low-
est. This finding implies that the need for companymight
already be stimulated by the mere feeling of being in the
same (online) space as other viewers—comparable to
the collective cinema experience of sitting and watching
in silence, united simply by joint attention to the screen
(Hanich, 2018). Direct interactions with other users hap-
pened more often—and were actively sought out—in
the asynchronous discussion threads. On the other hand,
the survey responses provided us with deeper insights
into the users’ motives in addition to the discussion con-
tent, especially as the automated content analysis faced
some challenges and limitations. Specifically, at least
with data-driven, unsupervised text analysis methods,
we were not able to extract discussion patterns in the
actual Reddit comments that showed substantial overlap
with the surveyed usagemotives. In future studies, more
theory-based analysis procedures such as dictionaries or
adaptations of topic modeling procedures that allow for
the prior specification of keywords (e.g., Eshima, Imai,
& Sasaki, 2020) might provide viable alternatives in the
more meaningful combination of user-centric survey re-
sults and content-centric automated text analysis.

Although the foci on a single platform, a single com-
munity, and a single TV series reduces the generalizabil-
ity of our findings, this case study approach allowed us to
gain insights into distinct Social TV activities while reduc-
ing the influence of confounding variables introduced
by platform affordances (e.g., number of characters al-
lowed in comments), discussion dynamics (e.g., users’
mode of interacting on Instagram versus on Reddit), or
audience characteristics. Future research should build on
our findings by investigating pre-communication, paral-
lel communication, and follow-up communication on dif-
ferent social media and with a focus on different TV se-
ries. For example, it might be expected that viewers of
TV series that are less ‘story-heavy’ than GoT have a di-
minished need for background knowledge and theories,
but are even more interested in humorous interactions
or memes. However, due to the fact that the show’s con-
tent “serves as the sourcematerial for content shared on
the second screen” (Raney & Ji, 2017, p. 429), it will prob-
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ably never be possible to completely separate Social TV
activities from the TV series they relate to.

With the success of streaming services and viewing
behaviors that are less and less tied to single episodes,
the necessity to investigate asynchronous Social TV activ-
ities will certainly increase. For example, as the episodes
of most shows of subscription-based video-on-demand
services, such as Netflix and Amazon Prime Video, are
released en bloc, parallel communication becomes less
important because there is no actual ‘live’ moment any-
more, not even for users in the same time zone. Popular
discussions indicate that tweeting behavior seems to be
particularly challenged by this all-at-once release strat-
egy (seeWeller, 2016): indeed, when, if at all, is it accept-
able to post about a new Netflix show on Twitter—and
what is one allowed to give away? Considering these de-
bates in the context of our findings, we would particu-
larly encourage a closer look at forms of follow-up com-
munication, as the post-premiere threads consistently
emerged as the most frequented ones. Moreover, it is
likely that the engagement in Social TV discussions also
alters the experience of first screen content (Krämer
et al., 2015; Raney & Ji, 2017). As such, differences in
Social TV usage motives and practices may lead to differ-
ential effects on users’ entertainment experiences. From
a methodological standpoint, it is interesting to consider
that these entertainment experiences are likely to be re-
flected in the content of Social TV discussions, as indi-
cated by expressions of suspense, surprise, or shock in
the live episode discussion threads and in-depth discus-
sions of affective responses in the post-premiere threads.
Being able to identify the different entertainment expe-
riences of TV series/episodes (e.g., hedonic and eudai-
monic, see Oliver & Raney, 2011; Vorderer, 2011) by ob-
serving discussions on social media would benefit media
entertainment research by reducing the need to rely on
retrospective self-reports. As a first step in this direction,
dictionary-based methods may provide a scalable proce-
dure to investigate hedonic and eudaimonic entertain-
ment experiences based on user comments.

Despite the inherent limitations of our project, this
research presents exploratory first steps in understand-
ing the different temporal, motivational, and behav-
ioral facets of Social TV experiences. By recognizing
that communication about TV series in social media
goes beyond synchronous interactions, media entertain-
ment research will be in a better position to explore
the gratifications of reading, learning, and talking about
one’s favorite TV show. After all, TV has always been
a social experience and will continue to be so in on-
line environments.
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Abstract
Our contribution addresses popular music as essential part of media entertainment offerings. Prior works explained liking
for specific music titles in ‘push scenarios’ (radio programs, music recommendation, curated playlists) by either drawing
on personal genre preferences, or on findings about ‘cognitive side effects’ leading to a preference drift towards familiar
and society-wide popular tracks. However, both approaches do not satisfactorily explain why previously unknownmusic is
liked. To address this, we hypothesise that unknownmusic is liked themore it is perceived as emotionally and semantically
expressive, a notion based on concepts from media entertainment research and popular music studies. By a secondary
analysis of existing data from an EU-funded R&D project, we demonstrate that this approach is more successful in pre-
dicting 10000 listeners’ liking ratings regarding 549 tracks from different genres than all hitherto theories combined. We
further show that major expression dimensions are perceived relatively homogeneous across different sociodemographic
groups and countries. Finally, we exhibit that music is such a stable, non-verbal sign-carrier that a machine learning model
drawing on automatic audio signal analysis is successfully able to predict significant proportions of variance in musical
meaning decoding.
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1. Introduction

Popularmusic (in the broadest sense, also encompassing
‘oldies,’ jazz and hits from the classical repertoire, based
on the definition of Tagg, 2000), is one of themost preva-
lent types of entertainment content in everyday media
use, especially in social media. It is nowadays predomi-
nantly consumed in push scenarios—socio-musical con-

texts, in which music is selected and played back for us
by someone else (e.g., when listening to radio programs,
curated playlists, DJ sets, in-store music, YouTube videos,
shuffle-mode, and music in virtual worlds) or by recom-
mendation algorithms. The current abundance of listen-
ing situations where people are confronted with previ-
ously unknown popularmusic is part of the ongoing “mu-
sicalization” of society (Pontara & Volgsten, 2017).
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In the past age of audio storage media, the breadth
of existing music tracks available for airplay was gener-
ally limited bymaterial physical and economic restrictions,
similar to the number and stylistic variety of albums and
singles published and sold. Consequently, the question of
which records to buy and which musical genre and artists
to adhere to has led to a great deal of socio-cultural dis-
tinction practices (Bourdieu, 1984). Out of limited and het-
erogenous economic and cultural capital, people typically
stuck to their cultural habitus acquired during their forma-
tive years which then formed an essential part of their
identity during their later lives (Frith, 1996). Therefore,
personal taste and choices in music selection have al-
ways tended to separate people of different generations,
milieus, and cultures from one another, which remains
partly the case today (Mellander, Florida, Rentfrow, &
Potter, 2018; Vlegels & Lievens, 2017). However, we claim
that due to the inflation of musico-technological reper-
toires in the age of digital media (Lepa & Hoklas, 2015) as
well as the global introduction of ‘flatrate’ streaming offer-
ings (Drott, 2018) and music recommendation algorithms
(Krämer, 2018), there is a growing tendency that the log-
ics governing people’s socio-musical practices are con-
verging to new patterns (see a review in Section 1.1). In
consequence, theoretical models from music psychology
and cultural sociology that successfully described musical
preference dynamics in the past require re-examination
(Brisson & Bianchi, 2019; Prior, 2013).

Accordingly, in the present article, we propose and
empirically compare alternative explanations for music
liking in existing popular music push scenarios by draw-
ing on concepts from empirical aesthetics, media enter-
tainment research, and popular music studies.

1.1. Challenging the Perceived View on Music Liking:
Personal Genre Preferences

Research on music liking has often employed question-
naires asking participants for the degree of liking regard-
ing several given musical genre labels. This practice has
revealed sociodemographic differences in obtained pref-
erence patterns (typically, a high-brow vs low-brow cul-
tural gap; Roose & Stichele, 2010), as well as correlations
with personality traits (Fricke & Herzberg, 2017) and po-
litical attitudes (Feezell, 2017). However, observed ef-
fect sizes are comparatively small (Schäfer & Mehlhorn,
2017), and it remains unclear whether obtained answer
patterns relate to music listening practices in the push
scenarios under discussion here. This is due to the am-
biguous intensional content of musical genres. In cat-
alogues of music stores or streaming providers, differ-
ent taxonomies exist (e.g., Spotify vs Apple Music), and
listeners tend to have heterogeneous and historically
changing ideas about the musical attributes and values
defining specific genres (Lahire, 2008). Moreover, non-
musicians in particular associate genres rather with so-
cial stereotypes and identity concepts related to artists,
epochs, subcultures, and fandom the music stems from

(Shevy, 2008). As a result, genre-based expressedmusical
taste has become an elemental part of postmodern iden-
tity and distinction practices (Lonsdale & North, 2009).

However, while being an interesting phenomenon in
itself, taste performances (Hennion, 2001) are not nec-
essarily informative for the actual patterns of music lik-
ing and listening practice (Lonsdale & North, 2012). Also,
recent empirical studies suggest a growing tendency to-
wards genre “omnivorousness” (Peterson, 1992) spread-
ing across social classes (Vlegels & Lievens, 2017) and
a continuous development towards new genre taxon-
omy logics based on social context or lifeworld functions
(Airoldi, Beraldo, & Gandini, 2016). It is therefore un-
surprising that the actual power of traditional genre la-
bels for predicting musical liking is rather low (Brisson
& Bianchi, 2019). Hence, we infer that explicitly stated
genre affinities might only explain aminor portion of mu-
sic liking in music push scenarios.

1.2. Familiarity, Prominence and Popularity as ‘Cognitive
Side Effects’ in Music Liking

In contrast, theories from empirical aesthetics and so-
cial psychology appear better suited to explaining mu-
sic liking in times of musicalization. For instance, re-
peated exposure to a stimulus leads to cognitive flu-
ency effects (Jacoby & Dallas, 1981) and a more posi-
tive evaluation. However, familiarity and pleasantness of
artworks only covary up to a certain ideal point, from
where pleasantness decreases again in terms of a satu-
ration effect, often idealised graphically by an inverted
U-curve (Chmiel & Schubert, 2017). In the original the-
ory of Berlyne (1971), this effect was said to interact with
stimulus complexity. However, this has rarely been suc-
cessfully demonstrated in experimental works with mu-
sical stimuli (Madison & Schiölde, 2017). An alternative
explanation of the advantage of widely-known music in
push scenarios is the elaboration likelihoodmodel (Petty
& Cacioppo, 1986). According to the model, the fact that
a piece ofmusic is well-known and appreciated by others
(e.g., in our culture or peer-group) constitutes a periph-
eral persuasive cue that can positively influence aestheti-
cal experiences, in particular in the low-involvement sce-
narios that we discuss here (Egermann, Grewe, Kopiez,
& Altenmüller, 2009). Overall, we assume personal famil-
iarity and social popularity effects in combinationwith in-
cidental saturation resulting from over-prominence can
explain experienced liking in situations where we are
confrontedwith familiar-soundingmusic.Wewill denote
them throughout this paper as “cognitive side effects”
because they affect music liking independently of actual
musical content or perceived expression.

1.3. Musical Expression Strength and Breadth as New
Explanation for Music Liking

Rentfrow, Goldberg, and Levitin (2011) and Rentfrow
et al. (2012), criticizing the genre label-based approach,
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suggested working with sounding questionnaires to
operationalize musical preferences. Following Hevner
(1936), they also introduced adjective inventories allow-
ing listeners to describe perceived ‘attributes of music.’
Based on aesthetical judgements gathered in this way,
Greenberg et al. (2016) identified three major dimen-
sions of perceived musical expression, two of them rep-
resenting affect (“Arousal” & “Valence”) and one repre-
senting the felt degree of aesthetic-cognitive stimulation
(“Depth”). While this has generated significant progress
for the field of music liking research, choosing a rather
small convenience sample for ‘judging’ the semantics of
popular music may lead to a narrowing of possiblemean-
ings as to what is deemed valuable from a high-brow per-
spective. This might lead to the perspective of the ‘peo-
ple,’ the actual producers and addressees of popular mu-
sic (Frith, 1996), becoming neglected.

Furthermore, analogous to discussions in media en-
tertainment research (Klimmt, 2011), it appears crucial
to acknowledge that beyond affect-guided hedonism
and intellectual appreciation, people might also enjoy
specific types of music because they fulfil their eudai-
monic needs and help them to find identity, truth, and
transformational experiences, overall rendering their
everyday existence meaningful (Vorderer & Reinecke,
2015). To explain how meaning is imparted, Tagg (2013)
argues that a majority of meanings conveyed by popu-
lar music, including substantial parts of affect expression,
are due to so-called “para-musical fields of connotation.”
This term describes extra-musical meanings that are be-
stowed upon musical sign-carriers by human appropria-
tion practices during the music’s semiotic carrier as part
of the circulation of culture (Herzog, Lepa, Egermann,
Schönrock, & Steffens, 2020).

Based on the theoretical perspective of non-verbal
communication theory adopted for music (Brunswik,
1952; Juslin, 2000)we further assume that perceivedmu-
sical expression is only partly idiosyncratic, and rather by
and large pragmatically ‘understood’ homogenously by
other recipients, because most of our conspecifics take
part in the same cultural game of musical semiosis as
we do. In empirical studies on music expression draw-
ing on Brunswik’s (1952) lens model (Eerola, Friberg, &
Bresin, 2013; Juslin, 2000), it has been found that the
communicative cues employed in music work in a linear-
additive fashion, sometimes redundantly, but often im-
parting several dimensions of meaning at the same time,
which renders some pieces so expressive and popular.
Hence, we postulate that liking for previously unknown
popular music is dependent on the breadth and strength
of perceived musical expression, which, according to
cultural theorist Alison Stone (2016) should encompass
the dimensions of affect, values, aesthetic commitments,
identity, location and time.We furthermore suspect that
these decoded connotations do exhibit a certain degree
of idiosyncratic and cultural heterogeneity (Kristen &
Shevy, 2013) in terms of content and their specific weight
in personal preference judgments.

1.4. The Constructivist Challenge: To Which Degree
Are Perceived Musical Expressions Socially Uniform
and Predictable?

The current lack of prior systematic research on semantic
musical expression might stem from the ‘constructivist
challenge’ imposed by the concept of para-musical fields
of connotations. If musical meaning lies to a greater ex-
tent in the ‘ear of the beholder’ and is not immediately
inherent to the acoustic stimulus, how can we system-
atically measure it? On the other hand, it is known that
film scores and advertisement music work well in com-
municating certain connotations successfully to recipi-
ents (Bouvier&Machin, 2013). Furthermore, it should be
considered that musicalization has probably already led
to a perceptible degree of musical sign-disambiguation
across the globe and emotional music expressions might
be based to some degree on cross-cultural universals
(Sievers, Polansky, Casey, &Wheatley, 2012). Finally, sim-
ilar to story or movie interpretations, the empirically
found extent of non-uniformity in meaning decoding
might also be due to the specificity ofmeanings searched
for (Lepa, 2010). Following Tagg (2013), the actual de-
gree of non-uniformity could be analysed either by mea-
suring the variance of a small audience’s actual meaning
productions regarding a smaller pool of music or by for-
malising human meaning attribution regarding a larger
pool of music with machine learning (ML) methods and
then checking the resulting explanatory model power
when applied to new music. Both approaches are pur-
sued in the current contribution.

1.5. Resulting Hypotheses and Research Questions

Due to participation in a multi-national European re-
search and development project on music branding
funded by the EU (www.abc_dj.eu), we had the opportu-
nity to test some of the assumptions mentioned above
with an existing dataset. Even if the actual expression po-
tential of popular music most probably reaches beyond
the commercially exploitable domain, this nevertheless
provided an excellent opportunity to test our following
theoretical hypotheses based on the possibilities of this
specific dataset:

H1: Liking of presented music is (positively) depen-
dent on personal genre affinity strength.

H2: Liking of presented music is (positively) depen-
dent on personal familiarity with a track.

H3: Liking of presented music is dependent on
society-wide popularity and dependent on society-
wide prominence of a track.

H4: Liking of presented music is dependent on
strength and breadth of perceivedmusical expression
regarding affect and values.
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Additionally, four overarching open-ended research
questionswere explicated that address the constructivist
challenge of music semantics:

RQ1: What is the relative importance of hypothesized
predictors (and their sub-dimensions) regarding liking
of presented music?

RQ2: Are there socio-cultural differences in perceived
musical expression or relative preferences for differ-
ent dimensions of musical expression?

RQ3: To what extent is it possible to predict perceived
musical expression based on algorithmic audio signal
analysis?

RQ4:Which acoustical attributes of popular music are
best suited to predict perceived musical expression
dimensions?

Two empirical studies were conducted. Based on a sec-
ondary analysis of existing data, Study 1 addresses the
four main hypotheses, as well as RQ1 and RQ2. In order
to answer RQ3 and RQ4, Study 2 then employs numeri-
cal results from Study 1 and combines themwithML and
music information retrieval (MIR) techniques.

2. Study 1: Explaining Music Liking in Push Scenarios

To perform systematic inquiry on hypotheses H1–H4, as
well as RQ1 and RQ2, we drew on available data from a
cross-national online survey experiment which was part
of an EU Horizon 2020 research & development project
(Herzog, Lepa, & Egermann, 2016; Herzog, Lepa, Steffens,
Schönrock, & Egermann, 2017a).

2.1. Methods

Due to space limitations, details on participants, sam-
pling, stimulus material and data pre-processing are doc-
umented in the Supplementary File (A1.1.–A1.3). The re-
sulting net sample comprises n = 9,197 subjects from
three generations (gen Y: age 18–34, gen X: age 35–51,
gen B: age 52–68) and three countries, with gender be-
ing approximately equal-distributed.

2.1.1. Procedure

Based on initial sociodemographic screening procedures
organised by panel providers, subjects received an on-
line questionnaire formulated in their country’s primary
language (English, German, Spanish). They conducted a
short sound test and were then presented with either
four (wave 1) or six (wave 2) randomly selected 30s pop-
ular music excerpts from a larger pool (see Section 2.4
for details). Afterwards, they rated the subjectively per-
ceived fit between the music and 15 adjective attributes
(GMBI_15 inventory, see Figure 3) employing a 6-point

scale, as well as the degree of familiarity with and liking
for the excerpt. Finally, subjects stated the extent of their
general personal affinity to each of 10 different musical
genres in the pool, which were presented to them as lin-
guistic labels (see Figure 1).

2.2. Results

2.2.1. Personal Genre Affinities versus Actual Liking

Figure 1 provides an overview of obtained genre pref-
erence ratings. Highest personal affinities were found
for Pop & Charts, and Rock & Punk, while Hip Hop &
Trap, Country & Folk and World Music received the low-
est sympathies. Also, we computed a multivariate gen-
eralized linear model (cumulative logit link, n = 9,197)
to test for socio-cultural differences in genre preference
patterns revealing various highly significant differences
in line with the literature (not documented here), alto-
gether explaining 15% R2 (Nagelkerke).

We then calculated ordinal Kendall-Tau correlations
between stated affinity for a genre and the actual liking
of excerpts from that genre in the prior listening exper-
iment, resulting in an average correlation of 𝜏 = 0.22.
Hence, stated affinities appear to be rather weak pre-
dictors for actual liking. Furthermore, as depicted by
Figure 6 in the Supplementary File, we observed sub-
stantial differences in correlation size across genres and
country of residence, hinting at cultural heterogeneities
in genre label understanding.

2.2.2. Track Familiarity, Prominence, and Popularity

To test whether there was a sufficient amount of ‘novel’
music in the pool presented to participants,we inspected
histograms of excerpt familiarity ratings bymusical genre.
Results demonstrated an expected long-tail distribution
with the far more frequent House & Techno and World
Music excerpts being rather unfamiliar to respondents,
while Rock & Punk and Pop & Charts were most familiar
to them (see Figure 7 in the Supplementary File).

We then calculated a society-wide prominence score
for each excerpt, based on the mean track familiarity rat-
ing per country. Similarly, we computed a society-wide
popularity score for each excerpt, based on the mean
track liking rating per country. Afterwards, we estimated
the ordinal Kendall-Tau correlation between both mea-
sures, resulting in 𝜏 = 0.34. To check for a possible non-
linear dependency, we plotted both aggregated index
variables against each other (Figure 2), obtaining a clear
‘hinge’ effect with weaker dependencies for prominence
values above a scale value of 2, but no substantial relation-
ship between both indices and specific musical genres.

2.2.3. Perceived Musical Expression

To measure perceived musical expression, our sur-
vey utilised a multi-lingual questionnaire inventory
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Figure 1.Mean genre affinity by country and generation (scaled from 1 to 6).

(GMBI_15) that had been developed based on results
of an expert focus group and a marketing expert survey
(Herzog et al., 2020; Herzog, Lepa, Steffens, Schönrock,
& Egermann, 2017b). The GMBI_15 measures five mu-
sical expression dimensions relevant for branding cam-
paigns, each operationalized by three manifest item in-
dicators. Two dimensions represent musical affect ex-
pression (Arousal, Valence), while three others repre-
sent musical value expression (Authenticity, Timeliness,
Eroticity). For interpretation of resulting factor scores, it
is worth noting that, while items are formulated unipo-
lar, the dimensions of the latent variables are interpreted
bipolar (Arousal: relaxing–stimulating, Valence: dark–
bright, Authenticity: conventional–authentic, Timeliness:
traditional–futuristic, Eroticity: mental–sensual).

The empirical fit of the employed GMBI_15 mea-
surement model (Herzog et al., 2017a) was estimated
using MLR estimation and a sandwich-estimator to
compensate for unbalanced measurement repetition
within subjects (see Figure 3). This procedure resulted
in a very good fit with X2 = 515.239; df = 80;

p < 0.01; RMSEA = 0.040 [0.039—0.041], CFI = 0.968;
SRMR= 0.028 (note that significant p-values formodel fit
are expected for this sample size). Since items had been
presented in three different languages, we tested mea-
surement invariance across language versions following
Cheung and Rensvold (2002), resulting in a fair degree
of scalar invariance (see Table 8 in the Supplementary
File). After inverting the polarity of Arousal to improve
interpretability, we finally calculated z-standardised fac-
tor scores for each observation in the dataset. For each
musical expression factor, we then performed an ANOVA-
based variance component estimation (Searle, 1995), re-
sulting in ∼1% R2 for socio-demographics, while track
identity explained between 12–26%R2 (see Table 9 in the
Supplementary File).

2.2.4. Results of Hypotheses Tests

Hypotheses regardingmusic likingwere tested by a block-
wise ordinal logistic regression model (cumulative logit
link, n = 9,197), calculating cluster-robust standard er-
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rors to compensate for unbalanced measurement rep-
etitions within subjects. Hypothesis 1 regarding genre
affinity as well as Hypothesis 3 assuming an influence
of popularity and prominence were deliberately tested
as last theoretical model blocks. This was done to allow
for estimation of their ‘true’ R2 contribution after hav-
ing controlled for predictors sharing common variance.
The incremental gain in Nagelkerke’s R2 was calculated
for each block corresponding to one of the four major hy-
potheses (model 1–4), as well as for two additional mod-
els (model 5–6), which statistically corrected for the im-
balance in track genres and socio-demographics. All hy-
potheses were confirmed as highly significant, and esti-
mated beta-values for each predictor were only slightly
altered when entering controls (Table 1). In an extended
model version (not documented here due to space re-
strictions), we also tested all two-way-interactions be-
tween the six expression factor variables and socio-
demographics which resulted in some significant, but mi-
nor effects contributing to an overall additional R2 gain
of only 1%.

2.3. Discussion

Results obtained from Study 1 confirmed our assump-
tion concerning the obsolescence of genre labels for ex-
plaining musical liking. In contrast, assumed ‘cognitive
side effects’ related to familiarity, popularity, and promi-
nence play an essential role (H2+ H3). Notably, on a soci-
etal level, we identified a dampening effect of too much
prominence on popularity. Furthermore, as postulated, it
is predominantly music’s perceived expression of affect
and values (with nearly similar weights) that explain best
why individual people enjoy previously unknown music
played back to them (H4). When controlling for these ef-
fect clusters, preferences expressed by genre labels only
explain a small residual portion of music liking (H1), fea-
sibly representing associated non-musical stereotypes
connected with genre labels. Finally, we observed only
minor heterogeneities in perceived musical expression
across socio-demographics and cultures (RQ1) and, sim-
ilarly, we only found minor socio-cultural differences in
weights for different musical expression dimensions pre-
dicting musical liking (RQ2).

Table 1. Results of ordinal block-wise regression (cumulative logit link) performed to explain liking of musical excerpts.

Predictor/Model (1) (2) (3) (4) (5) (6)

track familiarity (H2) 0.85*** 0.57*** 0.54*** 0.55*** 0.54*** 0.54***
expression: arousal (H4) −0.33*** −0.34*** −0.30*** −0.32*** −0.33***
expression: valence (H4) 0.44*** 0.44*** 0.47*** 0.48*** 0.49***
expression: authenticity (H4) 0.70*** 0.66*** 0.65*** 0.62*** 0.62***
expression: timeliness (H4) 0.17*** 0.13*** 0.19*** 0.19*** 0.18***
expression: eroticity (H4) 0.15*** 0.16*** 0.08*** 0.09*** 0.08***
genre affinity (H1) 0.30*** 0.31*** 0.33*** 0.32***
track popularity (H3) 0.51*** 0.51*** 0.49***
track prominence (H3) −0.28*** −0.28*** −0.26***
track genre: Blues and Gospel 0.24*** 0.25***
track genre: Classical and Art 0.17*** 0.17***
track genre: House and Techno −0.05* −0.05*
track genre: Country and Folk 0.01 −0.01
track genre: Hip Hop and Trap 0.21** 0.20**
track genre: Jazz and Swing −0.05 −0.05
track genre: Pop and Charts −0.40*** −0.40***
track genre: Rock and Punk 0.05 0.05
track genre: Funk and Soul −0.07* −0.06*
residency: Germany (def: UK) 0.03
residency: Spain (def: UK) 0.12***
age group: generation X (def: gen. Y) −0.03
age group: generation B (def: gen. Y) 0.08*
education: ISCED 3–4 (def: ISCED 0–2) 0.02
education: ISCED 5–8 (def: ISCED 0–2) 0.11***
gender: female (def: male) 0.07**

Nagelkerke’s R2 18.57% 49.42% 50.71% 52.68% 52.92% 53.02%
Incremental R2 18.57% 30.86% 1.29% 1.96% 0.24% 0.1%

Notes: all non-dummy predictors are standardized (beta-coefficients); standard errors are cluster-robust; track genres are effect-coded
(redundant category: World Music); * p < .05, ** p < .01, *** p < .001.
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3. Study 2: Predicting Perceived Musical Expression by
Algorithmic Audio Signal Analysis

In the course of Study 2 addressing RQ3 and RQ4, we de-
veloped computational predictionmodels explaining the
non-individual parts of variance contained in the scores
of perceivedmusical expression factors Arousal, Valence,
Authenticity, Timeliness, and Eroticity (see Study 1).

3.1. Methods

To this end, we utilised technical audio signal and mu-
sic descriptors as predictors, which either stem from ML
of branding experts’ knowledge or algorithmic MIR tool-
boxes describing music and sound parameters. Details
on development and selection of these predictor vari-
ables are provided in the Supplementary File (A2.1 and
A2.2). Dependent variables were created by calculating
the arithmetic mean of each perceived musical expres-
sion factor across all respondents of Study 1.

3.1.1. Statistical Aggregation of Descriptors and Feature
Selection for Computational Prediction Models

Linear hierarchical stepwise regression procedures were
employed to aggregate the descriptors’ explanatory
power. In detail, predictor variables were always entered
in a block-wise fashion, based on toolbox origin orML de-
scriptor group (see Table 11 in the Supplementary File,
for a list of all predictor blocks).Within each block, a step-
wise variable selection procedure (forward/backward-
methodwith p_in= .05/p_out= .10)was performed.We
finally computed (incremental) adjusted R2 for each pre-
dictor block to estimate the explanatory power of the dif-
ferent descriptors.

3.2. Results

3.2.1. Accuracy of ML Classifiers

MLof the various classifiers led to very robust results (see
Table 10 in the Supplementary File). ML Classification
of musical style and the presence of vocals was accom-

plished with over 90% accuracy. By contrast, recognition
of instrumentation (81% accuracy), production timbre
(82%accuracy), and vocals gender (76%accuracy) turned
out to be more challenging.

3.2.2. Obtained Prediction Models

Across all computational models identified by hier-
archical stepwise regression (see Table 11 in the
Supplementary File), musical style and instrumentation,
as learned by the ML algorithm play the most signif-
icant role in variance explanation of perceived musi-

cal expression (R2adj [style] = .191, R2adj [instrumenta-
tion] = .183). Also, rhythmic features extracted by the
IRCAM beat toolbox explain a substantial amount of vari-

ance (R2adj [IRCAM beat] = .151), in particular related to
perceived Authenticity and Timeliness of a musical ex-

cerpt. (R2adj [instrumentation]= .183). Finally, the remain-
ing predictor blocks play a lesser important role in vari-
ance explanation, suggesting various interacting levels
and facets of musical meaning. In the following, single
prediction models obtained for the five musical expres-
sion factors will be described in detail.

3.2.3. Valence

As already suggested by the overall results in Table 11
in the Supplementary File,musical style adherence prob-
abilities (R2adj = .177) and instrumentation (R2adj = .132)
play a crucial role in variance explanation of perceived
Valence. Table 2 presents results of the hierarchical step-
wise regression model, revealing Hip Hop, Blues, and
Oriental as slightly associated with negative Valence,
whereas Samba, Rock and Roll, and Latin are related to
more positive Valence. Additionally, the probability of a
track containing an electric guitar implies more negative
Valence, possibly because electric guitars are often con-
notated as ‘aggressive.’ Finally, two production sound de-
scriptors emerged in the list of the ten most potent pre-
dictors, namely the proportion of noise energy in the au-
dio signal and its periodicity both being associated with
more positive Valence.

Table 2. Hierarchical stepwise regression model predicting Valence, ten best predictors with largest 𝛽 values.

Predictor 𝛽 SE t p

Style (ML): HipHop −0.178 0.035 −5.064 < .001
IRCAM descriptor: total noise energy 0.166 0.061 2.725 .007
IRCAM descriptor: periodicity 0.139 0.043 3.216 .001
Style (ML): Samba 0.139 0.035 3.967 < .001
Style (ML): Rock and Roll 0.136 0.033 4.058 < .001
Style (ML): Latin 0.129 0.035 3.712 < .001
IRCAM descriptor: sharpness SD −0.127 0.044 −2.892 .004
Style (ML): Blues −0.121 0.033 −3.709 < .001
Style (ML): Oriental −0.119 0.032 −3.740 < .001
Intrumentation (ML): Electric Guitar −0.118 0.035 −3.354 .001
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3.2.4. Arousal

Adherence of an audio track to a style (R2adj = .239) and
its instrumentation (R2adj = .219) also play a dominant role
in variance explanation of Arousal (see Table 3). Musical
styles such as Downbeat, Balearic, Reggae, Boogie, and
Soul commonly associated with lower tempi and relax-
ation and calmness are major predictors of lowered
arousal. The three best predictors, however, are directly
related to production sound: Firstly, the more harmonic
energy an audio track contains, the less it is perceived as
arousing. This corroborates common knowledge in mu-
sic psychology and psychoacoustics stating that the nois-
ier (i.e., less harmonic) an audio track is, the more it is
perceived as arousing (Juslin & Laukka, 2004). Secondly,
the mean and standard deviation of the first MFCC band
highlight the arousing role of the amount and fluctuation
of low-frequency content (i.e., pumping beats) in a mu-
sical track. Finally, the model supports everyday experi-
ence that the more percussive and the less warm the
sound of a musical track is, the more it will be perceived
as arousing.

3.2.5. Authenticity

Regarding the attribution of Authenticity, rhythmic
features as measured by the IRCAM beat toolbox
(R2adj = .214), as well as the adherence to a musical

style and associated image (R2adj = .169), are crucial for
variance explanation. Amongst the most critical features
(Table 4), eight styles are negatively related to authen-
ticity, four of them from the electronic dance music
genre. This resonates with findings that the use of syn-
thesised instruments, studio production, and more con-
temporary styles are often associatedwith lesser authen-
ticity (Wu, Spieß, & Lehmann, 2017). The fact that instru-
mental (i.e., non-vocal) music, in general, predicts lesser
Authenticity can be explained by assuming that it is fore-
most the vocal intonation of a singer that helps to rep-
resent human values such as being ‘honest.’ Finally, two
production sound descriptors, namely total harmonic en-
ergy and fluctuations in the higher mid-frequency range
(MFCC Band 05 [SD]) appear in the list. The former is
associated with ‘non-distorted’ acoustical sounds in a
track contributing to perceived Authenticity; the latter
might be related to pulsating synthetic sounds occur-
ring in electronic music and thus leading to less per-
ceived authenticity.

3.2.6. Timeliness

Analogously to previous musical expression factors, mu-
sical style is also crucial for the variance explanation of
Timeliness (R2adj = .213), together with instrumentation
(R2adj = .216) and features related to rhythm (R2adj [IRCAM
beat] = .297). Nine of the ten most potent single vari-

Table 3. Hierarchical stepwise regression model predicting Arousal, ten best predictors with largest 𝛽 values.

Predictor 𝛽 SE t p

IRCAM descriptor: total harmonic energy −0.210 0.046 −4.531 < .001
MFCC Band 01 SD 0.193 0.037 5.205 < .001
MFCC Band 01 Mean 0.146 0.056 2.592 .010
Style (ML): Downbeat −0.141 0.024 −5.856 < .001
IRCAM descriptor: Percussivity 0.124 0.031 4.029 < .001
Style (ML): Balearic −0.114 0.023 −4.954 < .001
Production Timbre (ML): warm −0.109 0.028 −3.831 < .001
Style (ML): Reggae −0.100 0.023 −4.386 < .001
Style (ML): Boogie −0.100 0.022 −4.476 < .001
Style (ML): Soul −0.100 0.023 −4.416 < .001

Table 4. Hierarchical stepwise regression model predicting Authenticity, ten best predictors with largest 𝛽 values.

Predictor 𝛽 SE t p

Style (ML): UK Funky −0.205 0.029 −7.125 < .001
Style (ML): Hip Hop −0.203 0.035 −5.745 < .001
IRCAM descriptor: total harmonic energy 0.188 0.053 3.535 < .001
Vocals present (ML): no −0.175 0.042 −4.148 < .001
Style (ML): Dubstep −0.173 0.029 −6.000 < .001
Style (ML): Electro (ML) −0.165 0.029 −5.635 < .001
MFCC Band 05 (SD) −0.151 0.036 −4.136 < .001
Style (ML): Drum and Bass (ML) −0.145 0.031 −4.740 < .001
Style (ML): Krautrock (ML) −0.135 0.029 −4.714 < .001
Style (ML): Tech House (ML) −0.134 0.031 −4.287 < .001
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ables constitute musical styles that can be regarded
as rather traditional (e.g., German Schlager, Chanson,
Classical Jazz, Country) and were thus negatively associ-
ated with perceived Timeliness (Table 5). Also, the pro-
portion of noise (i.e., non-harmonic) energy in an audio
signal was a positive predictor of timeliness. High total
noise energy often results from using (non-harmonic)
synthetic sounds and effects, as typically found in rather
modern industrial-sounding music styles (e.g., Dubstep).

3.2.7. Eroticity

Finally, concerning perceived Eroticity of a musical track,
instrumentation (R2adj = .205) and style (R2adj = .155)
explained the most substantial amount of variance
(Table 6). A musical track is more likely to be perceived
as erotic if containing female vocals, in particular as op-
posed to an instrumental track. In contrast, the presence
of an electric guitar (presumably associated with rather
‘manly’ musical genres such as Rock and Heavy Metal)
contributed negatively to perceived Eroticity. Moreover,
Soul music is a positive predictor of Eroticity, whereas
tracks from the styles HipHop, Oriental, and UK Funky
styles are perceived as less erotic. Finally, a warm tim-
bre as well as high mean values in the 11th MFCC band
are related to stronger perceived Eroticity of a musical
piece. The latter might be related to aspirated female vo-
cals which are perceived as erotic.

3.3. Discussion

Findings from Study 2 demonstrate that it is possible
to predict major portions of the non-individual parts
of perceived expression in popular music with the aid
of audio signal analysis, MIR, and ML techniques (RQ3).
Inspecting obtained computational prediction models
and addressing RQ4, it turned out that questions of mu-
sical style, instrumentation, and rhythm dominate per-
ceived affective and semantic expressivity of popularmu-
sic.Meanwhile, production sound, keys, chords and lyrics
play only a minor role. Finally, we also found differences
regarding the importance of specific musical elements
when it came to different dimensions of musical expres-
sion. However, these were largely in line with existing re-
search literature and too complex to be discussed here
in further detail due to space limitations.

4. General Discussion

With the present contribution, we empirically compared
different ways of explaining music liking in the ‘push sce-
narios’ which are becoming more prevalent in the age of
digital media. Aiming at demonstrating the importance
of the hitherto underestimated role of perceived musi-
cal expression, we compared its explanatory power with
that of the received genre preference approach while
controlling for well-known ‘cognitive side-effects’ in mu-

Table 5. Hierarchical stepwise regression model predicting Timeliness, ten best predictors with largest 𝛽 values.

Predictor 𝛽 SE t p

Style (ML): Schlager −0.204 0.022 −9.270 < .001
Style (ML): Balkan −0.202 0.022 −9.058 < .001
Style (ML): Oriental −0.198 0.022 −9.139 < .001
Style (ML): Chanson −0.195 0.023 −8.459 < .001
Style (ML): Asia −0.176 0.022 −7.852 < .001
Style (ML): Calypso −0.168 0.024 −6.941 < .001
Style (ML): Latin Style −0.166 0.024 −6.984 < .001
Style (ML): Classical Jazz −0.165 0.025 −6.606 < .001
IRCAM descriptor: Total Noise Energy 0.158 0.039 4.042 < .001
Style (ML): Country −0.155 0.023 −6.618 < .001

Table 6. Hierarchical stepwise regression model predicting Eroticity, ten best predictors with largest 𝛽 values.

Predictor 𝛽 SE t p

Vocals (ML): no −0.221 0.039 −5.617 < .001
Female vocals (ML): yes 0.221 0.044 4.987 < .001
Style (ML): HipHop −0.156 0.038 −4.082 < .001
Instrumentation (ML): Electric Guitar −0.149 0.034 −4.371 < .001
Style (ML): Oriental −0.137 0.031 −4.409 < .001
Production timbre (ML): Dark −0.135 0.034 −3.958 < .001
MFCC Band 11 MEAN 0.130 0.034 3.892 < .001
Style (ML): Soul 0.127 0.032 4.015 < .001
IRCAM key: Db (effect-coded) 0.121 0.165 3.368 0.001
Style (ML): UK Funky −0.116 0.031 −3.686 < .001
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sic liking (Study 1). While the latter (foremost familiarity,
but also prominence and popularity) were shown to ex-
plain a fair amount of variance, the explanatory poten-
tial of genre affinities expectedly turned out to be mi-
nor compared to the influence of perceived musical ex-
pression. Notably, advancing the state of research in the
field, we demonstrated that perceived semantic mean-
ing is as important as perceived strength of expressed
emotions when it comes to explaining liking for previ-
ously unknown music. In summary, all our hypotheses
were confirmed. Additionally, attribution of meaning to-
wards presented and largely previously unknown music
was found to be particularly homogenous across sociode-
mographic groups and countries. Similarly, sociodemo-
graphic differences regarding the weighting of different
musical expression dimensions for music liking turned
out to be small. Nevertheless, a significant degree of in-
dividual (presumably also encompassing situational) het-
erogeneity in musical meaning attribution still exists.

Based on these findings, we used MIR and ML in
Study 2 to test the algorithmic predictability of the per-
ceived musical expression. As expected, it turned out
that meaning attribution concerning popular music ap-
pears to a substantial degree to be uniform and rule-
based. The explanatory power of musical style in Study 2,
when compared to our findings regarding the related,
but coarser concept of musical genre in Study 1 hints at
the possibility that fine-grained, highly standardised al-
gorithmic style descriptors instead of subjective ratings
might form a solution for the ‘genre dilemma’ discussed
in the introduction and the research literature (Brisson
& Bianchi, 2019). Taken together, the findings point out
the importance of communicative aspects of popularmu-
sic when it comes to empirically explaining and predict-
ing music liking in basic musicological research on music
preferences as well as in applied scenarios such as music
recommendation algorithms.

Overall, the findings of our two studies stress
the importance of a hitherto underdeveloped area in
quantitative music reception research: music semantics.
Previously, music psychology tended to analyse popu-
lar music predominantly as an art form or as a sensual
media offering that may emotionally move us and en-
train our bodies into dancing. However, with this contri-
bution, we suggest conceiving of popular music also as
a semiotic device, a carrier of complex meanings, simi-
lar to oral language or any other communicative sign sys-
tem. This can be interpreted in terms of music’s anthro-
pological main functions of self-awareness and social re-
latedness (Schäfer, Sedlmeier, Städtler, & Huron, 2013).
Popular music once more presents itself as something
that brings people together, not only in terms of affect,
but also in termsof identity and values (Frith, 1996). Until
now, however, expression of these aspects in pop music
have been researched predominantly by cultural studies
scholars, either by employing discourse analysis (Machin
& Richardson, 2012) or interpretive interview studies
(Hesmondhalgh, 2007). Here, our paper demonstrates

that meaning structures in music excert strong measur-
able quantitative effects, and that these are relatively
homogenous across social groups and cultures, making
them well-suited for statistical analyses with larger sam-
ples and also largely predictable by ML.

Several limitations regarding the generalisation of
our findings have to be addressed. Popular music is a
complex global cultural phenomenon, and the existing
repertoire of genres, styles, artists and scenes is vast. Our
study was only able to analysemusic listeners from three
European countries and only employed a very limited,
though comparatively heterogeneous selection of popu-
lar music. In general, it appears hard to claim with any
sample of any size to have a proper representation of
popular music as such, due to its breadth, complexity,
and everchanging nature. Furthermore, we conducted
a secondary analysis of popular music titles all deemed
suitable for branding purposes, which necessarily leads
to the exclusion of more extreme, fringe styles of pop
music. The finding that the ML features operationalis-
ing the content of song lyrics did not play a substantial
role in the final models of Study 2 could be related to
this fact. Further, it is crucial to acknowledge that—by
design—themusical expression space operationalised by
theGMBI_15 questionnaire instrument does not exhaust
the full breadth of musical expression. Hence, further re-
search should expand from our findings, especially with
a sharper focus on the expression of identity and human-
istic, political and religious values.

Summarising implications, we propose that musicol-
ogy should consider taking a shift in research focus ‘from
mood to meaning’ (Vorderer & Reinecke, 2015) that has
already taken place in media research. The observed im-
portance of the authenticity dimension further parallels
the claim of a ‘truth-seeking media recipient’ that has
recently gained prominence in media entertainment re-
search (Oliver & Raney, 2011). Also, our findings suggest
that popular music’s meaning expression is a legitimate
field of research for applying communication theory, be-
cause it appears to act like a rule-based language, as
demonstrated by Study 2. It can thus be analysed simi-
larly to linguistic or pictorial content and may also form
an independent variable in media reception and effects
research (Shevy, 2013). In conclusion, we argue that the
results of our studies are of importance not only for the
music industry andmusicology but also formedia studies
and communication science.
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1. Introduction

When television viewing became a mass phenomenon
in the 1950s, it only took a few years until the first
scientific works on television addiction were published
(e.g., Meerloo, 1954). Today, discussions about exces-
sive, pathological behavior primarily concern digital
forms of media entertainment, such as social network-
ing sites and/or video games. The debate on the latter
reached a new peak in 2018 when the World Health
Organization (WHO) decided to include the addictive use
of digital games as a diagnosis in the 11th Revision of the
International Classification of Diseases (ICD-11). Gaming
disorder is defined as:

A pattern of persistent or recurrent gaming be-
haviour…manifested by: 1) impaired control over gam-
ing (e.g., onset, frequency, intensity, duration, termi-
nation, context); 2) increasing priority given to gam-
ing to the extent that gaming takes precedence over
other life interests and daily activities; and 3) continu-
ation or escalation of gaming despite the occurrence
of negative consequences. The behaviour pattern is of
sufficient severity to result in significant impairment
in personal, family, social, educational, occupational
or other important areas of functioning. (WHO, 2019)

Some scholars support the idea of gaming disorder be-
ing recognized in official manuals. They argue that this
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is a prerequisite to establish adequate treatment for the
improvement of public health. From a societal perspec-
tive, a possible pathologization of players is of lower pri-
ority to this goal (e.g., Rumpf et al., 2018). Others, es-
pecially from the social sciences and communication sci-
ence, question the scientific basis of this decision and
warn against moral panics (e.g., van Rooij et al., 2018).
Through a certain media presentation, gaming might be
characterized as a threat, thus pathologizing normal be-
havior and putting scientific results in a different light
(e.g., Bowman, 2016; Markey & Ferguson, 2017).

This is reflected in traditional mass media such as
newspapers and television. Reports contain numerous
portrayals of extreme cases: Amother starved her daugh-
ter to death because of her gaming habits (Thompson,
2011), a gamer died from thrombosis because of play-
ing a game for 22 uninterrupted days (McCrum, 2015),
and a desperate father tried to deter his son from play-
ing by hiring other gamers to target his avatar repeatedly
(Kleinman, 2013). In addition to traditional media and sci-
entific outlets, the debate is increasingly taking place on
social networking sites. A distinctive feature of these sites
is that a diverse group of stakeholders are active partici-
pants in the debate; gamers, in particular, take part in it.

While the discussion of gaming disorder within
academia can be understood on the basis of the many
debate articles published in scientific journals, such
as the Journal of Behavioral Addictions (e.g., Aarseth
et al., 2017; Billieux et al., 2017; Griffiths, Kuss, Lopez-
Fernandez, & Pontes, 2017; Rumpf et al., 2018; van den
Brink, 2017; van Rooij et al., 2018), the public debate
is more fragmented and less tangible. Thousands of so-
cial media posts, blog articles, and videos on the topic
have been published by a very diverse set of actors. This
large amount of data makes the use of traditional meth-
ods of content analysis almost impossible and requires
innovative methods suitable for the analysis of large-
scale datasets. In recent years, a new discipline known
as ‘computational social science’ emerged, developing
and refining the tools necessary for these kinds of large-
scale analyses (Conte et al., 2012). Fields like political
science (e.g., Hopkins & King, 2010), communication sci-
ence (e.g., van Atteveldt & Peng, 2018), and subfields like
journalism studies (e.g., Boumans & Trilling, 2016) have
started to use computational methods in their research,
but they have scarcely been utilized in the field of media
entertainment research.

By applying automated content analysis to a Twitter
dataset, the current study, on the one hand, provides in-
sights into the public debate on gaming disorder, and on
the other hand, showcases the usefulness of computa-
tional approaches in media entertainment research.

2. The Gaming Disorder Debate in Traditional Media,
Science, and Beyond

Systematic analyses of the debate on gaming disorder
in media coverage, scientific journals, or on other plat-

forms, such as social networking sites, are rare, and their
findings are fragmented. Prior studies predominantly
looked at print media and identified addiction as one as-
pect in the general debate on gaming. Kirkpatrick (2016)
examined the gaming discourse in American magazines
in the 1980s and found that most articles considered
games to be unsuitable for children, but did not differ-
entiate between the addictive potential of games specif-
ically and technology in general. In a review of Chinese
historical and media sources, Szablewicz (2010) found
that Internet addiction and Internet gaming are often
portrayed in a sensationalistic way, suggesting the fram-
ing of the debate as a moral panic. Whitton and Maclure
(2017) showed that the video game discourse in British
print media is dominated by the narrative of naïve video
game players becoming addicted because they cannot
control the technology. In one of the few quantitative
empirical studies, Jung (2019) investigated the Korean
media landscape with regard to its stance on gaming
regulations. By analyzing daily newspapers, digital news
sites, and digital gaming magazines, he identified sev-
eral frames in the debate, such as child protection, the
preservation of the social order, freedom of choice, cul-
tural consequences, and the effectiveness of therapies.
Furthermore, Jung (2019) found that conservative, mod-
erate, and specific IT news outlets differed in the extent
to which they addressed these topics. While most con-
servative media emphasized the negative effects of gam-
ing, IT news outlets only exhibited a positive or neutral
stance; moderate media were more balanced, yet trend-
ing toward a negative opinion.

Taken together, previous works merely focused on
traditional media in a national context, ignoring changes
over time. However, with rise of social media platforms
in the early 21st century, themedia landscape as a whole
has drastically changed—and with it, the dynamics of
public discourse. Social media platforms have enabled
almost everyone to not only observe but actively par-
ticipate in ongoing debates, reaching large audiences
that were previously only accessible via traditional mass
media. With this change in the dynamics of the public
sphere, many hopes were raised about the democratiz-
ing potential of these new platforms (Halpern & Gibbs,
2013; Levina & Arriaga, 2014). The ideal of a discursive
public sphere—for instance, in the sense of the philoso-
pher Jürgen Habermas (1991)—in which citizens and the
political elite find the best solution to social problems to-
gether and at eye level, suddenly seemed to be within
reach. The low entry barriers also enable actors from civil
society to gain access to public discourse and reach a
mass audience.

This ideal of openness and inclusivity is especially
salient on Twitter, which attracts not only a sizable share
of regular media users (22% of American adults use
Twitter; Wojcik & Hughes, 2019), but also policy mak-
ers, celebrities, activists, and journalists of traditional
and new media organizations (Groshek & Tandoc, 2017;
Paulussen & Harder, 2014). The dynamics of public dis-
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course on Twitter are shaped not only by the aforemen-
tioned openness of the platform and the diversity of its
users’ backgrounds, but also by two characteristic, tech-
nical affordances of the platform.

First, new accounts on Twitter are set to be public by
default, that is, other users can subscribe or follow the ac-
countwithout asking permission. This follow relationship
is asymmetrical, as the number of accounts a user follows
can and often does differ from the number of accounts
the user is followed by. This technical characteristic en-
ables two types of network structures: the ‘one-to-many’
structure, where, similar to traditional mass media, sin-
gle actors reach a large audience and the ‘many-to-many’
structure, where groups of users communicate among
themselves. However, the potential reach of a user is not
just defined by their follownetwork. Themechanic of the
retweet lets users share a tweet of someone they follow
with their own followers, thus making the barriers of the
follow networks evenmore pervious. As a result of these
network structures, even accounts with a low number of
followers can potentially reach a large audience.

Second, a feature of almost all social media
platforms—the hashtag—was first used on Twitter and
is a central affordance of the platform. The hashtag
makes it easier for Twitter users to find relevant tweets
and to make their own posts easier for other users to
discover. This feature also made it possible to quickly
find and participate in ongoing debates, connecting
different users with each other and potentially raising
awareness about trending topics. In recent years, hash-
tags have also gained relevance in political activism.
Campaigns and movements using a hashtag both as
branding and a communication tool played a signifi-
cant role in the context of many topics, such as fem-
inism (e.g., #meToo, #whyIStayed), anti-racism (e.g.,
#blackLivesMatter, #takeAKnee), and other political
movements (e.g., #ArabSpring, #UmbrellaRevolution).
Hashtags have also been used by malicious actors to
insert themselves into a discourse with the intent to
disrupt the ongoing debate or to push their own polit-
ical views, a practice called ‘hashtag hijacking’ (Hadgu,
Garimella, & Weber, 2013; VanDam & Tan, 2016). A no-
table example of both hashtag hijacking and amovement
using a hashtag to organize was #gamerGate, which was
“spawned by individuals who purported to be frustrated
by a perceived lack of ethics within gaming journalism”
(Massanari, 2017, p. 330). Partly by outside agitation
and hashtag hijacking by right-wing groups on 4chan,
#gamerGate “became a campaign of systematic harass-
ment of female and minority game developers, journal-
ists, and critics and their allies” (p. 330). As evidenced
by #gamerGate, Twitter, as a platform, has a history of
video game-related activism.

An analysis of the debate on Twitter is particularly in-
teresting, as the technical affordances of the platformen-
able dynamics of public discourse vastly different from
those of the traditional media landscape. Following the
theoretical considerations on Twitter as a platform for

public discourse, our research questions focus on the ac-
tors, topics, and tone present in the debate, as well as
potential changes in these categories arising from the de-
cision by the WHO to include the addictive use of digital
games as a diagnosis in the ICD-11. To our knowledge,
prior research has not examined the debate on this level.

In order to investigate the claim of a more diverse
debate based on the general heterogeneity of users on
social networking sites, our first interest centered on the
participating actors. We were not only interested in the
opinions and background of the actors themselves, but
also in determining whether their motivations were gen-
uine.Wewanted to know if theywere actually interested
in the debate or whether they were trying to disrupt
the discourse in an orchestrated fashion (i.e., trolling).
In traditional media, it is mainly scientists, politicians,
and experts—or people who are presented as such—
who have a say. By allowing anyone to post for the gen-
eral public, social media involves a more heterogeneous
group in the debate: gamers, gaming communities, and
those affected by negative consequences may also con-
tribute. Therefore, our first research question was:

RQ1: Which actors participate in the debate?

Given the range of issues discovered in prior research on
traditional media, our second question asks if this also
holds true for socialmedia. One could assume that topics
are being discussed that are not included in the scholarly
debate and the reporting of traditional media. Therefore,
we asked:

RQ2: What topics are being discussed?

Considering the two factions on gaming disorders in
academia and differences in traditional media reports
based on their background, we were interested in the
sentiments expressed by the actors. Thus, we asked:

RQ3: How is the tone of the overall debate?

The dataset available to us also offered the interesting
option of looking at the development of the debate over
time. We wanted to know whether the WHO decision
had an impact on the debate, and how, if at all, the
answers to the previous research questions differed be-
fore and after the WHO decision. Our last research ques-
tion was:

RQ4: How did the WHO decision influence the
debate?

3. Data and Methods

3.1. Data

To answer these questions, a large-scale, automated con-
tent analysis of N = 16,831 tweets, of which 55.11%
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were retweets, posted between March 16th, 2017 and
November 15th, 2018 was conducted. The dataset was
extracted from Twitter’s Decahose stream, which rep-
resents a 10% sample of all public tweets and filtered
for tweets mentioning the discourse on gaming disorder
(for an extended description of the filtering process, see
Supplementary File C).

At its peak on June 18th, 2018, a total of 3,308 tweets
and retweets were posted, representing roughly 0.01%
of the overall volume of all tweets posted during that day.
The debate was clearly stimulated by both the release
of the beta draft and the official version of the ICD-11,
with the corresponding peaks labeled in Figure 1. Within

those two peaks, 63.99% of the overall tweet volume
was posted.

As we used archival data for our analysis, we were
able to analyze tweets that were deleted between their
original publishing and the time of analysis. Table 1
shows the proportion of tweets that are still online and
the share of tweets that were no longer available on-
line. There are three reasons why a tweet might be off-
line: 1) the tweet or the account was deleted by the user
(deleted), 2) the user set their account to private (pro-
tected), or 3) the user was suspended by Twitter (sus-
pended). Compared to a random sample of tweetswith a
similar age, this share of 73.1% online tweets is relatively

Figure 1. Number of tweets over time. Note: The vertical lines represent the release date of the ICD-11 beta draft
(December 26th, 2017) and the release of ICD-11 (June 18th, 2020), respectively.
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Table 1. Share of offline tweets.

Online status %

Online 73.12
Deleted 12.24
Protected 1.30
Suspended 13.34

Notes: N = 16,831, including retweets. Checked in December 2019, an average 626 days after initial publishing.

high. This can be seen as evidence for an organic, not
bot- and/or spam-driven discourse, since Twitter usually
deletes spam accounts soon after their participation in a
trending topic (Thomas, Grier, Song, & Paxson, 2011).

As wewere interested in the effect theWHOdecision
had on the discourse, we split the dataset into three seg-
ments: Segment 1, comprised of tweets posted before
the release of the ICD-11 beta draft, Segment 2, com-
prised of tweets posted after the release of the ICD-11
beta draft and before the official release of the ICD-11,
and Segment 3, comprised of tweets posted after the of-
ficial release of the ICD-11 (see Table 2).

3.2. Methods

The tweets’ contents were analyzed using a combination
of structural topic modeling, sentiment analysis, and an
analysis of used hashtags and present actors. The follow-
ing chapter gives a detailed description of these meth-
ods in order to provide other researchers with the tools
to conduct similar analyses and to build upon this frame-
work. All analyses were conducted with R (for a full list of
used packages and versions, see Supplementary File A).

3.2.1. Preprocessing

A necessary prerequisite for all kinds of automated and
semi-automated content analysis is the procedure of pre-
processing. This procedure includes important and im-
pactful decisions by the researchers and is often not
well documented or dealt with in a non-transparent way
(Denny & Spirling, 2018; Maier et al., 2018). In the cur-
rent study, we pre-processed the documents by remov-
ing non-word characters and tokenizing the documents,
by removing stopwords, by stemming, and by pruning.
The R code for the preprocessing pipeline used in this
study can be found in the Open Science Framework
(Schatto-Eckrodt, Janzik, Reer, Boberg, & Quandt, 2020)
and a detailed description of the preprocessing steps can
be found in the Supplementary File D.

3.2.2. Topic Modeling

Topic modeling “is a computational content-analysis
technique that can be used to investigate the ‘hidden’
thematic structure of a given collection of texts” (Maier
et al., 2018, p. 1). In the context of topic modeling, the
collection of texts to be analyzed is called a ‘corpus,’
while each text within the corpus is called a ‘document.’
In this case, the corpus consisted of every tweet, exclud-
ing retweets within the dataset, while a single tweet
was a document. Retweets were excluded because in-
cluding them could potentially introduce a bias towards
topics that were represented in often-retweeted tweets.
The structural topic model (STM) introduced by Roberts,
Stewart, and Tingley (2019) is an extension of other
probabilistic topic models, such as the latent dirichlet
allocation (Blei, Ng, & Jordan, 2003), which enables re-
searchers to “incorporate arbitrary metadata, defined as
information about each document, into the topic model”
(Roberts et al., 2019, p. 2). The topics modelled by STM
and other topic modeling techniques represent latent
content variables that should form a comprehensive rep-
resentation of the corpus. Like most topic modeling tech-
niques, STM tries to infer these topics from recurring pat-
terns of word occurrence in documents, while ignoring
the order of words within each document (i.e., using the
bag-of-words assumption; Maier et al., 2018).

STM requires the researcher to choose a number of
topics before applying the model. As there is no cor-
rect answer to the question of what this number should
be (Grimmer & Stewart, 2013), we applied the elbow
method on the measures for semantic coherence and
held-out likelihood and found a five-topics solution to be
optimal. Asmentioned before, STM (Roberts et al., 2019)
enables researchers to add covariates for topical preva-
lence to the topic model, which allows the observed
metadata to affect the frequency with which a topic
is discussed. In this analysis, we modeled the topical
prevalence as a function of the time segment matching
the publishing time of each tweet, as described above.

Table 2. Time segments.

Segment Time frame Number of tweets %

1 March 16th, 2017–November 30th, 2017 810 10.72
2 December 1st, 2017–June 14th, 2018 2,886 38.20
3 June 15th, 2018–November 15th, 2018 3,859 51.08

Notes: n = 7,555, excluding retweets.
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Models using the raw publishing timestamp of the tweet
as a covariate and no covariates at all performed slightly
worse than the final model.

3.2.3. Sentiment Analysis

The sentiment analysis was conducted using the opin-
ion lexicon by Hu and Liu (2004), which features a list
of English positive (2,001 words) and negative (4,779
words) opinion or sentiment words. This opinion lexi-
con is widely used for the analysis of social media data
(Si et al., 2013; Zhang, Ghosh, Dekhil, Hsu, & Liu, 2011)
and is available online, thus enabling replication. In order
to provide a robust measure of sentiment, we created
a corpus of 88 documents, with each document repre-
senting a full week’s worth of tweets, including retweets.
Pooling the tweet texts and moving the unit of analysis
from single tweets to weeks within the debate, enabled
us to show the change in the overall sentiment of the
debate. For each week, we calculated the share of neg-
ative, positive, and neutral sentiment words. The same
preprocessing steps were taken for the sentiment analy-
sis as were for the topic modeling, with the exception of
the removal of emojis, which were replaced with their
Unicode Common Locale Data Repository short names,
via the sentimentr package, as including emoticons sig-
nificantly improves the accuracy of sentiment classifica-
tion (Hogenboom et al., 2013). As expected, most words
(83.29%) fall neither into the positive nor the negative
sentiment category. Overall, 14% of all words were iden-
tified as negative, and only 2.44% as positive.

3.2.4. Co-Occurrence Graphs

To analyze the hashtags in our dataset, in addition to
simple frequency tables, we calculated co-occurrence
graphs of the used hashtags. In short, co-occurrence
analysis is the analysis of the pairwise connection be-
tween elements in a set, with the connection modelled
as the occurrence of two elements in a subset of all
elements. In content analyses, the elements are often
words, the subsets are documents, and the set of all
elements is the corpus. Co-occurrence analysis can be
used to construct networks (i.e., graphs) representing
the connection between words, revealing thematic clus-
ters (Buzydlowski, 2015). As a general method in con-
tent analysis, co-occurrencewas used even before the in-
troduction of computational methods (Harris, 1957) and
has been used specifically for the analysis of social media
data in numerous studies (e.g., Aiello et al., 2013; Pervin,
Phan, Datta, Takeda, & Toriumi, 2015; Wang, Wei, Liu,
Zhou, & Zhang, 2011). In the current study, we used co-
occurrence graphs to gain insights into the use of hash-
tags within the debate. We extracted the hashtags from
all tweets, excluding retweets, and built graphs with
hashtags as vertices and the co-occurrence of two hash-
tags in the same tweet as edges. Edges wereweighted by
the number of co-occurrences.

4. Results

4.1. Actors

Of the 15,498 unique users that are represented in our
dataset, 2.39% were verified by Twitter. According to
Twitter (2020), “an account may be verified if it is deter-
mined to be an account of public interest. This includes
accounts maintained by users in music, acting, fashion,
government, politics, religion, journalism, media, sports,
[and] business.” This relatively high number (compared
to less than 1% verified users in a random sample) sug-
gests a high involvement of journalistic actors and actors
who are otherwise involved in public life (Paul, Khattar,
Kumaraguru, Gupta, & Chopra, 2019).

When analyzing themost important actors in a social
media discourse, one must consider two characteristics:
the reach of a user and the volume of their participation
in the discourse. The reach of a user is defined by both
their follower count and the number of times they were
retweeted in the context of the debate. The higher the
reach of a user, the higher the number of users getting
into contact with their posts. In contrast, users who par-
ticipate to a higher extent than the average user might
have a lower reach than other users; yet, they are still
responsible for a large share of the posts in the debate.
These two characteristics are a consequence of the tech-
nical affordances of Twitter as a platform. It is possible
that a user only mentions the discourse’s topic in a single
tweet, but—taking retweets into account—is still seen
bymost people participating in the discourse, thus being
overrepresented in most users’ timelines.

Those users of the second category, that is, users
who participate more frequently than the average user,
are shown in Table 3. The top-five most active users are
supportive of the WHO decision and try to warn others
of the dangers of gaming disorder; they have a parent-
ing or professional education background. Users who op-
pose the WHO decision are also present in this group,
and most of them have a background in gaming culture
or technology journalism.

All of the users with the highest reach, except the
CNN account, oppose theWHOdecision and have a back-
ground in gaming culture (see Table 4). These accounts
only began participating after the official release of the
ICD-11, while the users with the larger extent of partici-
pation were part of the discourse months before the re-
lease of the beta draft on ICD-11.

To investigate whether a group of users was over-
represented in the dataset, we calculated the distribu-
tion of the tweet volume per user share. An equal dis-
tribution, that is, a distribution with the share of tweets
equal to the share of users, would mean that there
are no overly active ‘power users.’ Looking at all partic-
ipating users, this kind of equal distribution can be ob-
served. Again, this can be seen as evidence of organic
discourse. However, the distribution for retweeted ac-
counts was more skewed. In total, 10% of all tweets that
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Table 3. Top users according to their extent of participation.

Tweets by % of View on the
Username the user all tweets Verified WHO decision Number of followers Notes

MommyNooz * 32 0.19 No Supporting 576 Parenting blog
camerondare 31 0.18 Yes Supporting 2,545 Activist
AdvocateforEd 25 0.15 No Supporting 26,261 Blog
Lynch39083 22 0.13 No Supporting 45,143 Scholar/activist
techedvocate 22 0.13 No Supporting 20,398 Tech blog
eplayuk 16 0.10 No Opposing 389 Gaming blog
gamescosplay 14 0.08 No Opposing 664 Gaming blog
gamingthemind 14 0.08 No Opposing 779 NGO/activists
Pairsonnalites 13 0.08 No Opposing 4,647 NGO
HealthyWrld* 12 0.07 No Neutral 21,936 Health blog

Notes: N = 16,831. * = account suspended.

were potentially seen by other users, including retweets,
were authored by six users.

4.2. Content

4.2.1. Topics

Analyzing the hashtags revealed that a large share of the
discourse was neither centered around #gamingdisorder
nor #gamingaddiction. Only 9.84% of all tweets included
at least one hashtag. The strategy of including the
terms (not hashtags) ‘gaming disorder’ and ‘gaming ad-
diction’ for sampling the data was thus an adequate
choice. Table 5 shows the 15 most frequently used hash-
tags. Besides the two topical hashtags used as the sam-
ple query (#gamingdisorder and #gamingaddiction) and
their variations (#gaming, #addiction, #videogames), we
also found hashtags referencing theWHO (#icd11, #who)
hashtags related to parenting (#children, #parenting)
and hashtags most likely used in journalistic reporting
(#bbcbreakfast, #tech, #news).

Comparing the co-occurrence graphs of the hash-
tags used in Segment 1 and Segment 3 illustrates how
the debate changed after the release of the ICD-11 (see

Figures 2 and 3). The debate in Segment 1 consisted of
two topical groups (education and a broad discussion of
gaming disorder). This distinction fades in Segment 3, as
the focus shifts away from the educational debate to-
wards a more general discussion.

This shift was also noticeable when applying topic
modeling to the data (see Table 6). Topic 3, which repre-
sents the topical group of tweets discussing educational
and parenting-related arguments, is overshadowed by
Topics 1, 2, and 4, which arise in Segment 3. Topic 5,
where the classification of gaming addiction is compared
to other mental conditions as gender dysmorphia, is rep-
resented almost only in Segment 3.

4.2.2. Sentiments

A sentiment analysis revealed that the topic was gen-
erally discussed with a relatively negative sentiment
(see Figure 4). The tweets in our dataset were, in
comparison to a random sample of English language
tweets from the same time span, significantly more neg-
ative (t(90) = 8.00, p < 0.001, d = 1.01). Both the re-
lease of the beta draft and the official release of the
ICD-11 resulted in a slight peak of negative sentiment.

Table 4. Top users according to their reach.

Times the user % of View on the
Username was retweeted all tweets Verified WHO decision Number of followers Notes

CNN 403 2.39 Yes Neutral 39,159,370 Media
deadmau5 385 2.29 Yes Opposing 3,939,972 Musician
GaijinGoombah 318 1.89 No Opposing 65,049 YouTube CC
BrendoTGB 274 1.63 No Opposing 349 Regular user
LEGIQN 245 1.46 Yes Opposing 306,185 Twitch CC
Pamaj 236 1.40 Yes Opposing 1,174,043 E-sports athlete
NoahJ456 233 1.38 Yes Opposing 949,370 YouTube CC
TheSmithPlays 227 1.35 No Opposing 209,071 YouTube CC
Boogie2988 182 1.08 Yes Opposing 685,290 YouTube CC
CaptainSparklez 170 1.01 Yes Opposing 4,934,618 YouTube CC

Notes: N = 16,831. CC = content creator.
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Table 5. Top hashtags.

Hashtag Number of occurrences % of hashtag occurrences

gaming 269 8.92
gamingdisorder 123 4.08
datascience 121 4.01
addiction 113 3.75
health 102 3.38
icd11 97 3.22
mentalhealth 97 3.22
bbcbreakfast 70 2.32
videogames 61 2.02
parenting 59 1.96
who 47 1.56
gamingaddiction 46 1.52
children 40 1.33
news 36 1.19
tech 32 1.06

Note: n = 3,017 hashtag occurrences.

Comparing the sentiment of Segment 1 against the com-
bined sentiment in Segments 2 and 3 showed a signifi-
cantlymore negative sentiment in the latter (t(66)= 4.87,
p < 0.001, d = 1.09).

In addition to this quantitative difference in senti-
ment, we also conducted a term frequency-inverse doc-
ument frequency analysis, which is a statistical measure
to determine the relative importance of a word within a
document in a larger corpus, that is, words that are not

only frequently used but are also used more frequently
in a specific set of documents, as compared to others.
Calculating the term frequency-inverse document fre-
quency values for the tweets in our dataset and the ran-
dom sample of English language tweets reveals that the
terms ‘irresponsible,’ ‘ridiculous,’ and ‘condemn’ were
the most relevant negative sentiment words associated
with the topic.

Figure 2. Co-occurrence graph for the top 30 hashtags in segment 1, force-directed layout algorithm by Fruchterman and
Reingold (1991).
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Figure 3. Co-occurrence graph for the top 30 hashtags in segment 3, force-directed layout algorithm by Fruchterman and
Reingold (1991).

Table 6. Description, top terms, and representative quote of the topics.

Topic Description Terms Quote

1 Breaking news: Sharing news Organization, “Gaming Disorders Officially Recognized by the
articles on the WHO decision recognizing, World Health Organization: The World Health

officially, mental, Organization (WHO) is recognizing ‘gaming disorder’
first time as a mental health issue in the beta draft of its

upcoming 11th International Classification
of Diseases”

2 Opposition: Voicing concerns on Video, people, first “‘Gaming disorder’ is total BS. People, especially
the validity of the WHO decision time, mental, adults, see gaming as such a taboo. It’s ridiculous.

addiction Video games provide experiences that is as humans
can’t do in real life. Video games can connect people,
video games provide a community and a sense
of belonging.”

3 Education: Information directed Education, teachers, “Learning Points: Parents need to wake up to gaming
at educational professionals and classroom, help, addiction”
parents regarding gaming parents
addiction

4 Jokes: Mocking the WHO Addict, play, video, “PUBG is the cure to Gaming Disorder. 6 hours on
decision time, mental that fucking thing will make you rage so hard you’ll

probably want to get outside for a bit.”

5 Other conditions: Voicing Classification, time, “So Gaming disorder is a mental health condition
concerns regarding the video, recognizing, but gender dismorphia is not this is why government
treatment of other mental addiction is garbage”
afflictions in light of the
WHO decision

Note: STM of 5,378 documents, K = 5, time segment set as prevalence.
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Figure 4. Share of positive and negative sentiment words per week over time.

4.2.3. Linked Websites

Users shared a total of 3,020 unique URLs with 33.92%
of all (non-retweet) tweets containing at least one URL.
Of these 3,020 URLs, 83.68% were shared only once.
The five most often shared URLs link to Twitter’s event
page on the WHO decision to classify gaming disorder
as mental health condition (294 shares), journalistic ar-
ticles on the topic by the New York based media com-
pany Futurism (151 shares), and CNN Health (80 shares),
a blog post critical of the WHO decision by the digital
entertainment company Saljack Enterprises (66 shares),
and a video by YouTube content creator Philip DeFranco,
explaining why the WHO decision might villainize games
(59 shares).

Most URLs shared by users belong to large onlineme-
dia outlets (e.g., CNN, ABC News) and contain factual re-
porting on the WHO decision. There are also multiple
links to gaming-related blogs with arguments against the
WHO decision. Themost widely shared scientific content
in the dataset was the open debate paper by Aarseth
et al. (2017). Other than that, there seems to be little to
no circulation of scientific studies within the debate.

5. Discussion and Conclusions

Gaming disorder is currently the most intensively dis-
cussed form of problematic entertainment media use.
Our analysis shows that social media platforms, such as
Twitter, are important forums where different actors (in-
cluding gamers) discuss the topic. Following an explo-
rative approach, our study was the first to examine the
gaming disorder debate based on social media data. It
can serve as a basis for more complex future analyses.

Overall, our results showed that the debate is organic
and not driven by spam accounts or other overly active
‘power users.’ There is no evidence of any orchestrated
campaigns for or against the decision of the WHO.

Further, we see that analyzing the social media dis-
cussion has the potential to paint a more heterogenous
and balanced picture of the public perception of gaming
disorder than an analysis of classicalmedia outletswhere
particular actors (like politicians, psychologists, and psy-
chiatrists) are perhaps overrepresented. While it can be
seen that CNN, as a traditional newsmedium, has a wide
reach, it is largely followed by content creators; their
level of participation is also higher. This suggests that
traditional news media also play a role in social media
for discussion, for instance, as a source of information,
but the actual discussion is led by genuine stakeholders,
such as the gamers themselves. A central distinction is
that the accounts of newsmedia represent organizations,
while content creators are individuals who are given the
opportunity to express their own opinions.While in tradi-
tional media, only public figures appear for their role as
experts, on Twitter there is the chance to express one’s
thoughts through a medium without this prior decision.

With regard to topics and sentiment, our results
showed that the social media discussion does more than
cover the spectrum that previous studies have shown
when examining traditional media (e.g., Kirkpatrick,
2016; Szablewicz, 2010; Whitton & Maclure, 2017).
Although negative consequences of gaming are dis-
cussed, positive aspects are also emphasized. This sug-
gests a diversification of the debate, which is also found
in the academic discussion. Nevertheless, it can be seen
that the discussion’s sentiment is relatively negative. On
the one hand, this is in line with the picture from tradi-
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tional media; on the other hand, on closer examination,
the terms used might rather indicate that users express
their indignation about the WHO’s decision. While previ-
ous research suggests that the discussion in traditional
media focuses primarily on damage control, the topics
we found indicate that there is a need tomention aspects
that go beyond damage control, for example, the treat-
ment, education, and significance of the decision. Thus,
the discussion here is less to be compared with a moral
panic, but rather attempts to differentiate.

The release of the ICD-11 draft and official version
had a major impact on the debate. The decision moved
the debate away from the topics of parenting and child
welfare, largely by activating actors from gaming culture.
The parenting and education-related discussion still took
place, but it was overshadowed by a larger discussion.
After theWHO decision, most tweets opposed the classi-
fication. Despite the research boom in recent years and
the ongoing debate within academia, scientific studies
barely played any role in the Twitter debate and research
results were hardly considered. This can be interpreted
as a hint that research results are perhaps not commu-
nicated effectively and are hardly known outside of an
academic context.

From a more general perspective, the current study
illustrates how computational methods, especially meth-
ods of automated content analysis, can be usefully uti-
lized in the context of entertainment research. Using the
example of the gaming disorder debate, we showed that
these new tools can offer interesting insights into the
public perception of risks thatmay be connectedwith the
use of entertainment media. Future studies may follow
this route and examine other diverse topics and their soci-
etal perception, such as the discussion about violent me-
dia content and aggressiveness or the question whether
the use of digital entertainment media may negatively in-
fluence users’ psychosocial well-being. Furthermore, our
analytic framework showcases how social media (under-
stood as a form of entertainment media itself) can be an-
alyzed to identify subtopics and actors within large-scale
debates. An interesting approach for future studies may
be the combination of computational methods with qual-
itative methods to gain additional in-depth knowledge of
selected networks and data patterns.

6. Limitations

The current study has some limitations. As we exclu-
sively used Twitter data as the basis of our analysis, there
might be a bias towards opinions shared by Twitter’s rel-
atively male and technophile userbase. The analysis is
also limited to English language tweets, so there might
be similar discourses in other languages, albeit using dif-
ferent hashtags.

The reduction in corpus size following our prepro-
cessing procedure was relatively large, as a third of all
Tweets were not considered in the topic modeling and
a large share of tokens was removed due to frequency.

This loss of information might mean that some nuanced
distinction between topics was not detected. The find-
ings should thus be considered as a broad overview of
the debate.

The sentiment analysis conducted in this study used a
dictionary-based approach and the dictionary used only
includes the binary distinction between negative and
positive sentimentwords (Hu& Liu, 2004).More sophisti-
cated methods of sentiment analysis enable researchers
to investigatemore complex emotions like disgust, anger,
or surprise either by using a dictionary that includes
those categories or by using a corpus-based approach
where supervised machine learning techniques are uti-
lized (Strapparava&Mihalcea, 2008). The simplemethod
used in the current study reveals the shift in tone caused
by the WHO decision and gives insight into the potential
reasoning of users behind their emotional reactions but
does not reveal any more detailed information on the
sentiment of the debate. Future research might address
this using the methods referenced above.

Another limitation of the methods of the current
study is the use of topic modeling on a corpus of docu-
ments with a relatively short length. As most traditional
topic modeling techniques like the latent dirichlet alloca-
tion (Blei et al., 2003) and other probabilistic topic mod-
els like the STM (Roberts et al., 2019) used in the cur-
rent study, rely on document-level word co-occurrence
patterns to reveal topics. In short texts, as commonly
found in social media, this co-occurrence approach may
not work very well, as there is only limited word co-
occurrence information available in these texts (Jipeng,
Zhenyu, Yun, Yunhao, & Xindong, 2019). Future research
might mitigate this issue by using methods specifically
developed for shorter texts, like the biterm topic model
(BTM) by Yan, Guo, Lan, and Cheng (2013).

The exclusion of emojis from the topic modeling was,
on the one hand, driven by the differentiation between
the topic and the tone of the debate in our research ques-
tions and, on the other hand, motivated by the need to
reduce the level of noise in the already noisy and sparse
data. While being an interesting question, we did not
feel confident enough to address the tonality of the dis-
cussed topics in a robust way.

In general, as the methods applied in the current
study are meant for the analysis of large-scale datasets,
the above findings should not be seen as a complete de-
scription of every facet of the debate, but as an overview
of the discourse, revealing overarching structures and
topics worth investigating in greater detail.
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1. Introduction

The mobile gaming market is expected to reach $77,2
billion in 2020, accounting for 48% of the global gam-
ing revenue and seeing a year-on-year growth rate of
13.3% (Wijman, 2020). A contributing factor in this suc-
cess is the increasing reliance on monetization through
the use of microtransactions. Microtransactions refer
to in-game purchases of additional downloadable con-
tent (DLC; e.g., adding new game modes) and/or virtual

goods that can enhance the player’s experience in the
game (e.g., items that give players a winning edge in the
game; Alha, Koskinen, Paavilainen, Hamari, & Kinnunen,
2014; Luton, 2013). The monetization strategy is being
lucratively applied across game genres and platforms,
and within both free-to-play games (e.g., Pokémon Go)
and games that also involve an initial purchase price
(e.g., Minecraft).

As a consequence, academic research has started to
turn its attention to the study of in-game purchase be-
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havior in recent years. In particular, research has started
to investigate in-game purchase behavior in free-to-play
games (both onmobile and on other platforms) by exam-
ining attitudes towards themicrotransactionmodel (e.g.,
Alha et al., 2014; Hamari, 2015), which players decide
to make in-game purchases and why (e.g., Balakrishnan
& Griffiths, 2018; Hamari, 2015; Hamari, Alha, Järvelä,
Kivikangas, & Koivisto, 2017; Hamari & Keronen, 2017;
Hsiao & Chen, 2016), and what the relationship is be-
tween game enjoyment, the making of in-game pur-
chases, and the intention to continue playing the game
(e.g., Hamari, 2015; Hamari & Keronen, 2017; Hsiao &
Chen, 2016).

Consistently, these studies have underlined the fun-
damental impact that themicrotransactionmodel has on
the game design philosophy. Specifically, when game de-
velopers decide to implement the use of microtransac-
tions, they have to find ways to justify and create value
for the virtual goods that they offer in order to moti-
vate players to make in-game purchases as frequently
as possible (Hamari, 2015; Hamari et al., 2017; Hamari
& Keronen, 2017; Hamari & Lehdonvirta, 2010). Game
developers themselves indicate that this balancing act
has been a matter of great difficulty, since players have
no reason to pay money for virtual goods if they are
already having a great time with the core game (Alha
et al., 2014). As such, artificial barriers are often inte-
grated into the gameplay that make the game mechan-
ics bothersome (e.g., by limiting the amount of lives, re-
sources, or time that players have to play the game every
day), after which virtual goods are offered that can break
them down (Hamari, 2015; Hamari et al., 2017; Hamari
& Keronen, 2017; Hamari & Lehdonvirta, 2010).

This suggests that in-game purchase decisions of
players are no longer only influenced by their existing
general attitudes and consumptionmotivations, but also
by the developers’ design decisions; and that in-game
purchase behavior may in turn affect whether a person
will continue playing a game (Hamari, 2015; Hamari et al.,
2017; Hamari & Keronen, 2017; Hamari & Lehdonvirta,
2010; Hsiao & Chen, 2016). Indeed, the findings of prior
research have shown that in-game purchase decisions
are highlymotivated by the appeal of ‘unobstructed play’
(i.e., circumventing the barriers that make the gameplay
inconvenient), in addition to purchases being motivated
by factors such as ‘social interaction’ (e.g., gift giving),
‘economic rationale’ (e.g., capitalizing on good deals) and
‘unlocking content’ (i.e., DLC; Hamari et al., 2017;Hsiao&
Chen, 2016). Moreover, studies have found that there is
a negative association between enjoyment from playing
the game and in-game purchase intention (Hamari, 2015;
Hamari & Keronen, 2017), and at the same time, a pos-
itive association between in-game purchase intention
and continued playing intention (Hamari, 2015; Hamari
& Keronen, 2017; Hsiao & Chen, 2016). Both results
seem to imply that obstructing players’ gameplay (gen-
erating frustration) may result in increased in-game pur-
chasing (alleviating the barriers for enjoyment), which

may in turn lead to continual game use, at least in the
short term.

It is important to note, though, that prior research
has measured the association between in-game pur-
chases and players’ intention for continual game use
exclusively with cross-sectional survey data. Self-report
measures of media use, however, are notoriously poor
proxies for actual consumption, showing only moder-
ate to low correlations with measures obtained from
log data or experience sampling (Araujo, Wonneberger,
Neijens, & de Vreese, 2017; Boase & Ling, 2013;
Ellis, Davidson, Shaw, & Geyer, 2019; Scharkow, 2016).
Biases in retrospective measurements might be espe-
cially prevalent for heavily fragmented and short media
consumption patterns such as playing mobile games or
making in-game purchases (Naab, Karnowski, & Schlütz,
2018). The current study aims to remedy this limitation
by analyzing smartphone trace data to shed light on play-
ers’ actual purchase and gaming behavior. Thus, the fol-
lowing research question is posed:

RQ1: What is the relationship between performing in-
game purchases and continual mobile game use?

In addition to increasing the validity of behavioral mea-
sures as such, leveraging log data also enables the mod-
eler to discern granular and temporal patterns which
are indistinguishable using cross-sectional survey data.
More specifically, this approach makes it possible to es-
tablish whether the association between in-game pur-
chases and continual game use might change over time.
This seems especially relevant, as results from prior re-
search making use of interview and survey research ad-
ditionally suggest that implementing microtransactions
in games might constitute a double-edged sword in the
long term. Notwithstanding the initial proposed positive
effects, players seem to argue that having to buy in-
game goods with real money in order to be able to con-
tinue playing the game the way they want to weakens
the game experience in the long run (Alha et al., 2014;
Hamari, 2015; Hamari et al., 2017). Furthermore, be-
ing able to buy virtual goods that give the owner cer-
tain advantages in the game is also believed to skew
the competition with other players, potentially resulting
in unbalanced gameplay and some games getting called
‘pay-to-win’ (Alha et al., 2014; Hamari, 2015; Hamari
et al., 2017; Hamari & Lehdonvirta, 2010). These previ-
ous studies therefore imply that these negative experi-
ences might lead to the formation of negative player at-
titudes towards the microtransaction model over time
(Alha et al., 2014; Hamari, 2015; Hamari et al., 2017).
Since attitudes are positively associated with contin-
ued playing intention (Hamari, 2015; Hamari & Keronen,
2017), this may eventually result in an increased risk
of abandoning the game. No research has actually in-
vestigated the existence of such a negative effect over
time, however. Therefore, the following research ques-
tion is posed:
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RQ2: How does the relationship between performing
mobile in-game purchases and continual game use
change over time?

Notably, we frame this research as an exploratory inquiry,
serving as a potential starting point for future researchers
in sketching out the psychologicalmechanisms that could
explain our findings. In this sense, our data-driven angle
is an exemplar of what Margolin (2019) calls the sym-
biotic approach between computationally-intensive ob-
servational studies and more traditional methods within
communication sciences. Within this framework, com-
putational approaches can serve as a fertile ground for
generating new hypotheses based on the observation
of behavioral patterns. This is one of the key advan-
tages of what Margolin (2019) calls “the computational
niche.” Thus far, methodological limitations have steered
the field into inquiries that neglect the temporal nature
of mobile gaming, i.e., the fact that purchase behavior
should be situated within a game’s total ‘life span’ and as
part of an individual gamer’s repertoire. It is exactly this
temporal dynamic that could yield new valuable hypothe-
ses. In this sense, we hope to stimulate other researchers
to disentangle said causal mechanisms within carefully-
controlled research settings (e.g., experiments).

2. Methods

We had access to a database containing log data from
a free-to-install Android application (Mobile DNA) that
gives consumers insight into their own smartphone be-
havior. The software and the data it generates is pro-
prietary of our institution and is exclusively designed to
serve academic research. Users agreed to potential use
of their data for this purpose by the authors’ research
unit before opting in. No other organization or individual
outside the research group has access to the database.
A subset of our subjects was recruited by our organi-
zation, although most users installed the app on their
own initiative thanks to a considerable amount of me-
dia exposure (e.g., the app has been featured on popular
current affairs programs on national television). Subjects
received no incentive for installing the application and
were free to uninstall it at any time. For our purposes,
we extracted all application-data from 01/01/2018 un-
til 02/09/2019. These logs contain information on the
specific app used by the subject, including start and end
timestamps (precision: 1 millisecond). Moreover, all logs
include an anonymized subject-key. Although the appli-
cation collects geospatial data, these variables were not
requested from the database. For this reason, the ex-
tracted data contain no identifiable information on our
subjects whatsoever.

2.1. Sample

The database holds information on 14,426 subjects, to-
taling 202 million logs. Of special interest here is that

the archive contains 287,789 hours (4,4 million logs) of
mobile game use. 9,039 subjects opened at least one
game during the data collection period and were in-
cluded in our initial sample. To identify faulty data logs
caused by an early software bug, we identified sub-
jects that supposedly had spent more than 24 hours
in a single day on their smartphone. As a result, six
individuals were removed from the sample. Next, we
accounted for non-human activity (e.g., test devices,
bots) in our dataset by inspecting ids that appear in
the 99th percentile on both of the following variables:
median time spent on smartphone in a single day (me-
dian= 2.35 hours, 99th percentile= 7.38 hours) and me-
dian duration of a single smartphone session (i.e., open-
ing and closing of smartphone; median = 53 seconds,
99th percentile = 10.21 minutes). Although a subject
could legitimately obtain extreme scores on these indi-
cators when the pool of observations is relatively small
(e.g., the subject only logged his activity for two days),
we would expect a reversion to the median when the
number of days under study increases. For this reason,
to be eligible for deletion subjects had to be included in
the dataset for at least seven days. We deleted eight po-
tential non-human subjects due to this procedure. The
density functions of the abovementioned criteria can be
found in the Supplementary File (see Figure A1 in the
Supplementary File).

2.2. Defining Relevant Survival Periods

Crucially, from a conceptual viewpoint, we are not pri-
marily interested in the total time spent on a mobile
game. Instead, the so-called survival time is of key inter-
est. The goal here is to make abstraction of the inten-
sity of game use and rather capture consistent gaming
behavior or how long an app remains in one’s repertoire.
However, unlike available approximations of app survival
time in the literature (e.g., Jung, Baek, & Lee, 2012), we
argue that the time interval between the first and last
day of app usage is a poor approximation of how long an
app actually remained in a subject’s repertoire. In many
cases, only a subset of the total time interval is relevant
for measuring actual user interaction due to the many
and long pauses in individual gaming behavior. To illus-
trate this, consider the fact that in our 2018 sample 71%
of all days between the first and last active date of a spe-
cific game are dates without any gaming activity. At the
same time though, it is unreasonable to define contin-
ued game usage as a completely non-interrupted streak
of gaming activity. Thus, the challenge here is to define
what could be considered a maximal allowed tolerance
(in days) or time gap between play days.

For this purpose, we formulate an elementary gain
metric. The gainmetric aims to balance two co-occurring
tendencies when one increases this so-called tolerance:
Although the amount of captured play days invariably
increases with more liberal windows, the interval will
include—proportionally—more and more non-play days
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as well. The metric aims to establish at which tolerance-
level the increase in non-play days far outweighs the gain
in captured play days. A specific, though fictitious, exam-
ple of how different tolerant levels impact the survival
time of an app can be found in the Supplementary File
(see Table A1 in the Supplementary File).

The gain metric employs the survival time defined by
tolerance(1) as the baseline, which is themost strict toler-
ance level (i.e., no pauses are allowed) and compares it
with the play days/total days ratio captured by applying a
more liberal tolerance level. It is thus defined as follows:

Gaintx =
play daystx − play dayst1
total daystx − total dayst1

Here, t(x) represents the results obtained by applying
tolerance level x, while t(1) represents the number of
(play) days captured by the baseline tolerancet(1). We
calculated the gain for each game played by a specific
individual when employing a tolerance level between
two and 14 days. Only tolerance-levels which succeeded
in increasing the total interval were retained (as indi-
cated by the crossed-out tolerances in Table A1 in the
Supplementary File). We subsequently calculated the
mean gain (and standard error) for each tolerance-level.

Similar to how eigenvalues are used for determin-
ing the optimal number of components in principal com-
ponent analysis (Schönrock-Adema, Heijne-Penninga,
Van Hell, & Cohen-Schotanus, 2009), the preferred solu-
tion is determined by taking the tolerance-level just be-
fore the point of inflection,which seems to be seven days
(see Figure 1). In otherwords,mobile gamers are allowed
to take a break for six consecutive days from playing a
specific mobile game. If the game remains untouched on
day seven, the last play day before this seven (+) days gap
is determined as the end date of the gamer’s continual
app usage. This procedure captured 76% of all play days
while reducing the amount of dates without gaming ac-

tivitywith 90%. In total, 228,035 hours (around 80%of all
gaming activity) is retained after applying the maximally
allowed tolerance level.

2.3. Left Truncation

Apps were left truncated and thus removed for analysis
if the mobile game appears during the first seven days
of an individual’s data collection. This minimizes the risk
of including apps that were already part of one’s mobile
game repertoire before the subject actually started log-
ging. After all, our gainmetric reveals that gamers tend to
remove a game from their repertoire if they pause their
game activity for more than six days. This procedure di-
minished the amount of gaming hours in the final dataset
to around 96,000 hours, a reduction of 58%.

2.4. Extracting In-Game Purchases

We defined in-game purchase processes by employing
an algorithm that looks for specific sequences within an
individual’s logs set. Users who instantaneously (< one
second) switched from playing a mobile game to visiting
the Google Play Store (for at least four seconds) and sub-
sequently switched back (< one second) to playing the
very same mobile game were considered to have pur-
chased an item in-game. This specific log-chain proved
to be most predictive for actual Google Play vending pro-
cesses after investigating log data of in-game purchases
performed by the researchers. We aimed for a conserva-
tive estimate to limit the inclusion of accidental or other
non-purchase related switches to the Play Store, such as
clicking on an advertisement by accident. For this reason,
we incorporated two additional decision rules within our
purchase detection algorithm. First, all first switches to
the Play Store (for each game) are ignored by default.
Similarly, switches to the Play Store within the initial five
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Figure 1. Relation tolerance level and mean gain. Note: Error bars represent standard errors (+/−).
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minutes during the first gaming session are disregarded.
This allows the user to fall prey to predatory advertising
techniques once per game before a vending-chain is cat-
egorized as an in-game purchase.

2.5. Scraping Application Data

Since our database as such only includes the application
namewithout any additional info,we developedour own
web scraper to obtain relevantmetadata. This allowed us
to differentiate between mobile games and other apps.
In total, we crawled five online app repositories using a
sequential scraping method. In order, we scraped the fol-
lowing repositories: Google Play Store, APKMonk, APK
Support, APKsHub and APK Pure. If an app was unavail-
able in the Google Play Store, we opted for the second
most reliable online repository, and so on. Next to the
general app category (i.e., ‘mobile game,’ ‘social app’)
and the availability of in-game purchases, we collected
other relevant variables which serve as covariates in our
model. For more information on the web scraper we re-
fer to Boghe, De Grove, Herrewijn, and De Marez (2020).
Since all of these scraped variables are covariates within
our model, we removed apps which were unavailable in
theGoogle Play repository fromour final dataset to avoid
missing values. This led to an exclusion of 3,746 games
(7% of all games) from our analysis. However, to check
whether this exclusion had an impact on our findings,
we ran the model again for all mobile games without the
aforementioned covariates.

2.6. Measures

The following descriptive statistics count each and ev-
ery unique id/application combination as a single mobile
game unless mentioned otherwise. Control variables,
however, are aggregated on game or id-level, since they
do not vary within the same user or app level (e.g., game
rating, median time spent gaming for each subject).

2.6.1. Purchases

In total, 46,184 mobile games were included in the
sample among 6,340 mobile gamers. 1,082 mobile
games included in-game purchases, with a total of
3,884 purchases. Evidently, some games were shared
among multiple subjects. When aggregated on game-
level, 7,901 unique mobile games were included in the
dataset, of which 527 included (a) purchase(s) of at least
one subject.

2.6.2. Control Variables

2.6.2.1. Rating and Number of Downloads

Both the average rating of the app on the Google Play
Store (1–5) and the number of downloads (ordinal scale
from 100–1 billion) were incorporated as proxies of mo-

bile game quality. The assumption here is that highly
entertaining mobile games tend to dominate the (free)
market. Indeed, popular games tend to receive higher
ratings (rs = 0.18, p < 0.001). Unsurprisingly, the apps
in our dataset tend to be relatively popular (median:
one million downloads) and highly rated (median: 4.20,
min: 1.30, max: 5.00). For modeling purposes, we ag-
gregated the variable into three categories using the 1st
(onemillion downloads) and 3rd (fivemillion downloads)
quartile as cut-offs.

2.6.2.2. Free-to-Play Versus Paid Apps

The differentiation between free-to-play and paid apps
is of key interest given our focus on in-game purchases.
If in-game purchases have a determining impact on the
survival timeof amobile game, this covariatemight serve
as an important confounding factor. After all, some mo-
bile gamers alreadymade amonetary investment before
installing the app in the first place. In our dataset, 6% of
all mobile games were paid apps.

2.6.2.3. Availability of Multiplayer Component

Previous research has uncovered that social play is an im-
portant motivational factor for continual mobile game
use (e.g., Hsiao & Chiou, 2012; Teng & Chen, 2014). In
total, 14% of all mobile games in our dataset contain a
multiplayer component.

2.6.2.4. Median Game Session Duration

We calculated the median duration of a single game
session (in minutes) for each unique application in our
dataset. Sessions were defined as the opening and clos-
ing of one’s smartphone. This metric serves as a proxy of
the time investment needed for continual game use. It
is not unreasonable to assume that more time-intensive
gamesmight exhibit different survival patterns than apps
which are more easily appropriated for short game ses-
sions. The median time spent on a mobile game during
a single session is 4.10 minutes (min: 0.01, max: 622.67).
Three out of four games have a median game session du-
ration of less than 7.60 minutes.

2.6.2.5. Median Time Spent Gaming

Finally, the median time (in minutes) spent gaming in a
single day was added for each individual to the model.
Avid gamers might exhibit different consumption pat-
terns than sporadic gamers and thereforemight showdif-
ferent survival curves. Only days with at least one game
log for a specific individual were considered. The distri-
bution is heavily right skewed, with a median time of
16 minutes spent on games in a single day (min: 0.01,
max: 625.00). Around one out of four gamers tend to play
more than 34 minutes in a single day.
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2.6.2.6. Game Repertoire

The survival of an appmight be dependent on the current
game repertoire of an individual. Specifically, removing
an app might be a reasonable strategy to reduce a clut-
tered game repertoire.Wemeasured the amount of gam-
ing apps opened by a specific individual in a specific day
(min: 1, median: 2, max: 32). For days without any gam-
ing activity (12% of all days), we imputed themost recent
game repertoire for each individual. Onmost days (23%),
gamers played a single mobile game.

The density functions (for interval variables) or bar
plots (for categorical variables) of the abovementioned
covariates can be found in the Supplementary File (see
Figures A1 and A2 in the Supplementary File).

2.7. Analysis

2.7.1. Time-Dependent Cox Regression

To determine whether in-game purchases have an im-
pact on continual gaming behavior, we performed a Cox
regression with time-dependent covariates (Therneau,
Crowson, & Atkinson, 2017). The Cox model, unlike tra-
ditional regression models, is a survival model which
accommodates to censoring techniques necessary for
most time-to-event data (Prinja, Gupta, & Verma, 2010;
Therneau & Grambsch, 2000). In essence, a survival
model estimates the association between covariate
scores and the average hazard or failure rate, which con-
stitutes the event rate (e.g., removing an app from the
repertoire) at time t given that the subject (i.e., mobile
game) survived up until time t. Censored apps only have
an impact on the hazard function until their censored
survival time. After that, they are removed from the risk
set entirely and therefore have no impact on subsequent
hazard estimates. For our purposes, apps were censored
(i.e., coded as having survived the period under study) if
the last activity log lies within less than seven days (the
maximal tolerance-level) from the last log of the subject.

Moreover, the longitudinal variant of the Cox model
employed here estimates the average hazard (also called
risk score) while correcting for the fact that values of
(some) predictors might be correlated with survival time
(Suissa, 2008). In our case, the probability of having
made an in-game purchase rises steadily as survival time
increases. The probability of having made an in-game
purchase after ten days of playing a mobile game is a
mere 10%, which rises to 26% after 20 days. Since in a
cross-sectional survival analysis these purchases are ob-
served only at the end of said life span, any observed re-
lationship between in-game purchases and survival out-
comes might be an effect of the variable ‘time under
study’ as such. To avoid this, a key advantage of the lon-
gitudinal model is that it compares covariate-scores of
apps with a survival time of t with the covariate-scores
of other apps up until time t. In other words, only cur-
rent values have an impact on the estimated hazard and

the model is—on purpose—ignorant of any future state
of the subject.

To account for correlated events within-subject, we
used the cluster variance by id to estimate a robust stan-
dard error (Therneau et al., 2017). Since more than half
(51%) of all video games were not shared among more
than three subjects, we did not account for the shared
variance in survival times within the same game-cluster.
However, we reran our analyses while excluding games
shared among more than three subjects to check for the
potential influence of specific survival times on game-
level (see Section 3.3).

2.7.2. Proposed Model

We ran four blockwise Cox regressions with time-
dependent covariates. The first model aims to estab-
lish the relationship between having performed at least
one in-game purchase up until time t, before adding
other relevant app characteristics (Model 2), proxies of
app quality (Model 3) and player characteristics (Model
4). Importantly, the purchase variable could take on
three different values depending on the specific game
played and the actions undertaken by the user up un-
til time t. More specifically, the user could play a game
where: a) microtransactions were simply unavailable; b)
microtransactions were available, but no in-game pur-
chases were made up until time t; or c) microtransac-
tions were available, and the user has made at least one
in-game purchase in the past. The time-dependent co-
variates in our model allowed the user to switch from
category b) (purchase available but not yet performed)
to c) (purchase performed) on any specific day. We en-
tered category b) as the reference category in the model.
Moreover, we entered the median game session dura-
tion (Model 2), app rating (Model 3), and both covari-
ates on id-level (Model 4) on a logarithmic scale due to
its heavily skewed distribution.

Data cleaning and the calculation of general sum-
mary statistics for each user was done in Python using
the Dask library as it supports parallel processing. The
actual modelling was performed in R using the survival
package (Therneau, 2020).

3. Results

3.1. Effect of Purchases on Survival Time

Performing an in-game purchase significantly decreases
the risk estimate for app deletion (hazard ratio [HR]: 0.72;
95% confidence interval [CI]: 0.68–0.77). More specifi-
cally, apps where in-game purchases are available but
none have been made up until time t experience a 39%
increase in risk of app removal. Interestingly, gameswith-
out any available in-game purchases experience a 1.22
fold increase in risk (HR: 1.22; 95% CI: 1.17–1.26) when
compared to games where in-game purchases are avail-
able but not yet performed. Thus, the mere availability
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of in-game purchases decreases the likelihood of app
removal on time t, even without having actually per-
formed said purchase(s). However, actually performing
at least one in-game purchase further decreases the risk.
Notably, these relationships remain relatively robust re-
gardless of the control variables added to the model.

When it comes to app characteristics, there is no sig-
nificant association between playing a pay-to-play game
and the estimated hazard (HR: 1.00; 95% CI: 0.93–1.08).
Contrary to this, playing a game with a multiplayer com-
ponent does decrease the risk score slightly but signif-
icantly (HR: 0.96; 95% CI: 0.93–0.98). The relationship
between the median duration of a single play session
and app survival is less clear-cut. Although time-intensive
games initially seem to have a lower risk for app removal,
the final model suggests a small but significant increase
in the hazard ratio as the median time spent per ses-
sion increases (HR: 1.04, 95%CI: 1.02–1.05). Both proxies
for app quality—rating and the amount of downloads—
have a negative association with the risk estimate. First,
for each log unit increase in game rating, the hazard de-
creases with 11% (HR: 0.89, 95% CI: 0.86–0.92). Second,
games between 0.5 and ten million (HR: 0.93, 95% CI:
0.90–0.97) and more than ten million downloads (HR:
0.82, 95% CI: 0.79–0.86) experience a lower risk of app
removal when compared with less popular (< 0.5 mil-
lion downloads) games. Finally, our model suggests that
gamerswho tend to spendmore timeonmobile games in
a single day retain apps for a longer time period (HR: 0.79,
95% CI: 0.78–0.81). At the same time, though, apps are
more likely to be deleted as an individual’s game reper-
toire on time t increases (HR: 1.70, 95% CI: 1.65–1.75).
Detailed parameter estimates for all four models can be
found in Table 1.

3.2. Time-Dependent Coefficients

Finally, the presence of time-dependent coefficients was
explored by calculating the Spearman rank correlation
between survival time and scaled Schoenfeld’s residu-
als. This analysis shows that the parameter of ‘in-game
purchases performed’ changes significantly over time
(𝜒2 = 27.30, p < 0.001).

Therefore, we reran the fourth model containing a
step function for 𝛽(t) divided over multiple time peri-
ods (Zhang, Reinikainen, Adeleke, Pieterse, & Groothuis-
Oudshoorn, 2018). The direction of the relationship
seems to reverse after playing a game for three weeks
(see Figure 2), which served as a cut-off point for our new
model. The step function shows a clear reversal effect.
While the risk for app removal decreases for games with
an in-game purchase during the first 21 days (HR: 0.64;
95% CI: 0.59–0.70), in-game purchases are associated
with a 38% increased risk after said time period (HR: 1.38;
95% CI: 1.19–1.59). Thus, while at first glance the model
suggests that performing (an) in-game purchase(s) stim-
ulates continual game use, it is exactly this type of previ-
ous monetary investment that increases the risk of app
removal later in a game’s life span.

3.3. Model Robustness

We validated our model by checking for influential ob-
servations, outliers, and non-normality. Based on a cross-
sectional Cox model, we calculated DfBetas (DfBeta/SE)
for each observation. Following recommendations by
Belsley, Kuh, and Welsch (2004), values larger than two
should raise our attention. There were no influential ob-
servations present in our data, with a maximal DfBeta

Table 1. Estimated parameters of Cox regression with time-dependent covariates.

Variable Model 1 Model 2 Model 3 Model 4
HR (95% CI) HR (95% CI) HR (95% CI) HR (95% CI)

purchases: a

purchase unavailable 1.34 (1.30–1.38) *** 1.31 (1.27–1.36) *** 1.22 (1.18–1.26) *** 1.22 (1.17–1.26) ***

purchase performed 0.68 (0.64–0.73) *** 0.68 (0.63–0.73) *** 0.69 (0.64–0.73) *** 0.72 (0.68–0.77) ***

paid app 1.00 (0.93–1.08) 0.97 (0.90–1.05) 1.00 (0.93–1.08)

multiplayer 0.89 (0.87–0.92) *** 0.91 (0.89–0.94) *** 0.96 (0.93–0.98) **

median session game 0.98 (0.97–0.99) ** 1.00 (0.98–1.01) 1.04 (1.02–1.05) ***

rating 0.83 (0.80–0.86) *** 0.89 (0.86–0.92) ***

downloads: b

0.5–ten million 0.97 (0.94–1.01) 0.93 (0.90–0.97) **

+ ten million 0.87 (0.83–0.91) *** 0.82 (0.79–0.86) ***

time spent on games 0.79 (0.78–0.81) ***

game repertoire 1.70 (1.65–1.75) ***

Wald-score (p) 443 (p < 0.001) 518 (p < 0.001) 751 (p < 0.001) 1909 (p < 0.001)

Notes: a reference category (‘purchases available, but not performed’); b reference category (‘less than or equal to 0.5 million down-
loads’). * p < 0.05, ** p < 0.01, *** p < 0.001.
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Figure 2. Estimated Beta(t) (df = 8) for having performed at least one in-game purchase up until time t over time (log[days]).

of 0.2 (see Figure A3 in the Supplementary File). Similarly,
an inspection of the deviance residuals of the longitu-
dinal Cox model show no clear deviations from normal-
ity nor any indication of outliers, with residuals cen-
tered around zero (see Figure A4 in the Supplementary
File). To check whether specific mobile games shared by
multiple users had an undue influence on our parame-
ter estimates, we reran our analyses twice; once with
a corrected standard error estimate by game-variance
(instead of id-variance) and once by only including games
that were shared by at most three subjects. Both al-
terations to our model had no considerable impact on
the parameter estimates nor on the time-dependent ef-
fects previously reported (see Table A2 and Figure A4
in the Supplementary File). The time-dependent coef-
ficient for the second model mentioned here shows
greater uncertainty, which is to be expected given the
smaller sample size. Some app characteristics such as
number of downloads are less predictive, which can be
explained by the fact that we are pooling less popular
games here. Next, we inspected for general model ro-
bustness by: (a) running the model with a less conser-
vative estimate of the amount of in-game purchases by
categorizing the first vending process as an in-game pur-
chase; and (b) running the model while including mobile
games which were unavailable on Google Play (exclud-
ing the game-level covariates). Thesemodel adjustments
had no impact whatsoever on the trends already re-
ported (see Table A2 and Figure A4 in the Supplementary
File). As one could expect, the time-dependent coeffi-
cient for the less conservative estimate of purchase de-
tection shows a less strong effect when compared with
the more stringent definition, but the reversal effect is
still clearly present.

4. Discussion and Conclusion

This study contributes to the field of media entertain-
ment studies (and game studies more specifically) on
multiple grounds. First, on a methodological level, this
is to our knowledge the first study that applies log data
to explore time-dependent relations between actual in-
game purchase behavior and continual mobile game
use. While there have been a couple of investigations
into the impact of several app characteristics on sur-
vival time (e.g., Lee & Raghu, 2014), no study has specifi-
cally sought to establish a clear time-dependent relation
between a particular behavioral antecedent and conse-
quence. Moreover, we developed a detection algorithm
to discern in-game purchases in log data. We urge future
studies to examine the validity and robustness of this for-
mulation of vending processes. Available validated algo-
rithms might stimulate the field to sketch out the effect
of in-game purchases in a more nuanced fashion, incor-
porating the longitudinal logic implied here. Finally, our
proposed tolerance metric might prove to be a valuable
tool for communication scholars in general. We believe
that most—if not all—measures of mobile media con-
sumption stemming frombehavioral log data could profit
from our tolerance-approach. Mobile media tend to be
consumed in extremely short bursts and are prone to
habitual activation (Oulasvirta, Rattenbury, Ma, & Raita,
2012), which makes the demarcation of detailed but rel-
evant periods of media consumption a new challenge for
the communication scientist.

Second and more fundamentally, on a theoretical
level the study is the first to explore the relationship
between in-game purchase behavior and continual mo-
bile game use (RQ1), as well as how this relationship
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changes over time (RQ2). Regarding our first research
question, the results reveal a positive relationship be-
tween making in-game purchases and continual mobile
gameuse. Specifically, compared to gameswhere at least
one in-gamepurchase is performed, games that allowmi-
crotransactions to be made but where players have not
(yet) performed in-game purchases experience a 39% in-
crease in risk of being removed from players’ app reper-
toires. Moreover, and interestingly, games that do not
make use of microtransactions and where players thus
have no opportunity to make purchases see a 22% in-
crease in risk when compared with games where pur-
chases are available but not (yet) performed. In other
words, the mere availability of microtransactions in mo-
bile games decreases their risk of removal from play-
ers’ app repertoires, and when players perform at least
one in-game purchase, this risk of removal decreases
even further.

There are two important notes to be made about
the unveiled association. First, it is noteworthy that
the mere availability of microtransactions in games de-
creases the risk of removal as well, when compared to
games where no microtransactions are available. This
might be explained by some underlying characteristic(s)
shared among these games. For example, game develop-
ers who make use of this monetization strategy gener-
ally have access to a more steady stream of revenue and
might therefore offer a higher initial production value, as
well as updates over time (e.g., balancing their games
regularly) and recurrent releases of new content (e.g., re-
leasing new chapters of the story, character customiza-
tion options), which might cause players to keep the
game in their repertoire for a longer period of time. A sec-
ond note pertains to the control variables included in the
model. Interestingly, we found no significant association
between a game being either free-to-play or pay-to-play
and the risk estimates. This suggests that the behavioral
effects of these two different revenue models on mobile
gamers are distinct.

When it comes to our second research question, anal-
yses show that the effect of in-game purchase behav-
ior on continual mobile game use changes significantly
over time. Specifically, a clear reversal effect is found:
While the risk for removal decreases with 36% for mo-
bile games with a performed in-game purchase during
the first three weeks, it is associated with a 38% increase
in risk after said time period. Results thus show that prior
in-game purchase behavior has a negative impact on con-
tinual mobile game use later on in a game’s life span.
Mobile games in which microtransactions are available
butwhere players have notmade any in-gamepurchases,
on the other hand, are more prone to long-term survival
if they make it through the first few weeks.

At first glance, these results seem to be in line with
the expectations posed previously: Performing in-game
purchases might prolong the survival time of a mobile
game initially (e.g., by taking away obstructions that have
been artificially implemented in the gameplay, as well

as the player frustration that results from this), but af-
ter a while this effect may turn sour (e.g., because the
game will keep introducing barriers and looking for mon-
etary investments, weakening the game experience and
resulting in players becoming discontented). Importantly,
since our results consistently show that the estimated
risk score of apps with actual performed in-game pur-
chases differs significantly from the risk score of apps
where purchases are available but not (yet) performed,
the reversal effect cannot be sufficiently explained by
the frustrating experiences and negative player attitudes
that might potentially result from the built-in barriers in
microtransaction games. In both instances, players may
be confronted with barriers that invite them to make an
in-game purchase, but it is only after actually performing
said purchase(s) that a differential survival curve and the
reversal effect take place.

Given the exploratory nature of our inquiry, the ques-
tion remains how one should interpret these findings.
We call for future research to disentangle the causal
mechanism behind this reversal effect. Nonetheless, we
wish to give several pointers here. A potential explana-
tion for why the act of performing in-game purchases
triggers these differential patterns in continual mobile
game use can be found in Self-Determination Theory
(SDT; Ryan &Deci, 2000). Motivation is crucial in support-
ing continual behavior (Teixeira, Carraça,Markland, Silva,
& Ryan, 2012), and SDT concerns itself with factors that
can facilitate or underminemotivation, both intrinsic and
extrinsic (Ryan & Deci, 2000). Within a digital game con-
text, intrinsic motivation, especially, has proven to be es-
sential (Ryan, Rigby, & Przybylski, 2006). Although games
can be played for external reasons, such as receiving
monetary rewards (e.g., professional gamers), most play-
ers are intrinsically motivated to do so: They play games
because it is intrinsically satisfying to them (Ryan et al.,
2006), because they are seeking enjoyment.

A sub theory within SDT, called Cognitive Evaluation
Theory (CET; Deci & Ryan, 2000), addresses events and
conditions that can reinforce or impede this intrinsic
motivation. Specifically, CET states that factors that en-
hance a person’s psychological needs of autonomy (i.e.,
a person’s need for volition or free will when perform-
ing a task) and competence (i.e., a person’s need for
challenge and feelings of effectiveness) can support in-
trinsic motivation, while factors that thwart these needs
can enfeeble it (Deci & Ryan, 2000; Ryan et al., 2006).
Importantly, gaming research has shown that the satis-
faction of these needs of autonomy and competence in
a game also predicts players’ enjoyment (Neys, Jansz, &
Tan, 2014). Moreover, both players’ intrinsic motivation
to play games (Ryan et al., 2006) and their enjoyment of a
game (Neys et al., 2014) have been shown to be positive
predictors of their future play intentions.

When taking a look at in-game purchase behavior
and its relation to continual mobile game use, then, it
seems plausible that controlling behavior by implement-
ing artificial barriers could impair players’ sense of au-
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tonomy and competence. Making a purchase may then
lift these barriers and lead to unconstrained or even ac-
celerated gameplay for a moment, which may lead to a
temporary burst of enjoyment. Thismight explainwhy in-
game purchase behavior (versus deciding not tomake an
in-game purchase) is positively related to continual game
use in the short term. However, the decision to purchase
may also cause players to feel as if they are forced to per-
form in-game purchases to be able to keep on playing the
game the way they want to (diminishing their feelings of
autonomy), and that their progress in the game is not
due to their own skills and abilities, but rather because
of their monetary investments (weakening their feelings
of competence).

Additionally, in-game purchase behavior may also
cause a shift in player motivation from the inherently sat-
isfying aspects of a game (i.e., intrinsicmotivation: “I play
the game because I find it enjoyable”) to external, mon-
etary aspects (i.e., extrinsic motivation: “I play the game
because I have already investedmoney in it, and I have to
get my money’s worth”), which research shows is much
shorter-lived (e.g., Teixeira et al., 2012).

As a consequence of these two processes, the act of
making purchases in a game may chip away players’ in-
trinsic motivation for continued play one purchase at a
time, resulting in a negative association with enjoyment
and continual mobile game use in the long run. Players
who do not make in-game purchases, on the other hand,
may feel the frustrating impact of the microtransaction
design initially (curbing their autonomy and intrinsic mo-
tivation in the short term), but in the long haul, they may
feel that their achievements are their own (resulting in
a stronger sense of competence) and that choosing not
to make monetary investments allows them to play the
game according to their own will (enhancing their auton-
omy and keeping the focus on the inherently satisfying
aspects of the game instead of on its monetary facets).
As such, their intrinsic motivation and enjoyment will be
more durable, resulting in increased long-term survival
for the mobile game(s) they play.

Two constraints, more specifically in data availability
and modeling capacity, are worth noting here as they
can inform future researchers to expand on these find-
ings. First, the reliance on log data as the sole data source
impaired our model significantly. Given the reported be-
havioral relationships in this research, one promising av-
enue is to use our findings to develop a testable concep-
tual model which not only includes behavioral measures,
but also sheds light on the psychological antecedents and
consequences of the reversal effect reported here. This
will allow the field to contextualize the reversal effect
and ultimately to formulate some sensible recommen-
dations to strengthen players’ game literacy. The com-
bination of trace and survey data will prove to be indis-
pensable in this regard (Stier, Breuer, Siegers, & Thorson,
2019). Second, although we are confident our analysis
strategy yields valid and reliable results, the data struc-
ture employed here is ideally modeled by techniques

that take into account the cross-classified nature of the
data. Given the computational limitations of the frailty
packages available in R, a Bayesian approach (using Stan,
for example) might prove to be valuable to optimize the
parameter estimates in future research.
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1. Introduction

This article uses an autoethnographic approach to ex-
plore issues I encountered on a project about a gaming
community and its online embodiment. I discuss how
lessons from the open-source community could have
helped me and, more broadly, can help computational
social science (CSS) move past current tensions with ap-
plication programming interface (API) availability, com-
mercialism, and academic research for the greater so-
cial good. My study, part of a larger work, used data on
more than 2.25 million posts to the online forum site
Reddit, captured over twoone-year periods, accessed via
an API offered through Pushshift. The hypothesis for that
project was that users move from one community to an-
other when a new game in a series comes out (hence the

two one-year time periods, related to two game releases
and opportunities for community movement). My initial
findings, despite a large amount of data and relevant the-
ory, was that users do not in fact move from community
to community—a null finding.

This current article explores how this null finding
could have happened, even with so much data and good
theory, and proposes a way forward for CSS as a whole
in light of such occasional, but potentially enlighten-
ing, problems.

First, I touch on both open-source software and CSS
as ideological in nature, in order to frame the autoethno-
graphic case study of my initially failed research project.
Then I discuss my study by explaining the site (Reddit)
and the API (Pushshift). I present the topic in terms of the
specific game series (Bethesda’s Elder Scrolls franchise)
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and the theories involving online communities and fans.
I then move on to the analysis of why the study did not
work and the solutions I arrived at.

These solutions serve as a jumping-off point for the
main idea of this article. The solutions for my specific re-
search problems can be contextualizedwithin challenges
that researchers have identified for CSS and that must
be overcome (e.g., Bruns, 2019; Freelon, 2018; Halavais,
2019). But we can draw lessons from the history and cur-
rent mature state of the open-source software ecosys-
tem to help us move forward. The open-source world
is an environment with a wide mix of commercial and
freely available items, third parties who add value to in-
formation, teams of people with different expertise, and
legal hurdles that have had to be overcome, similar to
the CSS world itself.

1.1. Open-Source Software

Open-source software (DiBona, Ockman, & Stone, 1999;
Raymond, 1999) is software for which the code (and
the software itself) is available for anyone to copy (libre)
as well as available for free (gratis). Sometimes it is re-
ferred to as ‘free and open-source software,’ or FOSS, al-
though opinions differ about the definitions important to
those involved in the effort (DiBona et al., 1999). Beyond
this, the idea is that the code can be freely modified
so that users can fix bugs or customize it as they need.
The source code is available; it is open-source. This open-
ness contrastswith commercial software, forwhich users
must pay and for which they cannot access the source
code. Unlicensed copies and the hacking of commercial
software to get at its code are generally illegal. Note that
all of these considerations are ideological, economic, and
political. These are not just technologies, but rather they
are sociotechnical systems.

Open-source is by nowwell established and does not
garner the attention it once did. Many academics are
aware of open-access journals and the open-access li-
censes governing articles in such journals. These stem
from the licensing ideas in open-source software, which
utilize copyright law to allow copying with certain re-
quirements (such as attribution) instead of disallowing it.
Open-access journals are in someways the journal equiv-
alent of open-source software. Open-source advocates
have carefully reconsidered copyright within the existing
legal framework to essentially turn the concept on its
head: instead of copyright, there is copyleft. That is, in-
stead of using copyright laws to restrict copying of works,
advocates realized that licensing laws could be used to
restrict the restriction that would put those works under
lock and key.

Open-source, besides a type of legal license or ide-
ological stance, is also a way of working. Many people
freely donate time and expertise to work on large, dis-
tributed open-source projects. But not all licenses re-
quire that the end product always be free. Some allow
modifications that users or open-source-related compa-

nies can charge for. Other companies, such as O’Reilly,
publish guidebooks to open-source software, and they
charge for those books just as they would charge for any
other book.

People undertaking open-source work often use
open-source tools to make more open-source code in
turn, such as using open-source text editors and compil-
ers to make open-source computer programs. Some CSS
tools, such as Python, R, and some database applications,
are open-source.

The software world is a mixed environment, much
like the CSS world of accessing data and research. Some
source code (or data) is free, other source code is not,
and one must pay for access or not access it at all. Some
people add value to the data, some people work on data
for free, and teams of people with a variety of relevant
skills often work on projects.

1.2. CSS as Ideology

CSS, generally, is the large-scale analysis of digital data
relating to human behavior (Lazer et al., 2009). The size
of the data set needed to achieve the CSS label varies
depending on the perspective of the viewer; attainable
sizes (in terms of collection, storage, and analysis) have
increased over time. Data complexity also may present a
challenge to deciding what is and what is not CSS, as may
the type of analysis used.

The advent of CSS can, in hindsight, be seen as a
sensible sociotechnical response to improvements in sev-
eral technological areas: local computing power, easier
programming languages, greater internet speeds, data
access via APIs, and a greater number of people inter-
acting with a greater amount of digital material online.
As part of the social sciences, CSS relies on the belief
that things can and should be measured, and that those
measurements can accurately measure what we are try-
ing to measure (Bulmer, 2001). This is ideological. Some
of the technological advances needed for CSS are ideo-
logical as well: the arguments that computing languages
should be easier than, for example, C, or that data should
be collected and then made available by API. This point
should not be overlooked, because sites from which we
may want data can have restrictive, vague, and problem-
atic terms of service that perhaps researchers should ig-
nore in light of a greater social good (Fiesler, Beard, &
Keegan, 2020). Additionally, when APIs are shut down
and data access is curtailed, some CSS studies become
impossible or at least difficult to undertake (Bruns, 2019;
Freelon, 2018).

When the API is fronting data that has commer-
cial value, as with Facebook and Twitter, or if the data
come with privacy concerns, making the data available
freely and for free becomes problematic in differentways
(Bruns, 2019; Fiesler et al., 2020; Halavais, 2019). Much
like with the open-source community in its early days
of growing popularity, a tension exists between those
who want information to be freely available for a greater

Media and Communication, 2020, Volume 8, Issue 3, Pages 231–238 232



social good and those who want to commercialize it
(DiBona et al., 1999; Raymond, 1999). This tension can be
approached by understanding commercial restrictions
and economic gain for the few, on the one hand, and
academic access and research for the greater good, on
the other—although both sides share data privacy con-
cerns, albeit for different reasons, working toward differ-
ent outcomes.

The API, however, was not the problem I encoun-
tered in my research’s null finding. The data were avail-
able, in fact, because one person believed they should
be available. Without that API, my project might have
been impossible.

2. The Research Project

2.1. Reddit and Pushshift

Reddit is a website that serves as an online space
for thousands of different forums, called subreddits,
many of which function as online communities (Panek,
Hollenbach, Yang, & Rhodes, 2018) and, importantly,
as online fan communities (Gunderman, 2020). Some
subreddits receive hundreds or thousands of posts per
day. Founded in 2005, Reddit is similar to, and draws
from, older online bulletin-board systems like Usenet,
AOL, Slashdot, and modem-based BBS systems. The peo-
ple who run Reddit generally take a hands-off approach
to site governance, which has led to some problems
(Massanari, 2017). But the users make each specific sub-
reddit and determine its rules. Like many online spaces,
users may create a username (and thus an identity of
sorts) if they wish and may post to whichever subreddits
they like, or they might just lurk and read posts without
commenting. But if they do post, they create both text
(the post) and associated metadata (such as who posted,
where, and when). These digital trace data were what
I wanted, but Reddit does not make it easily available.
Instead, an individual, Jason Baumgartner, has taken it
uponhimself to collect all of it, billions of posts, andmake
it available via an API at thewebsite Pushshift.io (Gaffney
& Matias, 2018). Note that he does this for free and so-
licits donations to help the effort.

2.2. The Elder Scrolls, Fans, and Online Gaming
Communities

The Elder Scrolls franchise is a series of fantasy ad-
venture computer games reminiscent of The Hobbit
(Tolkien, 1937), with elves andwizards andmagic swords.
The initial game in the series, The Elder Scrolls: Arena
(Bethesda Softworks, 1994), was released in 1994. The
Elder Scrolls V: Skyrim (Bethesda Softworks, 2011) was
released in November 2011, was remastered in 2016
for newer game consoles, and was recoded and re-
leased for the Nintendo Switch in 2017. In short, Skyrim
is extremely popular and has sold millions of copies
worldwide. A massively multiplayer game set in the

Elder Scrolls universe, The Elder Scrolls Online (Bethesda
Softworks, 2014), similar to the better-known World of
Warcraft (Blizzard Entertainment, 2004), was released in
2014. The releases of these two games—Skyrim and The
Elder Scrolls Online—were the points in time in which
I was interested.

Many people who buy Elder Scrolls games are more
than just purchasers or players of the game. They are
fans, as is true of many people and many cultural prod-
ucts (Fiesler, 2007; Jenkins, 1992). Fans, and people
more generally, form communities and online communi-
ties; currently many communities have both online and
offline components to varying degrees (Poor & Skoric,
2014; Wellman, Boase, & Chen, 2002). Fan communi-
ties can be robust and can survive moves from one plat-
form to another (Fiesler, Morrison, & Bruckman, 2016;
Pearce, 2009).

Some fans of games like the Elder Scrolls go beyond
just buying the game. They participate in actively creat-
ing and changing the game worlds, such as by coding
modifications, or mods, to those games when possible
(usually on the Windows/PC platform). Game modders
form their own subculture within gaming fans of a game;
and the many necessary interactions among modders
can lead to strong community ties (Poor, 2014). More
generally, fans are also well known for creating fictional
stories about the objects of their fandom, called fanfic
(Jenkins, 1992).

It is through communication—for fans, perhaps com-
munication takes the form of fanfic, discussion of how to
make a mod, or discussion of the game in general—that
humans form community (Carey, 1989; Dewey, 1927;
Iyer, Cheng, Brown, &Wang, 2020). This phenomenon is
not found just in our online behavior (Kraut & Resnick,
2011). It is a fundamental capability that evolved in
us over millions of years (Gamble, Gowlett, & Dunbar,
2014; Tomasello, 2010). Fandom is not solely denoted
by communication: Actually buying the objects related
to that fandom is an important and a heavily inter-
twined part of how fan identities are established and
maintained (Hills, 2003). To some extent, fans are “ideal
consumers [who] automatically buy the latest works”
(Cavicchi, 1998, p. 62).

Altogether, being a fan of one Elder Scrolls game or
of the franchise overall, buying the new game in the fran-
chise upon its release, and then discussing it with other
fans on Reddit seems like a sensible path to many fans of
the series based on the above-mentioned theory. That
was my main hypothesis in my failed study.

2.3. Data and Results

Using Python, I scraped the third-party Reddit API at
Pushshift, ending up with data for more than 2.25 mil-
lion posts spanning two full years. For the first one-year
period when Skyrim (Bethesda Softworks, 2011) was re-
leased, I obtained data on 979,582 posts: who posted,
when, and to which of the several game-related sub-
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reddits. To study correlations in posting behavior, I win-
nowed it down to the three months before and the
three months after the new game was released, us-
ing data on 772,873 posts. For the second new game
(The Elder Scrolls Online [Bethesda Softworks, 2014]
superseded Skyrim as the newest game in the fran-
chise), I scraped data on 1,296,146 posts, which I sim-
ilarly winnowed down to data on 861,040 posts span-
ning the threemonths before and the threemonths after
its release.

I ran correlations between number of posts on one
subreddit during the three months before a game re-
lease and number of posts on another subreddit dur-
ing the three months after the same game release,
per user. This captured before-release and after-release
posting behavior. The first correlation, from The Elder
Scrolls IV: Oblivion (Bethesda Softworks, 2006) to The
Elder Scrolls V: Skyrim (Bethesda Softworks, 2011), was
0.16. The second, from Skyrim to The Elder Scrolls Online
(Bethesda Softworks, 2014), was 0.04. Clearly, this null
result was headed for the file drawer (Rosenthal, 1979).
How do you get a null result with 2.25 million data ob-
jects and good theory?

2.4. Problems and Solutions

Perhaps I did not have quite the right data. Maybe
I needed more specific sales data or player data, which
exist but cannot be accessed. Maybe I should have in-
cluded the text of the posts, not just the metadata, and
performed textual analysis to gauge the sentiment of
users toward the new game, or else to determine where
their level of devotion lay. Were they fans of the old
game specifically, or of the series generally? Possibly
I had aggregated data at an analytically unsound level, en-
countering a Simpson’s paradox as can befall such work
on Reddit (Lerman, 2018).

Perhaps I should have added surveys to the digital
data, as some researchers have suggested (Stier, Breuer,
Siegers, & Thorson, 2019). Perhaps I was too narrow in
my focus, looking only at the fans or users as they partic-
ipated on Reddit but missing their activity on other plat-
forms (Menchen-Trevino, 2013). Researchers have noted
how Skyrim (Bethesda Softworks, 2011) fans (Puente &
Tosca, 2013) and people in general (Baym, 2007) use
more than one online space for their online activity.

Possibly my analysis was not very good. Initially I had
wanted a path-analysis model (given how people use
multiple subreddits over time); but after consultation
with a colleague I went with much simpler correlations.
Maybe I had the wrong theory—perhaps consumerism
was not the driving force here (indeed, community at-
tachment turned out to be the story). How could I have
avoided this null finding?

My eventual solutionwas to add a co-authorwho has
more expertise in the platform and qualitative methods
than I do, and who also works in game studies. Her part-
ner and occasional co-author is also a data scientist, one

far more skilled than I am at using big data techniques.
We ended up looking at the data again and reinterpreting
it, which led us to consider new theories and, in turn, led
us to go over the data again in an iterative approach. Our
further thinking led us to consider how to get data from
multiple platforms about the players of interest, which in
some cases seems impossible because those data aren’t
made available by the companies in question. Each of
these solutions, which worked for this specific project,
should also be viewed in a wider and more general con-
text within academic research while keeping in mind the
issues faced by open-source advocates and practitioners.

3. Solutions in a Larger Context

In summary, the solutions to the challenges we had to
resolve were as follows: 1) Use an interdisciplinary team
with expertise across methods, theory, and topic, 2) use
a continually iterative understanding of the theory, data,
methods, and findings, and 3) acknowledge the limita-
tions that may stem from a data environment that in-
cludes free data and protected or unattainable data.

More broadly, two additional issues hover over re-
search, issues with which both computational social sci-
entists and open-source advocatesmust deal. Theymust:
1) Work within a potentially restrictive legal environ-
ment in a creative manner to move work forward (for
open-source there is copyleft, for CSS there is working
around or through terms of service [Fiesler et al., 2020;
Halavais, 2019]), and 2) challenge that restrictive legal en-
vironment directly (as suggested by Puschmann [2019],
and as successfully undertaken by Christian Sandvig
at the University of Michigan [American Civil Liberties
Union, 2020]).

3.1. TeamWork

The advanced questions we can ask now, building on
decades of research and methods, call for advanced
methods and understanding. Advancedmethods require
more than just large amounts of raw computing power;
they call for both quantitative and qualitative method-
ological approaches (Menchen-Trevino, 2013), a broad
understanding of theories, topical expertise, and com-
putational skills. In short, CSS done well requires teams
(Lazer et al., 2009).

Large, complex data sets require more than complex
statistical analysis to come to human answers. Humans
are messy and beautiful, and qualitative methods are
much better positioned to capture and understand the
beautiful mess than are quantitative methods (Law,
2004). Used together, however, they can present enlight-
ening pictures of humanbehavior—hence the somewhat
recent move toward mixed methods (Creswell, 2009)
and the understanding that both types of methods com-
plement each other (Strauss & Corbin, 1998).

This necessary variety is similar to work in FOSS,
where large projects require teams with varied exper-

Media and Communication, 2020, Volume 8, Issue 3, Pages 231–238 234



tise depending on the project, which can include cod-
ing languages (Python), analysis languages (R), databases
(MongoDB, MySQL), all parts of an operating sys-
tem (Linux), web browsers (Firefox), and graphics soft-
ware (GIMP).

3.2. Continually Iterative

Open-source projects take time to put together, test, and
release. Creators might roll out new releases. That is,
people have constantly worked on them, considered is-
sues, and revised along the way. Although an end re-
sult emerges, the ongoing process is a vital part of the
overall effort. The same is true, or should be, for many
CSS projects.

The way we write up research makes it seem as if it
has followed a nice, linear narrative that happens to fit
the journal article format ratherwell. First, we read some
literature, and that makes us think of some hypotheses
and some methods to test them, and only then do we
happen to find (or create) the perfect data and arrive
at publishable results. But much research does not work
this way. Preregistration is one important step for certain
types of studies (Nosek, Ebersole, DeHaven, & Mellor,
2018); it is an important acknowledgment of this issue
and of the file drawer problem (Rosenthal, 1979).

Researchers working on qualitative and combined
methodologies have engaged with this issue and have
espoused the usefulness of an iterative approach
(Davidson, Edwards, Jamieson, & Weller, 2019; Muller,
Guha, Baumer, Mimno, & Shami, 2016). For instance, in
a grounded theory approach, researchers might itera-
tively build categories fromdata, revisiting the data again
and again as they recognize more categories (Strauss &
Corbin, 1998). This process can be especially important
for CSS projects, where understanding the often large
and diverse data set takes more than one pass.

3.3. Mixed Data Environment

In addition to mixed-methods approaches with quantita-
tive and qualitative data (Creswell, 2009; Nelson, 2017),
computational social scientists work in an environment
with a variety of available data. Some are free, such
as Wikipedia data. Some data have slightly restrictive li-
cense requirements, such as some APIs that require reg-
istration and user tokens or authentication (Bruns, 2019).
Some data require payment before one can access them.
Some data repositories, such as Pushshift, hope for dona-
tions. Other data might be curated (Gruzd, 2016). Some
data have been hacked and released (Poor, 2017) or un-
wisely released (Resnick, 2016). Other data are only avail-
able to in-house researchers, or not at all.

This situation is similar in part to the environment in
which FOSS programmers work, in that code is available
under a variety of licenses, ranging from free to restricted
to simply unavailable.

3.4. Creative Solutions

Turning copyright on its head into copyleft was a highly
creative solution to the problems that FOSS advocates
wanted to address. Copyright, at least in theUS context—
even with fair use exceptions—is almost always used
to deny people the right to copy. FOSS advocates
needed a way to allow copying, but with certain restric-
tions, allowances, and requirements, such as making the
changed code available for free or giving credit to previ-
ous coders.

Researchers in CSS need access to data but cannot
always get it (Bruns, 2019; Freelon, 2018). One problem
can arise from a site’s terms of service, which may dis-
allow data scraping even when it is technologically pos-
sible (Fiesler et al., 2020; Halavais, 2019). Although re-
searchers can ignore the terms of service and scrape
a website anyway—hoping to avoid rate limits, throt-
tling, and getting blocked completely—researchers can
also approach users directly (Halavais, 2019). Another
approach could be to claim fair use doctrine (under
American law) as conferring a right to copy the informa-
tion for academic research purposes.

3.5. Challenge the Existing Structure

FOSS advocates took on the commercial software indus-
try and succeeded. FOSS software is widespread, from
some of our own CSS tools to the Linux operating sys-
tem to the Apache web server (which has been the most
widely usedweb server for many years). Even some large
for-profit corporations like IBM support FOSS. But the
effort has not always been easy, and the FOSS world is
no stranger to lawsuits in which FOSS licensing terms
have been upheld by the courts or where settlements
have been reached in favor of the FOSS litigant (e.g.,
Neuburger, 2009; Smith, 2009; Stricklett, 2020).

Most professors, however, are not used to acting as
social agitators or legal advocates, except perhaps in so-
cial work or law. But FOSS advocates needed to face
this challenge in order to legitimize their work. Similarly,
academic researchers may need to face established le-
gal and economic structures in order to legitimize impor-
tant research efforts, although to date few have (e.g.,
American Civil Liberties Union, 2020). One approach is
to educate and work with legislative bodies (Puschmann,
2019); another is to use the courts. Although professors
are supposed to have some legal protections for their
work, few may want to risk a legal challenge with an un-
clear outcome to pursue one research project when they
could do other research instead. This reluctance may
have to change. Additionally, institutions such as universi-
ties and associations (e.g., the Association for Computing
Machinery) have greater resources compared to individ-
uals and may have to lead in this area, whether pushed
by members or guided by leadership.

Note that such a legal effort, like FOSS’s work and
its now-established legal precedent, requires a team of
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people. Taking a legal effort to court is daunting. The
recent and successful challenge to the Computer Fraud
and Abuse Act in the US was led by Christian Sandvig
(American Civil Liberties Union, 2020), but Sandvig is
not a lawyer. He is a communication studies professor
at the University of Michigan. Other plaintiffs in that le-
gal action included researchers from the University of
Illinois and Northeastern University, as well as one com-
mercial publisher, although the American Civil Liberties
Union and its legal team were behind the case, and it
was Sandvig who gave his name to the case: Sandvig v.
Sessions (2018). The findings of the case are narrow, but
they may eventually be seen as an important and inspi-
rational first step on a longer journey.

3.6. Remaining Issues

One place where this comparison of FOSS with CSS falls
short is that in the open-source world, the programmers
make the code, the content, and the data theywork with.
In CSS, researchers mostly do not make the data; they
scrape it or use an API to access it. Hence the idea of re-
searchers creating data, via surveys and interviews per-
haps in a mixed-methods study, may be of great impor-
tance (Bruns, 2019; Freelon, 2018). Beyond creating data
in this way, the next step parallel to the FOSS example
is to make the data available. Indeed, the idea of mak-
ing data available has been gaining traction among re-
searchers, although important ethical issues arise when
sharing human-centric digital data (Fiesler et al., 2020),
which is a problem when considering whether social me-
dia and other companies should make data available
at all.

Could academics and industry work together
(Puschmann, 2019)? Some commercial software com-
panies do support FOSS work by their employees, but
the academy/industry relation in social media is some-
what different. Some companies such as Facebook have
their own internal research departments, and overall,
their motivation to share data with academics is unclear.
Perhaps their data drive their advertising revenue and
are locked down, but using employee time and company
resources to aid academic research also subtracts from
the bottom line.

4. Conclusions and the Way Forward

The initial findings for my study—that Reddit users were
not moving from the subreddit for the old Elder Scrolls
game to the subreddit for the new Elder Scrolls game—
was accurate if unexpected, despite having data onmore
than 2,25 million posts for the overall study across two
one-year periods. The literature andmy own personal ex-
perience had led to awell-grounded, albeit unsupported,
hypothesis. My mistake was that I had tried to do too
much on my own. In the FOSS world, there is a saying:
‘with enough eyeballs, all bugs are shallow.’ I needed
a team of experts. Eventually we iterated over the re-

search from start to finish, and then over it again (the-
ory, data, methods, conclusions), reaching better conclu-
sions. We debated what we could do with the data we
could access, and how we could access it, and wondered
about the data we could not get. This picture is familiar
to FOSS practitioners.

CSS practitioners may not be prepared to be part
of a movement or a revolution in the way that many
FOSS advocates have seen themselves (DiBona et al.,
1999), but some are already taking steps in that direc-
tion. We have to engage with potential legal issues with
the terms of service, and we might choose to ignore
the terms of service altogether. We might have to deal
with intransigent institutional review boards which are
there not to help us but instead to protect the univer-
sity (Halavais, 2019), and whose word is essentially uni-
versity law. We may have to work with legislative gov-
ernmental bodies, as suggested by Puschmann (2019).
Attempting to challenge national laws through the courts
and reframe them in our favor is a daunting step that re-
quires several years, a solid case, and a top-notch legal
team (American Civil Liberties Union, 2020). So far, few
have dared go this route. More may have to do so if we
are to flourish as a field. The alternative is to sit passively
while big data companies profit from their advertising
and guide the laws in ways that favor their own commer-
cial interests, to the disadvantage of academic research
for the greater social good.
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