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Abstract
Contemporary children live in datafied societies in which they navigate and use technological innovations that drive on
their personal information. Instructing privacy literacy is often presented as a key solution to help children manage their
personal data responsibly. While there is agreement on the empowering potential of privacy literacy for children, there
are also concerns over the burden that this responsibility places on them and their capacity for resilience. Children are
key stakeholders in this debate. Nonetheless, we rarely hear their voices on issues related to their online privacy and data
responsibilization. The articles included in this thematic issue account for this limitation by amplifying the voices of chil-
dren, looking into the practices of parents and exploring the role of the tools being used.
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1. Introduction

Children spend substantial amounts of time in online
environments (Demeulenaere, Boudry, Vanwynsberghe,
& De Bonte, 2020). These environments offer children
various opportunities to play, interact and develop their
selves. However, because they also bring new risks, it is
important to safeguard children’s rightswhen interacting
with them. In this context of protecting children’s rights
online, the notion of children’s privacy has come under
scrutiny. When children navigate and experience online
environments, they leave behind personal information.
It is often assumed that one needs to develop privacy lit-
eracy, which can be understood as a constellation of cer-
tain awarenesses, skills and attitudes that help them to

manage their personal information responsibly (Trepte
et al., 2015).

While there appears to be agreement on the empow-
ering potential of privacy literacy for children, scholars
have lately voiced their concerns over the burden that
this responsibility places on audiences (De Wolf & Joye,
2019; Livingstone, 2019). Privacy literacy assumes that
children themselves are capable of managing their own
privacy online. Society, however, can also play a role
in mitigating such data responsibilization. By pointing
towards the responsibilities of service providers and oth-
er stakeholders, society might be able to provide some
relief to children from the burden to be cognizant, lit-
erate and responsible for their personal information.
While this new perspective suggests a balance between
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child empowerment and protection, it appears difficult
to obtain in our contemporary neoliberal society.

Given that children are key stakeholders in the
debate over their online privacy, it is surprising that we
know little about their opinions, perceptions and experi-
ences (Stoilova, Nandagiri, & Livingstone, 2019). This is
unfortunate, as their stories may inform about the nar-
ratives that they learn and (re-)produce regarding the
responsibilities of the different actors involved. These
narratives, in turn, can informabout the social position of
children in contemporary digital societies. The purpose
of this special section is to amplify the voices of children
with regard to privacy management and data respons-
abilization. The articles collected in this volume cover a
broad spectrum of issues, topics, theoretical frameworks
and methods that are oriented towards the lifeworld of
children. Combined, the theoretical and empirical stud-
ies illustrate the complex interplay between children’s
practices, perceptions and opinions on the one hand
and the conglomerate in which they find themselves on
the other.

2. Amplifying the Voices of Children

The first four articles in this thematic issue amplify chil-
dren’s voices on privacy management and data responsi-
bilization. Although privacy is generally considered as a
basic human right (cf.Warren& Brandeis, 1890) enabling
people to determine how and to what extent they dis-
close information to, and withdraw it from others (cf.
Westin, 1967), research shows that privacy is experi-
enced and felt differently depending on one’s relative
positionwithin society (Marwick & boyd, 2018). If we tru-
ly want to hear the voices of children, it is therefore nec-
essary to take into account their relative position within
the household, in which they are often highly dependent
on their parents or legal guardians. Such an analysis can
inform about children’s relative position in not only the
household, but also in general society, and how that posi-
tion shapes themeanings assigned to privacy and person-
al data, above and beyond children’s cognitive abilities
and individual skill sets.

Laurien Desimpelaere, Liselot Hudders, and Dieneke
Van de Sompel (2020) present such an analysis in their
article “Children’s and Parents’ Perceptions of Online
Commercial Data Practices: A Qualitative Study.” Their
article delves into the coping strategies and perceptions
of children (aged 8–11) towards implicit and explicit
forms of data collection for advertising purposes, inter-
viewing both children and their parents. Although par-
ents in their study express a certain level of knowl-
edge with regard to data collection for advertising pur-
poses and third-party usage, they mainly worry about
‘stranger danger.’ Children appear less cognizant about
implicit data collection practices, but employ a variety
of privacy coping strategies nonetheless (e.g., refraining
from providing any personal details, or seeking parental
guidance). Reproducing the perceptions and concerns of

their parents, they formalized such strategies beingmain-
ly worried about malevolent parties. Desimpelaere et al.
(2020) further demonstrate how parents and children
care about privacy, but lack a full comprehension of var-
ious ways data are processed and used.

In “Strengthening Children’s Privacy Literacy through
Contextual Integrity” Priya Kumar, Mega Subramanian,
Jessica Vitak, Tamara Clegg, and Marshini Chetty (2020)
employ Nissembaum’s contextual integrity framework to
develop a new model of privacy literacy. Rather than
focusing on factual or declarative (‘knowing that’) and
procedural (‘knowing how’) knowledge, they instead
“articulate privacy literacy as the practice of enacting
appropriate information flows within sociotechnical sys-
tems” (p. 175). Drawing on interviews with 30 fami-
lies (including 40 children), they validate their model
by applying it to children’s password management prac-
tices in an educational, family and friendship context.
The results illustrate how password management prac-
tices differ between these contexts and how ascribing
secrecy to passwords (“don’t ever share your password
with anyone”) is not the most fitting transmission prin-
ciple. Rather, passwords are shared with friends and
family on the basis of trust. Kumar et al. (2020) there-
fore argue that—rather than merely memorizing and
following rules that do not necessarily align with their
practices—families need to “connect rules to norms and
discuss rules in terms of contextually appropriate infor-
mation flows” (p. 181) in order to allow children to grow,
gain experience and develop privacy norms.

Using a context-sensitive ecological perspective,
“Navigating Onlife Privacy: A Family Environment
Perspective on Children’s Moral Principles” by Joke
Bauwens, Katleen Gabriels, and Lien Mostmans (2020)
present findings of a focused ethnographic study with
10 socially privileged families in Flanders. Bauwens et al.
(2020) treat the everyday family context as the primary
realm of moral experience, in which children learn vari-
ous principles to navigate ‘onlife’ privacy. They develop
a theoretical lens that considers how individual, cultural
and interpersonal moral values shape the process of con-
cealing and revealing, and apply this lens in their inquiry
of how families negotiate privacy. Based on participant
observations and ethnographic interviews, the authors
find that privacy is presented and established as a cor-
nerstone of the household. While ‘stranger danger’ also
informs the privacy practices of these families, Bauwens
et al. (2020) found children to be morally motivated, as
they “articulated a strong sense of co-responsibility in
keeping their family safe” (p. 192). Interestingly, parents
and children also expressed moral superiority when dis-
cussing the disclosing practices of other households.

In “Digital by Default: Children’s Capacity to Under-
stand and Manage Online Data and Privacy” Mariya
Stoilova, Sonia Livingstone, and Rishita Nandagiri (2020)
conducted group interviews with children and teens
(age 11–16) to explore how they understand privacy
in an interpersonal, institutional and commercial con-
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text. Using a contextual framework, the findings indicate
that children employ many different privacy manage-
ment strategies in interpersonal contexts and are famil-
iar with the networked nature of the online environment.
Even more significant, children first learn about interper-
sonal privacy and then “extend interpersonal assump-
tions to institutional and commercial contexts” (p. 200).
However, they indicate how little agency and control they
have in institutional and especially commercial contexts.

The above four articles are indicative of a paradigm
shift in privacy research in the last two decades to
not only focus on individual characteristics but also
include interpersonal and contextual aspects of privacy
(Bazarova & Masur, 2020; Nissenbaum, 2010; Stoilova
et al., 2019; Trepte, 2020). This paradigm shift has now
alsomade its way in privacy research on children. A ques-
tion that remains, however, is how this shift can lead
to a better protection of children’s rights, as “neither a
universalist approach centred on individual control nor a
highly contextual approach to privacy is practical when it
comes to protecting children’s privacy in the current com-
mercialized digital environment” (Stoilova et al., 2020,
p. 198). In that context, a relevant observation that the
above studies share is that children may show interest,
but are not necessarily cognizant about commercial pri-
vacy. This means that parents have an important role in
educating children and negotiating privacy norms. As the
second set of articles in this thematic issue show, this
parental mediation of privacy comes with its own chal-
lenges, as parental practices can generate risks for chil-
dren’s privacy.

3. Intimate Surveillance and Sharenting

While the rise of dataveillance (van Dijck, 2014) evokes
widespread academic and public attention, lesser atten-
tion seems to go out to practices of surveillance in
intimate relationships. In the context of children’s pri-
vacy, the notion of intimate surveillance as coined by
Leaver (2015) is especially valuable. Leaver defines inti-
mate surveillance “as the purposeful and routinely well-
intentioned surveillance of young people by parents,
guardians, friends, and so forth” (Leaver, 2015, p. 153).
Although caregivers often frame intimate surveillance as
a care practice (Balmford, Hjorth, & Richardson, in press),
the fifth and sixth articles in this thematic issue suggest
its implications for child privacy can be profound.

First, in “‘The Kids Hate It, but We Love It!’—Parents’
Reviews of Circle,” Davide Cino, Giovanna Mascheroni,
and Ellen Wartella (2020) explore parental perceptions
of intimate child surveillance by analyzing the discourse
in 154 online reviews of the popular screen-time man-
agement and parental control device Circle. The reviews
suggest that Circle users promote a restrictive form
of parental mediation, by equating responsible par-
enting with controlling and monitoring your children.
Paradoxically, while some parents describe Circle as a
technology that temporarily reliefs them from the bur-

den of ‘intensive parenting’ (cf. Lim, 2019), their use of
the technology reproduces the very notion of the respon-
sible parent as an ideal. As such, few reviews raised con-
cerns about children’s privacy, let alone critiqued the lack
of children’s agency.

Second, in “Privacy and Digital Data of Children
with Disabilities: Scenes from Social Media Sharenting,”
Gerard Goggin and Katie Ellis (2020) argue that sharent-
ing, a practice where parents share personal informa-
tion about their children in social media, can be espe-
cially problematic in the context of the privacy of chil-
dren with disabilities. Prior research shows that, overall,
parents have the best interests of their children in mind
when engaging in sharenting (e.g., showing that they
are committed parents, or developing a digital family
photo-album; Blum-Ross & Livingstone, 2017). However,
the agency of children in this process is often limited
(Ouvrein & Verswijfel, 2019). This is especially the case
for people with disabilities, who often need to disclose
personal information in exchange for obtaining care or
receive accommodations. Paradoxically, “children with
disability are rarely considered the owners of their pri-
vate information. From their parents, to charity organi-
zations to medical discourse writ large, the private lives
of children with disability are considered public domain”
(Goggin & Ellis, 2020, p. 221). Hence, personal informa-
tion needs to be shared and is considered public. This
observation perfectly illustrates how added layers of
complexity further limit the agency of children with dis-
abilities on top of general structural restraints of children.
As the final article in this thematic issue shows, this issue
cannot be solved simply by involving children in technol-
ogy and privacy design.

4. Designing Technologies with and for Children

In “Designing Technologies with and for Youth: Traps
of Privacy by Design,” Bieke Zaman (2020) argues that
involving children in privacy design is an important step
towards protecting their rights. In her critical socio-
technical reflection of the field, she identifies three traps
to participatory design research with children: relying
on guidelines that assign limited decision power to chil-
dren, approaching children as consumers rather than cit-
izens, and creating conditions that are actually superfi-
cial or misleading rather than empowering. These traps
have profound implications for privacy-by-design efforts,
and require a design agenda that rethinks tradition-
al notions of participatory design. This agenda, Zaman
(2020) argues, should move beyond making the ‘right’
design choices tomitigate risk or harmby also addressing
the unique experiences and meaning-making processes
of children living in a data-driven society.

Together, the seven articles in this thematic issue
highlight the importance of adopting a holistic and con-
textual perspective, as it is impossible to discuss chil-
dren’s privacy without acknowledging the role and the
practices of parents and other persons in their lives,

Media and Communication, 2020, Volume 8, Issue 4, Pages 158–162 160

https://www.cogitatiopress.com


as well as the broader context of a datafied culture in
which attention is commodified. As such, we hope that
this thematic issue takes the debate on children’s pri-
vacy and data responsibilization one step further. On a
final note, we would like to highlight how the empiri-
cal studies included in this thematic issue mainly focus
on privacy and data responsibilization with regard to
social media and smartphones. The emergence of The
Internet of Things (IoT) further enables interconnections
between people and objects, also leading to ambient
and ubiquitous devices within households. Smart speak-
ers, thermostats, personal assistants, cameras, and oth-
er such technologies permeate Western households and
are becoming a central feature of the ‘networked family.’
Evidently, always-listening or always-watching speakers,
screens and cameras raise significant privacy challenges
on multiple fronts for all household members, includ-
ing children. Indeed, much remains to be investigated
to further understand privacy among children, stimulate
empowerment and mitigate responsibilization.
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Abstract
Children’s personal data are often collected for commercial aims. Although regulations in different countries aim to pro-
tect children’s privacy (e.g., by imposing websites to request parental consent for the processing of children’s data for
commercial purposes), concerns about protecting children’s online data continue to rise. This article therefore aims to get
insights into parents’ and children’s privacy coping strategies and perceptions underlying these strategies. In-depth inter-
views with ten parents and nine children (8–11 years) were conducted. Findings show that although children engaged in
avoidance (e.g., leaving the particular website) and confrontation (e.g., seeking support) strategies, they mainly did this
to protect their privacy from malicious individuals—and not from commercial parties. Participating children also lacked
general knowledge about both explicit and implicit data practices. To protect their children’s privacy, parents in this study
mainly adopted restrictive mediation strategies, but lacked the knowledge to undertake concrete actions in the case of
implicit data collection. Implications for policymakers are discussed.

Keywords
children; coping; data collection; online privacy; parents; privacy literacy

Issue
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1. Introduction

The development of digital technologies and children’s
heavy internet use has facilitated the collection of
children’s personal data for commercial aims, such
as personalised services and advertisements. This has
led to regulations to protect children in this mat-
ter. Regulations such as the Children’s Online Privacy
Protection Act in the United States and the General Data
Protection Regulation in Europe impose certain require-
ments onwebsites regarding data collectionwhen target-
ing children under 13 and 16 years of age. Websites are,
for instance, required to obtain verifiable parental con-

sent for collecting and processing children’s online data
(Lievens & Verdoodt, 2018).

Parents have thus been given a crucial legal respon-
sibility in their children’s online data management, and
can fulfil this role by, for instance, applying safety mea-
sures. One study, for instance, found that children who
had indicated that their parents impose certain restric-
tions on what they could watch on YouTube, had bet-
ter online safety beliefs (e.g., the degree to which they,
for instance, believed that their online data goes away
when leaving the internet (Andrews, Walker, & Kees,
2020). Despite this important parental role, academic
research has rarely examined parents’ view on online
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commercial data collection practices, and whether and
how they take up this responsibility. The limited research
on general privacy issues suggests that parents are con-
cerned about the information collected from their kids
(Anderson, 2019), yet often feel unsure about addressing
general online safety issues (Third, Spry, & Locke, 2013).
A lack of data protection knowledge is, however, com-
monly associated with the inability to effectively regu-
late one’s online privacy (Trepte et al., 2015). This may
thus imply that parents are potentially unable to op-
timally manage their own online privacy, which subse-
quently questions their ability to take on a role as care-
taker of their children’s online privacy. In this perspec-
tive, it might also be interesting to explore whether chil-
dren themselves have insights on how they can man-
age their own online privacy. Although previous studies
(Park, 2013; Park, Campbell, & Kwak, 2012; Youn, 2009)
showed that people can engage in a range of privacy pro-
tective measures which they deem appropriate to safe-
guard their privacy and data (e.g., closing the website,
giving fake data), little research actually explored how
children and parents use these strategies to cope with
online data requests from commercial entities.

Based on in-depth interviews, this article provides a
first insight into parents’ and children’s (8–11 years) per-
ceptions of the collection and use of their data for adver-
tising aims and the strategies they use to protect their
online privacy. Insights in this topic are urgent for educa-
tors and policymakers that aim to protect children’s pri-
vacy. This study also extends findings from previous re-
search by elucidating how parents and children perceive
their online privacy in today’s digital ecosystem, and how
such perceptions affect their strategies to cope with at-
tempts to retrieve their online data.

2. Related Work

2.1. Different Types of Commercial Data Collection

Today’s variety of digital media has facilitated advertis-
ers to gather people’s data online. The ways in which this
data can be commercially employed seem to be endless:
from using it to refine marketing campaigns by creating
advertising messages that are more likely to be of users’
interest, to improving customer experiences in suchways
that products and services meet consumers’ demands,
and to selling large amounts of data to businesses to
make a profit from it, among others.

The extraction of data can generally be distinguished
into two different approaches, namely explicit and im-
plicit data collection (Taylor, Davis, & Jillapalli, 2009).
Personal data can be explicitly collected when users pro-
vide their data entirely voluntarily. Such data includes
demographic data, profile information and pictures, and
can be collected from, among others, registration forms
or single sign-on applications. Alternatively, commercial
entities can also implicitly collect data by, for instance,
tracking users’ geolocations by means of cookies. These

cookies are small text files stored on computers’ hard
disks and gather data about internet users’ online brows-
ing behaviour, such as preferred language and contents
of shopping carts. This study incorporates both types of
commercial data collection. More specifically, the study
examines how parents and children perceive these prac-
tices and how they cope with these specific types of
data requests.

2.2. Strategies to Cope with Data Collection

When data collection is initiated, people need to decide
on whether they want to share information or adopt
protective measures. These decisions are both compo-
nents of privacy management. When people decide to
go for the latter, they can choose from two different pri-
vacymanagement strategies, namely avoidance and con-
frontation (or approach) strategies (Smit, van Noort, &
Voorveld, 2014).

Coping by avoidance concerns actions to refrain
websites from collecting one’s data. Examples are cate-
gorised by previous studies as refrain strategies (Youn,
2009) whereby users stop visiting the particular web-
site that requests personal data or go to other websites
that do not request these details. In other words, users
will refuse to provide personal information. Besides, re-
fusing the installation of cookies, and rectifying strate-
gies, such as asking the website to remove personal
data (Park et al., 2012), may also be labelled as avoid-
ance strategies.

Coping by confrontation (or approach) is charac-
terised by users’ active role to better understand the
mechanisms of data practices and to defend themselves
against it, often described as all skills related to ‘mas-
tering the internet’ (Smit et al., 2014). It specifically
refers to functional strategies such as information- or
advice-seeking (e.g., asking others for guidance and read-
ing privacy statements), fabricating or providing incom-
plete personal information (Youn, 2009), and installing
technological protective measures (e.g., filters to block
unwanted emails, removing cookies, software that con-
ceals the computer’s identity from visited sites; Park
et al., 2012).

2.3. Children’s Privacy Perceptions

When it comes to children, we assume perceptions of
privacy and personal data is subject to age due to de-
velopmental and cognitive differences. The developmen-
tal process through which children go is related to their
cognitive maturation and entails acquiring various skills
concerning cognitive resources and theory of mind, or
the recognition that what is in their mind may differ
from that what is in other people’s minds (Perner & Lang,
1999). Prior work exploring children’s and teenagers’ pri-
vacy perceptions and management indeed suggests dif-
ferences between younger and older age groups. For in-
stance, Feng and Xie (2014) found that children are less
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concerned about their data being collected bymarketers
than their parents are. Moreover, Turow and Nir (2000)
found that children between 10 and 17 years old were
much more likely to provide sensitive personal data to
commercial sites in exchange for a free gift than their
parents. In the context of social network sites, teenagers
also reported employing fewer privacy settings than
adults (Christofides, Muise, & Desmarais, 2012).

It is not that children do not care about their online
privacy—they are able to identify privacy risks such as
oversharing, but they often struggle to completely un-
derstand other threats, such as online tracking (Zhao
et al., 2019). In one survey with an open-ended ques-
tion, European 9 to 16-year-olds articulated a variety of
privacy risks they encounter on the internet (Livingstone,
Kirwil, Ponte, & Staksrud, 2014). Most of the expressed
concerns were related to risks regarding content that is
of a sexual or violent nature, and less attention was de-
voted to privacy threats related to online tracking prac-
tices. Furthermore, in the study of Brooks and Moeller
(2019), children (9–11 years old) were not aware of
all risks associated with information disclosure as they
mostly related the concept of privacy with strangers mis-
employing their personal data. In another study, most
children of 5–11 years old did not see adequate privacy
management as the implementation of additional pri-
vacy measures (like providing false information), but, in-
stead, mainly relied on their parents’ support to manage
privacy online (Kumar et al., 2017).

2.4. Parental Mediation Strategies to Protect Children’s
Online Privacy

Parents can thus step in to protect their children from
exposure to online risks. They are generally seen as
the primary socialisation agents in teaching children the
complexities of the media environment (Shin, 2015).
According to the parental mediation theory (Clark, 2011),
parents’ efforts to mediate harmful effects of media on
children are typically distinguished in restrictive and in-
structive mediation strategies. Similar to the avoidance
strategy, parents may protect their children restrictively
by setting limitations to avoid undesirable aspects of
children’s internet consumption, such as forbidding chil-
dren to disclose information or to agree with cookie no-
tices. Similar to the confrontation coping strategy, par-
ents may adopt an instructive mediation strategy by en-
hancing an open dialogue with their children and ed-
ucating them about privacy management (Hudders &
Cauberghe, 2018). Instructive forms of parental media-
tion strategies are considered to be more effective than
restrictive forms, and have indeed been found to be
more effective in reducing information disclosure among
adolescents (Shin & Kang, 2016). Such a mediation strat-
egy is after all based on a critical discussion between par-
ent and child, and it is more likely to encourage children
to develop their critical thinking skills. Previouswork also
showed that parents favour social mediation (e.g., re-

strictive and instructive mediation) over system-based
regulation, such as installing technical software (Kirwil,
2009). The study of Livingstone andHelsper (2008) found
that parents implement on average about eight differ-
ent types of mediation to regulate their teenagers’ on-
line presence, ranging from talking about internet use,
setting maximum screening times, and forbidding chil-
dren to do online shopping. In reality, it thus seems that
parents often use a variety of strategies to shield their
kids’ privacy.

2.5. The Importance of Privacy Literacy for Engagement
in Privacy Protective Behavior

The literature often looks at disclosure behaviour
through the lens of the privacy calculus theory, which as-
sumes that users employ a cost-benefit trade-off prior
to deciding on accepting or rejecting data requests,
and that they will only disclose personal information
when the benefits exceed the expected (privacy) losses
(Kokolakis, 2017). Typical benefits entail access to certain
content, monetary incentives, personalised advertise-
ments, and customisation benefits (Babula, Mrzygłód, &
Poszewiecki, 2017; Li, 2012). Risks include negative con-
sequences of online disclosure, such as risks of privacy in-
vasion (Li, Sarathy, & Xu, 2010), privacy loss due to organ-
isational misuse and lack of data protection (Xu, Dinev,
Smith, & Hart, 2011), unauthorised use of personal data
by third parties and nuisance from unwanted advertise-
ments (Prince, 2018).

Being literate is however a stipulation for being able
to make these cost-benefit trade-offs. Media literacy
that covers different types of literacy, such as privacy
and advertising literacy, encompasses a variety of skills
that people need to have to be able to critically analyse
messages in audio, print, video, and multimedia (Hobbs,
1999) and has been put forward by scholars as an em-
powering element in engaged citizenship (Mihailidis &
Thevenin, 2013). The acquirement of such literacy en-
ables individuals to make rational decisions and have
the cognitive tools to interact with all types of media,
both online and offline (Masterman, 2003). Having over-
all knowledge and insights into the business models that
companies use may also raise awareness about privacy
harms and is necessary for individuals to make evalua-
tions and consolidated decisions on disclosure (Trepte
et al., 2015). That is, knowing that a companywill use per-
sonal data for commercial purposes may evoke engage-
ment in privacy protective behaviour. This may be prob-
lematic when it comes to children because they have
different levels of developmental and cognitive capabil-
ities than adults have and may thus not possess such
know-how and data protection abilities. For instance,
in the context of advertising, it was found that at the
age of 12, children have still not developed an adult-like
understanding of advertisers’ selling and persuasion in-
tentions (Rozendaal, Buijzen, & Valkenburg, 2010). Also,
they sometimes overvalue their understanding of mar-
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keting practices and, as a result, eventually engage in
more risky behaviours (Shin, Huh, & Faber, 2012). Beside
their underdeveloped privacy literacy, their cognitive
control is not yet entirely matured and may even get sur-
passed by affective reward processes too. This maymake
them biased toward appraising the benefits that are
given in return for data, and may lead to greater willing-
ness to disclose data and smaller motivation to protect
their privacy (Walrave & Heirman, 2013; Youn, 2009).

3. This Study

This study adds to the current literature by proposing
two research questions. First, the study explores if and
how parents and children cope with both explicit and im-
plicit data collection practices, and if and howparents un-
dertake additional protective measures to protect their
children’s online privacy. Second, the study assesses the
role of privacy literacy and perceptions of these prac-
tices on parents’ and children’s decisions to engage in
protection strategies or to go along in the request to pro-
vide data.

4. Method

4.1. Study Design

In-depth interviews with parents and children from the
same family (separately interviewed) were conducted
(all by one researcher). The interviews with the children
lasted between 20 and 45 minutes approximately, and
those with the parents took between 35 and 50 min-
utes. All interviews were run by the same researcher in a
classroom of one Flemish Belgian primary school (except
for two that took place at home and at the work of the
concerned parent respectively, due to logistic reasons).
All interviews were conducted in January 2018. Ethical

approval was obtained from the researchers’ university,
and written consent was received from the concerned
primary school, parents and children.

4.2. Participants

Nine children (M = 9.9; SD = 1.17), seven boys and
two girls, and ten parents between 36 and 49 years old
(M = 41.7; SD = 3.66), eight women and two men, par-
took in the study (see Table 1). Children between 8–11
years were selected because of the following reasons.
First, a certain level of internet usage was required to
make sure that children have already been confronted
with explicit data requests. About 94% of children be-
tween 8 and 11 years old use the internet (Ofcom, 2017).
Characterised by the analytical stage of consumer social-
isation, it is also from this age onwards that children
develop a more complex theory of mind and a more
sophisticated understanding of the complexity of the
marketplace (John, 1999). They develop skills to assess
the appropriateness of data practices, and they are able
to grasp complicated concepts such as online privacy
(Kumar et al., 2017). Children are then at least cogni-
tively able to understand this study’s theme, and in turn,
it makes the topic more addressable in the interviews.

4.3. Procedure and Interview Guide

The in-depth interviews consisted of three parts: (1) An
introduction in which the research objective was ex-
plained and anonymity was guaranteed, followed by
questions about coping with (2) explicit data practices
(website subscriptions and contest participation) and
(3) implicit data practices (existence of cookies and per-
sonalised ads). For these two parts, children were shown
a video including a scenario in which a child is faced
with website subscription, as well as a screenshot of a

Table 1. Participants’ demographic information.

Parent Child

Name Gender Age Name Gender Age

Abigail F 41 Liam M 11
Benjamin M 8

Alexx F 43 Samuel M 11
Aaron M 41 Mario M 9
Sophie F 36 Edward M 9
Oliver M 41 Olivia F 9
Ilse F 41 Tommy M 10
Anna F 49 Devlin M 11
Nancy F 44 Sara F 11
Gabriela F 41
Eva F 40
Note: Fictive names are used to guarantee anonymity.
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cookie consent banner on a website. Afterwards, ques-
tions were asked regarding their recognition of, and pre-
vious experiences with, both practices and their under-
standing of (the business model underlying) these prac-
tices (e.g., ‘Why would a company be interested in your
information?’). Parents were asked similar questions but
were instead shown several screenshots of (child) web-
sites requesting to fill in profile data.

Children then watched another video explaining (in a
child-friendly way) what cookies and personalised adver-
tisements are, and completed questions about their af-
fective reactions (e.g., ‘What do you [dis]like about it?’).
Parents were asked similar questions after they were ver-
bally explained what cookies and personalised advertise-
ments are, andwere shown examples of personalised ad-
vertisements. Next, a sorting taskwas performed to iden-
tify whether respondents use privacy protective strate-
gies. They needed to allocate different kinds of per-
sonal data (e.g., home address, favourite colour) to a
pile representing the extent to which they would (allow
their children to) disclose that piece of information, and
were asked what they do when they are confronted
with cookie notices. Parents were also inquired whether
they took additional measures to shelter their children’s
privacy (e.g., implementing ad blockers, deleting cook-
ies, imposing restrictions on revealing information). See
Appendix I (in the Supplementary File) for materials used
during the interviews.

4.4. Data Analysis

The data was analysed making use of the model of
Miles and Huberman (1994), consisting of several steps,
namely data collection, data reduction (selecting, sim-
plifying and coding data extracts), data display (struc-
turing the data) and drawing conclusions. More specifi-
cally, when all in-depth interviews were conducted, they
first were transcribed and screened on relevant data ex-
tracts, using the open source RQDA for qualitative data
analysis. These data extracts were then labelled by initial
codes (i.e., short descriptions) that reflected the mean-
ing of the extract (e.g., ‘lies about personal details’).
Next, we structured all descriptions into specific themes
so that they matched the research questions: (1) cop-
ing strategies; and (2) privacy literacy and perceptions
(see Appendix II, in the Supplementary File, for the used
codes). The process of screening the interviews on rele-
vant data extracts, assigning codes and allocating these
codes to the selected themes was reiterated multiple
times to ensure all relevant data extracts were coded.
The already-allocated data extracts were then reviewed
to assure a consistent match between the codes and
the themes so conclusions could be drawn. Only power
quotes (most representative ones for the category) are
included in the results section. Additional quotes sup-
porting the prevalence of our findings are included in
Appendix II (proof quotes, in the Supplementary File;
Pratt, 2008).

5. Results

5.1. Children’s Coping Strategies

Results show that children often respond favourably to
companies’ explicit and implicit data requests and are
willing to provide some details to a certain degree. For in-
stance, all children would give details such as first name,
gender, city, favourite colour, and TV show when com-
panies request them, while three kids would also accept
cookie consent banners themselves (without asking their
parents’ permission).

Children in this study also undertake protective mea-
sures (avoidance as well as confrontation strategies)
to cope with data practices. One child mentioned he
would move away from a website that requests personal
details—an example of an avoidance strategy, ‘I would
look for another game [when the game requests per-
sonal details]’ (Benjamin, 8). Another avoidance strategy
was to click away cookie banners, ‘So if my finger is the
computer mouse, then you can click outside it and then
it goes away’ (Devlin, 11). Alternatively, examples of con-
frontation strategies included lying about personal de-
tails, ‘I would give awrong street and number, like Flower
District 78’ (Samuel, 11), and seeking support by asking
parents for guidance in the decision to accept the cookie
consent banner, ‘If mom has read it, then I would agree
and if she’s not there, I am not allowed to, so I don’t’
(Edward, 9).

5.2. Children’s Privacy Literacy and Perceptions of Data
Practices

The study reveals a number of elements thatmay explain
children’s coping decisions.

5.2.1. Incomplete Understanding of How Data
Collection Practices Work

None of the interviewed children could correctly reveal
the reasons why companies would be interested in per-
sonal data. Instead, six of them allocated companies’ in-
terests in personal data to a dishonest agenda, ‘They
might pass on your information to crooks and when they
have bad intentions, they will rob you’ (Liam, 11).

Results also indicated that children have not a full un-
derstanding of how data collection practices work. More
specifically, six children had no ideawhat cookies are and
for what purposes they are installed on users’ computers.
The other three childrenwrongly guessed a cookiewas ‘a
virus’ (Benjamin, 8), ‘a strange ad’ (Mario, 9), or a notice
that ‘they are changing the website’ (Sara, 11).

5.2.2. Some Level of Privacy Consciousness

Although children may not spontaneously understand
the consequences of data practices for their online pri-
vacy, they did seem to hold a certain level of privacy
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consciousness. For instance, six children discussed ex-
plicit data disclosure in terms of potential data abuse by
dishonest parties, ‘I’m not going to give my address or
phone number, because when a thief would ask your ad-
dress, they can break into your house’ (Mario, 9). To this
end, they were also less willing to provide personally
identifiable data (e.g., home address or phone num-
ber) as they associated it with potentially severe misuse,
‘I think that websites with not so good intentions can-
not do anything wrong with these data [points at non-
identifiable data], but they can with this data [points
at identifiable data]’ (Sara, 11). In this regard, they dis-
closed personal details only when they perceived the
website trustworthy, ‘I would fill that in because it’s VTM
[Flemish television channel], so what would they dowith
that? That’s okay for me’ (Devlin, 11). Besides, some chil-
dren seemed to have a primary understanding of privacy
in the context of websites’ cookie practices too. For in-
stance, once children were explained how cookies work
and saw an example of a targeted ad, four children eval-
uated these ads as ‘weird’ or ‘annoying’ because ‘you
don’t expect something standing over there that you
looked for a few days ago’ (Samuel, 11). Three of the in-
terviewed kids even implicitly referred to their online pri-
vacy and private space, and did not like the idea of being
tracked by cookies, ‘That’s actually a bit intruding in peo-
ple’s private life, and I don’t like that’ (Samuel, 11).

5.2.3. Positive Attitude toward Use of Personal Data

Despite having some concerns, childrenwere largely pos-
itive about data collection practices. They valued the idea
of getting emails about products they like ‘because then
you know that there is a reduction’ (Sara, 11), and appre-
ciated the fact that website registration (and thus having
a profile) enables participation and access to content visi-
tors do not have. Edward (9) also explained hewas happy
receiving rewards in turn for his personal data, ‘I was
playing a game, and suddenly I needed to log in….So
I logged in, which wasn’t that bad at all, and then I got
some stuff [game rewards].’ Additionally, when children
were asked whether they would provide sensitive data
in exchange for an imaginary gift, four of them would
undoubtedly do so, sometimes even ‘no matter what
the gift is’ (Devlin, 11). Moreover, in the context of im-
plicit data practices, Sara (11) concentrated on the rel-
evance of online behavioural advertising, ‘It [the adver-
tised product] might be more fun than other products
you saw in the shop,’ and Benjamin (8) liked the idea
that advertisements about interesting products would
“follow”him in case hewould not be able to find the prod-
ucts himself.

5.3. Parents’ Coping Strategies

Many parents did not use protective strategies for their
own data, ‘You just provide your details quite quickly,
don’t you? I don’t really dwell on it, you just do it, be-

cause it is required’ (Ilse, 41). Six parents also accepted
cookie notices ‘to be able to continue’ (Abigail, 40) or
because they ‘didn’t know what it exactly was’ (Eva, 40).
Only a handful of interviewees adopted protective mea-
sures, in the form of avoidance strategies, to shield their
personal data, and this was only when companies ex-
plicitly requested personal data. They for instance used
multiple accounts, ‘I have a special email address for
spam things’ (Aaron, 41), and withdrew from providing
information. Oliver (41) saw unsubscribing (a rectifica-
tion strategy), as the solution to optimally gain from the
benefits of registration, yet, not to be overwhelmed by
the flow of newsletters.

While the parents in this study undertook few mea-
sures to protect their own personal data, they did want
to have control over their children’s privacy. They for in-
stance disallowed their children to subscribe, ‘I wouldn’t
let him subscribe, because I think he needs to keep a
form of privacy’ (Aaron, 41), incited them to ‘search
for another game website where you don’t need to
fill in your data’ (Eva, 40), or completed subscription
forms themselves, ‘I’ll always fill in my child’s data my-
self’ (Gabriela, 41). In other words, by imposing certain
rules, they mostly adopted restrictive mediation strate-
gies to protect their children’s data. Further, Abigail (41)
tried to initiate dialogue with her eldest children by ex-
plaining how to subscribe and support them whenever
needed—a clear example of an instructive mediation
strategy, ‘From themoment theywere 14, we subscribed
together. We really try to explain it, and whenever they
have questions about it, they know they can ask us.’
She also explained the side effects of irresponsible data
provision with her son when he provided his address
to a complete stranger on the internet. It thus seems
that parents might use both restrictive and instructive
mediation strategies—and this in the function of previ-
ous privacy invasion experiences and the child’s abilities
and age.

It is remarkable thatwhile parents adopted somepro-
tective measures for explicit data requests, they did not
do so in the case of implicitly collected data. Three par-
ents knew cookies could be erased, yet, they found it
an uncomfortable and annoying solution because of the
hassle of looking up and giving in the previously saved
information, such as logins and passwords, again after
the deletion, or did not systematically reject cookie no-
tices because they find it more convenient ‘to quickly
continue’ (Abigail, 41). One parent rejected accepting
cookie notices, yet, she seemed to handle it based on
ignorance, ‘And what do you mean with cookies? Every
time they ask me “Will you accept cookies?,” I don’t ac-
cept them’ (Gabriela, 41). Moreover, Sophie (36) who
initially found personalised ads as ‘manipulative,’ per-
ceived it too ‘complicated’ to actually install ad block-
ers. Confrontation strategies in the form of technological
privacy control measures (e.g., erasing cookies, using ad
blockers) were thus less often used.
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5.4. Parents’ Privacy Literacy and Perceptions of Data
Practices

5.4.1. Incomplete Understanding of How Data
Collection Practices Work

All parents in this study understood well that explicitly
collected data is part of a profit-making business—they
related it with advertising purposes and third-party use.
However, in the context of implicit data practices, they
showed a rather underdeveloped understanding of how
personal data could be collected and used. Cookies were,
for instance, referred to as ‘cache data’ (Ilse, 41) and
were additionallywrongly assigned to a computer’swork-
ing speed, ‘If the computer is working too slow, I clean
all those cookies and history’ (Alexx, 43). While parents
spontaneously mentioned occasions in which they were
confronted with online behavioural targeting, two were
initially unaware of how these advertisements are cre-
ated, among Nancy (44):

If you look up something on a website, then the next
time you go online, there are ads everywhere. For in-
stance, when you book a trip, then suddenly: trips,
trips everywhere. Theremust be something linking ev-
erything. I don’t know.

5.4.2. Concerns about Children’s Personal Data

When it comes to their kids’ personal details, many
concerns were expressed. Sophie (36) and Anna (49)
both felt revulsion toward advertisements based on their
children’s personal data, and especially doubt whether
young kids are able to form critical attitudes towards
these ads, as Anna (49) explained, ‘I know what I looked
up on the internet, and I am able to let loose of these
ads….But that’s the hard part, especially for kids.’

Yet, most of the concerns were expressed in the area
of stranger danger situations. Gabriela (41), for instance,
worried substantiallymore about the potential misuse of
their children’s data bymalevolent parties and the conse-
quences related to this abuse, rather than about the use
of their personal data for advertising aims: ‘Okay, mar-
keting….I understand those people, they want to make
children consumer-minded. But paedophiles have it too
[children’s data]….I’m not afraid about this [data used for
advertisements], I’m afraid about bad people using it to
attack our children’ (Gabriela, 41).

Also Alexx (43) expressed her worries regarding mali-
cious individuals, and spontaneously told about the situ-
ation in which she was shocked to find out one of the fol-
lowers of her eldest son’s Instagram profile posted nude
pictures of children. However, moments later, she did
not care too much having her children being subscribed
to some commercial websites, ‘If you share your details
on the internet, you need to take the consequences too.’
This was also acknowledged by her son Mario (9) who
indicated she is somewhat careless when it comes to

her own privacy, ‘She was looking for a new bike and
she agreed [with the cookie notice], and she didn’t even
read it…and then the next day I watched YouTube on her
phone and I saw advertisements [of these bicycles].’

Ilse (41) had neither yet experienced any form of pri-
vacy invasion so far and did not worry about the con-
sequences of data practices, ‘I’ve never really worried
about it because we didn’t have any problems with it so
far. We actually don’t need these ads, but I think we [she
and her boys] are strong enough to resist them.’ Hence,
like Gabriela and Alexx, she did not perceive the privacy
losses concerning data practices to be very high. Thismay
also clarify why some parents are less interested in un-
dertaking privacy protective strategies for the safeguard
of their children’s privacy, and why children in the first
place engage in strategies to protect their privacy from
malicious individuals, rather than from advertising pur-
poses (see Section 5.2.2).

5.4.3. Mainly Negative Attitude toward Use of Personal
Data

Parents evaluated companies’ use of their online be-
havioural data mainly negatively. For instance, Alexx (43)
explained she was irritated by the enormous amount of
advertising mails in her mailbox:

If I see something like ‘This seems nice,’ before I ac-
tually realize ‘I shouldn’t do this,’ it [personal data] is
already gone. And then, you see those emails enter-
ing yourmailbox. Lastweek I suddenly had 500 emails,
that’s very annoying.

Besides, they believed their personal space was not al-
ways respected, and referred tomanipulation and uncon-
scious persuasion: ‘I have problems with things that are
pushed….This is brainwashing, because you look at this
[the website content], but from the corner of your eye
you only see this [the ad]. This is a form of manipulation’
(Sophie, 36).

Some of them were even more sceptical about
personalised advertising targeted at children. Ilse (41)
opined that this form of advertising should not be al-
lowed because of its recurrent and personalised charac-
ter, ‘It [the product] is stuck in their head for a longer
period, and they won’t forget it that easily.’

5.4.4. Perceived Lack of Control and Complacency

Some parents believed privacy protection to be out of
their control, especially in the case of implicit data prac-
tices. This is demonstrated by five parents, including
Gabriela (41): ‘What can we do about it? I don’t know.
If I could, I’d love to protect my child but we don’t have
any control.’ She allocated this lack of control to the abil-
ity of businesses to track down individuals’ actions any-
time users go online, ‘Because, once you step on the in-
ternet, what you are searching, what you are doing….It’s
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somewhere memorised. It’s something that they can al-
ways check’ (Gabriela, 41). Moreover, while some par-
ents knew cookies could be erased, they did not always
act upon this. Put differently, together with the fact
that they are insufficiently informed about effective pri-
vacy protective strategies and show a low perceived self-
efficacy, they also find it too effortful to actually take ap-
propriate actions.

6. Conclusion

6.1. Discussion

This article not only investigated to what extent parents
take on their legal responsibility to protect their chil-
dren’s online privacy, but also how children cope with
online data practices. Several conclusions can be derived
from this study.

In line with previous studies’ finding that children
struggle to completely understand online privacy threats
(Kumar et al., 2017), children in this study lacked suffi-
cient knowledge about both explicit and implicit com-
mercial data practices and its underlying mechanisms
(how data is collected, and for what it is used). Moreover,
while some of the interviewed children did have some
privacy awareness when they were prompted so, they
generally seemed to put a greater emphasis on the ben-
efits of e-marketers’ data practices than on possible pri-
vacy infringements. They praised these practices for a
better user experience, rewards, and ad relevance. Thus,
the gains that come with sharing personal information
outweigh the perceived risks, a finding that Boyd and
Marwick (2011) also found among teenagers in the con-
text of social network sites. The combination of a lack of
knowledge and the rewards that are provided by institu-
tions to entice users to share data may, unfortunately,
result in children being prone to unconscious data shar-
ing. However, privacy literacy and, by extension, media
literacy is a premise for active citizenship: without this
knowledge, users are only passive consumers of (online)
information and communication (Livingstone, 2004).

The interviewed children also allocatedmotives for e-
marketers to gather data to dishonest parties and were
mainly worried about data abuse by malevolent parties.
With respect to their coping strategies, some of them
were willing to disclose certain information without en-
gaging in protective actions. Children who did try to safe-
guard their online identity reported a variety of protec-
tive measures, including both avoidance strategies, such
as refraining from providing information, and confronta-
tion strategies, such as fabricating information and seek-
ing parental guidance. Yet, these children did so only
when they perceived the website to be untrustworthy
or when they feared potential unfair data exploitations
by malicious parties (‘thieves’). A potential explanation
for this may be found in the research of Young and
Quan-Haase (2013) who found that undergraduate stu-
dents have developed a number of privacy protective

strategies in function of their privacy needs.More specifi-
cally, they felt a greater urge to engage in privacy protec-
tive strategies in the case of social privacy threats than
when institutional privacy risks occurred. Participants
simply did not raise many concerns about the use of per-
sonal data used by commercial institutions, but did en-
gage in actions (e.g., shielding profile information for un-
wanted audiences on social network sites) in an attempt
to protect their social privacy. The different needs re-
lated to social and institutional privacy may be one rea-
sonwhy children in this study adopted privacy protective
strategies in one situation but not in another: It might be
that children only have been told to be conscious with
providing personal data in some online activities (e.g.,
chatting with strangers), but not in others (e.g., subscrib-
ing to commercial websites).

Parents in this study understood that personal infor-
mation is commercially meaningful for businesses. Some
of them therefore undertook privacy protective mea-
sures in the form of avoidance strategies (e.g., unsub-
scribing). They nevertheless seemed to lack this compe-
tence in the case of implicit data practices. They for in-
stance perceived online behavioural targeted advertising
as manipulative, yet, they often lacked knowledge about
effective coping strategies, perceived it to be out of their
control or found it too burdensome to undertake pro-
tective measures accordingly. This finding is in line with
the study of Hanus and Wu (2016) who put forward that
response-efficacy and self-efficacy are significant predic-
tors of reported security behaviour. Not knowing how to
implement effective privacy control measures and not
being confident in one’s ability to protect data accord-
ingly (‘What can we do about it?’) may be the ground
for irresponsible privacy behaviour. This finding is also a
demonstration of the privacy paradox (Kokolakis, 2017):
although parents in this study label data practices as
an infringement to their privacy, this concern is not re-
flected in their behaviour as they do not take (too much)
measures to protect their own and their kids’ online
information. In this context, it is also relevant to men-
tion the concept of privacy cynicism (Hoffmann, Lutz, &
Ranzini, 2016). This concept refers to the cognitive cop-
ing strategy that users appropriate in which they feel un-
certain, mistrusted, and powerless towards e-marketers’
data practices and whereby they rationalise privacy pro-
tective measures as completely useless or ineffective.
Indeed, some parents in this study emphasised multiple
times that commercial data practices belong to today’s
online environment and thought it is hard to effectively
counteract the negative effects of it by implementing pri-
vacy protective measures.

When it comes to protecting their kids’ privacy, the
interviewed parents mainly engaged in restrictive media-
tion strategies (e.g., imposing them to use a website that
does not request personal data), and again, did mainly
so in the case of explicit data practices. Some parents
also engaged in instructive mediation strategies (e.g., ex-
plicitly explaining the potential threats to their children)
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when their kids seem to be ready in terms of age and
internet abilities. A possible explanation for the princi-
pal use of restrictive mediation strategies can be found
in Lee’s study (2013). His study found that the younger
the child is, the more often parents use diverse restric-
tive strategies. This may be because young children have
still not fully developed skills to copeproperlywith online
risks independently and therefore mainly benefit from
external guidance and restrictions.

Furthermore, some interviewed parents elaborated
on their concerns with respect to their kids’ internet pri-
vacy. Some of them warned for unconscious persuasion
through personalised advertising; others were especially
prone to situations in which their child’s personal infor-
mation is being misused by dubious individuals, the so-
called stranger danger situations (Minkus, Liu, & Ross,
2015). This is in line with previous research that found
that parents are more concerned about their children
being exposed to situations in which unsuitable sexual,
alcoholic, or gambling content is displayed than market-
ing activities (Newman & Oates, 2014). Parents poten-
tially have a wrong perception about the prevalence of
the risk of children being exposed to these stranger dan-
ger situations. Warning children for these stranger dan-
ger situations is still important, yet, it is far more likely
that the online identity of children will be violated by in-
stitutions than by dubious individuals. The results of a re-
cent study examining one hundred mobile apps for chil-
dren showed that 72 apps violated the federal Children’s
Online Privacy Protection Act law aiming at protecting
kids’ online privacy (Horner, 2020). The notion of insti-
tutional versus social privacy could also be relevant here:
Parents rather carry over their concerns regarding mali-
cious activities on the internet to their kids, and children
thus seem to be mainly warned for the consequences
of reckless information disclosure in situations where
the data receiver seems to be criminal, and not for im-
proper data collection and usage by commercial entities.
Parental monitoring should therefore go beyond the typ-
ical stranger danger situations and should ideally include
discussion of proper datamanagement in different types
of (commercial) contexts.

6.2. Managerial and Public Policy Implications

All the above considered, an urgent question arising from
this article is how children’s privacy can be best pro-
tected. We suggest an approach that considers at least
an interplay of several actors, namely education, clear
(and child-friendly) privacy policies, and more strict reg-
ulations. Education (in the form of awareness campaigns
or educational programmes) about data practices, its re-
lated consequences, and the importance of online pri-
vacy seems essential, both to children and parents. After
all, it is now difficult to recognise (implicit) data collec-
tion practices because of its rather invisible processes.
Privacy education should ideally be part of broader
school-based media literacy programmes. The scope of

these programmes should not only include raising aware-
ness about privacy matters, but it should also provide
pupils with a better notion of the many different tac-
tics and strategies used by institutions to commercialise
users’ personal data. In the point of view of media lit-
eracy, such knowledge is then an empowering tool en-
abling users to critically evaluate commercial messages
in different types of contexts, both online and offline
(Livingstone & Van der Graaf, 2008).

Furthermore, companies should pay more attention
to inform internet users, and especially children, about
the aims of its (implicit) data practices. This could, in
turn, let them make a more informed choice on disclo-
sure. Efforts such as making ostentatious, to-the-point
and child-friendly privacy policies and providing alterna-
tives rather than steering them towards disclosing per-
sonal data could be done in this matter.

In terms of regulatory implications, this article shows
a void in the responsibilities parents legally have over
their children’s online privacy and their actual skills re-
garding this topic. While parents expressed privacy con-
cerns (mostly about their children), they do not suffi-
ciently know how to protect their own or their kids’ on-
line privacy and find it too burdensome. Therefore, it
can be questioned whether today’s focus on parents’ le-
gal responsibilities (viz. parental consent) should not be
shifted tomore strict regulations to constrain or even dis-
allow websites to gather children’s personal data, or to
a focus on providing parents with more clear guidelines
and tips on how to protect their own and their children’s
privacy. Another important suggestion may be that an
erasure of data collected from children once every few
years should become mandatory for commercial parties.

6.3. Limitations and Suggestions for Future Research

A first limitation lies in the limited number of interviews,
and the convenience sample of the study, dominated by
female parents and male boys. This gender imbalance
may have an impact on the results, as men have been
found to adopt technical privacy protection behaviour,
such as clearingweb browser history and erasing cookies,
more than women (Park, 2015). It can consequently be
argued that fathers would build in more privacy protec-
tive measures for their children than mothers currently
do. Moreover, research also suggests that girls perceive
more privacy risks and are more concerned about their
privacy than boys (Youn & Hall, 2008). To that end, we
propose future research to include a more representa-
tive sample for both genders. Furthermore, we did not
take parents’ social economic status and education level
into account when recruiting participants for the inter-
views, although both play a role in parents’ self-efficacy
on the internet (O’Neill & Dinh, 2012). These factors may
thus be important to consider in future research, as they
may have influenced the results.

As employing users’ personal data for the creation of
personalised advertisements is a common business prac-
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tice, further research can also benefit from more com-
prehensive insights into the impact of these advertise-
ments among children. In particular, future work could
look into howpersonalisation influences children’s brand
and ad responses, and how media (or privacy) literacy
can empower them when they are confronted with dif-
ferent types of personalised advertisements.

Also, previous research has often suggested to raise
privacy awareness among young children, yet, one key
finding of this study is that adults are not always fully
aware of privacy issues either and lack skills to effectively
protect their (children’s) online privacy. As today’s legis-
lations put parents forward as the primary privacy pro-
tective agents for their children (viz. parental consent),
some form of privacy education may also be valuable
for them. Future work should therefore have a closer
look at how this can be best achieved. Formats such as
educational training, situational disclosures, and contex-
tual debriefings have all been found very effective in rais-
ing advertising literacy (De Jans, Hudders, & Cauberghe,
2017; Zarouali, Ponnet, Walrave, & Poels, 2017). It may
thus be interesting to explore whether these ways are
helpful in raising privacy literacy too, and what format
works best.

Finally, based on the results of this research, future
research should look further than the stranger-danger
discourse when examining young children and look into
other, and potentially more prevalent, online dangers.
Instead, more thorough insights are needed in how chil-
dren react upon commercial data exploitation and the
various consequences for their online data privacy.
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1. Introduction

Researchers and policymakers advocate integrating pri-
vacy into information literacy efforts to help children
understand the privacy implications of digital activi-
ties (Culver & Grizzle, 2017; Stoilova, Nandagiri, &
Livingstone, 2019). However, current approaches to pri-
vacy literacy focus too narrowly on privacy as control
(Hagendorff, 2018) and have not been theorized for chil-
dren. By interpreting children’s perspectives on pass-
word management through the contextual integrity (CI)
framework (Nissenbaum, 2010, 2019), we ground pri-
vacy literacy in a well-established privacy theory and con-
nect it to children’s experiences of privacy.

Media and communication studies treats privacy lit-
eracy as knowledge to be learned (Bartsch & Dienlin,
2016; Baruh, Secinti, & Cemalcilar, 2017; Park, 2013;
Park & Jang, 2014; Trepte et al., 2015), while library

and information studies regards privacy literacy as a pro-
cess of critical thinking (Rotman, 2009; Wissinger, 2017).
Instead, we draw on literacy as a social practice (Scribner
&Cole, 1981) and privacy as the appropriate flowof infor-
mation (Nissenbaum, 2010, 2019) to articulate privacy
literacy as the practice of enacting appropriate informa-
tion flows within sociotechnical systems. In this article,
we interpret children’s perspectives on password man-
agement in three contexts—family life, friendship, and
education—through the CI framework and explain why
privacy literacy should attend to norms rather than rules.
We also discuss how adults can use learning moments to
help strengthen children’s privacy literacy.

2. Related Work

To lay the groundwork for our approach to privacy lit-
eracy, we identify the limitations of current conceptu-
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alizations of privacy literacy. We then review how the
CI framework treats privacy, explaining why it holds
promise for privacy literacy.We subsequently situate our
approach to privacy literacy within existing research on
children’s digital privacy.

2.1. Privacy Literacy

Existing conceptions of privacy literacy focus on the
individual dimension of privacy. The knowledge-based
approach to privacy literacy distinguishes between fac-
tual/declarative knowledge (e.g., knowing that apps col-
lect data) and procedural knowledge (e.g., knowing how
to limit this data collection; Trepte et al., 2015). Surveys
operationalize factual/declarative knowledge through
true/false or yes/no questions about data collection
and management practices, and procedural knowledge
through self-report questions about familiarity or com-
fort with tasks like adjusting privacy settings or turning
off location tracking (Bartsch &Dienlin, 2016; Park, 2013;
Park & Jang, 2014). However, given that most American
adults report low levels of privacy knowledge (Auxier
et al., 2019), relying on knowledge alone may not be a
practical way to help people protect their privacy. And
as technologies and interfaces change, facts and proce-
dures quickly grow obsolete, requiring constant updates
to privacy knowledge.

The process-based approach to privacy literacy
includes five components: understanding contexts of
information disclosure, recognizing where information
is shared, realizing the implications of disclosing private
information, evaluating potential privacy threats, and
deciding what to disclose (Rotman, 2009). Here, privacy
literacy is a form of critical thinking (Wissinger, 2017).
While this approach acknowledges the dynamic nature
of privacy management, it focuses narrowly on the dis-
closure of private information. A conception of privacy
literacy grounded more broadly in the flow of informa-
tion would equip people to evaluate a wider field of pri-
vacy concerns (Hagendorff, 2018).

To expand privacy literacy beyond individual deci-
sions about disclosing information, we find Scribner and
Cole’s (1981) account of literacy as a social practice a
useful starting point. They argue literacy “is not simply
knowing how to read and write…but applying this knowl-
edge for specific purposes in specific contexts of use”
(Scribner & Cole, 1981, p. 236). Literacy involves devel-
oping particular skills and understanding when, why, and

how to enact those skills. This implicates more than indi-
vidual abilities, as social contexts, cultural norms, expert
authorities, and institutional policies all shape the prac-
tice of literacy.

2.2. Privacy as Contextual Integrity

Technology and media scholar Helen Nissenbaum
(2010, 2019) devised the CI framework to explain how
sociotechnical systems threaten privacy. CI does not
equate privacy with secrecy or control but with the
appropriate flow of information. That is, privacy is about
ensuring that information travels in socially acceptable
ways. For example, imagine two friends, where Friend 1
has a love interest but declines to tell Friend 2 who it is.
Friend 2 demands that Friend 1 disclose the love inter-
est’s name or the friendship is over. Friend 1 reluctantly
reveals the name. A CI analysis explains why this violates
Friend 1’s privacy.

CI posits that information flows appropriately when
the flow aligns with the norms of a particular context.
To conduct a CI analysis, one must first identify whether
an information flow aligns with contextual informational
norms. They must then evaluate the flow against the
broader ethical and moral commitments of society to
determine whether any norm violations rise to the level
of unacceptability. Defining the norms that govern a spe-
cific information flow requires identifying five parame-
ters: the type of information involved, the information
subject (i.e., to whom the information belongs or refers),
the sender, the recipient, and the transmission princi-
ples (i.e., constraints imposed on the information flow).
Table 1 identifies parameters for the example informa-
tion flow.

This information flow occurs in the context of friend-
ship, where people typically share freely within the
bounds of companionship. While a transmission princi-
ple of mutuality usually circumscribes the friendship con-
text, the example flow involved coercion, where Friend 2
compelled Friend 1’s disclosure by threatening the rela-
tionship’s existence. The change in transmission princi-
ples goes against contextual norms. But pronouncing this
a privacy violation requires evaluating the flow against
societal values. Coercion is not antithetical in the context
of friendship; if Friend 1 withheld the location of some-
one in imminent danger, Friend 2 could justifiably impel
disclosure. But forcing Friend 1 to reveal a love inter-
est’s name rattles the trust that binds friendships. Social

Table 1. Parameters of information flow.

Parameter Example Information Flow

Information type Love interest’s name
Information subject Friend 1
Sender Friend 1
Recipient Friend 2
Transmission principle Coercion
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fabric would fray if friendships resembled depositions.
Consequently, by altering the transmission principle of
the information flow, Friend 2 undermined its contex-
tual integrity and violated Friend 1’s privacy. The trans-
mission principle “may be the most distinguishing ele-
ment of the framework of contextual integrity; although
what it denotes is plain to see, it usually goes unnoticed”
(Nissenbaum, 2010, p. 145). No definitive list links spe-
cific transmission principles with contexts; instead, the
“possibilities for constraints that may serve as [transmis-
sion principles] are endless” (Nissenbaum, 2019, p. 230).

While primarily intended to inform the design and
regulation of technologies, CI could be a useful founda-
tion for privacy-related educational efforts. CI does not
dictate how information should flow; it offers a method
for making privacy-related decisions. CI could help chil-
dren identify information flows, recognize the contextual
norms that govern flows, and evaluate whether flows
are appropriate. This approach would equip rather than
instruct children; it would help them learn how to man-
age privacy rather than teach them what to do to pro-
tect privacy.

2.3. Children and Digital Privacy

Research about children’s digital privacy typically focuses
on older children and interpersonal dimensions of pri-
vacy (Stoilova et al., 2019). Many children over age
10 report knowing how to change social media privacy
settings (Livingstone, Mascheroni, Ólafsson, & Haddon,
2014) but demonstrate less understanding of how data
flows implicate privacy (Bowler, Acker, Jeng, & Chi, 2017;
Selwyn & Pangrazio, 2018). Questions of children’s pri-
vacy vis-à-vis commercial and institutional data practices
remain understudied (Stoilova et al., 2019), though one
experimental study found that watching a video about
online data practices increased children’s (knowledge-
based) privacy literacy related to the commercial use of
data (Desimpelaere, Hudders, & Van de Sompel, 2020).
Children receive little privacy-related instruction, with
educators uncertain aboutwhat it should entail (Culver&
Grizzle, 2017) or believing younger children do not need
it (Kumar, Chetty, Clegg, & Vitak, 2019).

Nevertheless, children recognize aspects of how
online interactions affect privacy (Kumar et al., 2017).
Families draw on several non-school sources of knowl-
edge, including informal learning experiences, advice
from relatives and friends, and information from expert
sources, to navigate privacy online (Subramaniam,
Kumar, Morehouse, Liao, & Vitak, 2019). Children can
develop data and privacy literacy through participa-
tion in online communities (Hautea, Dasgupta, & Hill,
2017) or design workshops (Selwyn & Pangrazio, 2018).
Research recommends that privacy education efforts
clearly relate to children’s everyday lives (rather than
present contrived or irrelevant scenarios) and give chil-
dren opportunities to practice decision-making (Kumar
et al., 2018; Raynes-Goldie & Allen, 2014). Children, like

adults, move through a variety of social contexts, but
existing approaches to privacy literacy do not explore
how contextual norms affect privacy. To address this, we
contribute a new conception of privacy literacy based on
an analysis of children’s passwordmanagement practices
in three contexts—family life, friendship, and education.

3. Methods

We draw on interviews we conducted with families as
part of two projects about privacy, security, and every-
day digital technology use. One project, which exam-
ined how children conceptualize privacy and security
online, involved 18 families (23 parents and 26 chil-
dren ages 5–11; Kumar et al., 2017). The second project,
which focused on how low-income families navigate dig-
ital privacy and security concerns, included 52 families
(54 adults and 23 children, ranging from toddlers to adult
age; Subramaniam et al., 2019). We did not collect age
or other demographic information from participants in
the second project, though they often volunteered such
information during the interviews. We made this deci-
sion because low-income individuals may have less trust
in researchers, and given the sensitive nature of our inter-
view questions, we wanted to avoid making participants
uncomfortable by asking about their demographics. For
more information about this decision, see Vitak, Liao,
Subramaniam, and Kumar (2018).

In both projects, we asked children and parents
about children’s experiences with digital devices, inquir-
ing further if they mentioned privacy, security, or related
concepts (e.g., secrecy). In the first project, we also
played a game with children where we presented hypo-
thetical scenarios (e.g., a sibling looking at the screen
while a child plays on a tablet) and asked how theywould
recommend a child handle the situation. Interviews for
both projects occurred across the U.S. state of Maryland
between December 2016 and June 2017. We inter-
viewed each family once. In the second project, some
families included relatives such as grandparents. We use
the term parent in this article to refer to a child’s primary
caregiver, which can encompass various kinship or other
relations. When reporting participant quotes, we label
participants from the first project with a letter and those
from the second with a number.

Both research teams developed codebooks based on
their research goals and revised them as they coded tran-
scripts (King, 2014). For this article, we selected codes
related to privacy and security for further analysis. While
reviewing the interview excerpts, we observed that
children’s responses to questions about privacy often
echoed this 10-year-old boy’s: “Just don’t tell your pass-
word and username or any…private things” (Family W).
This rule linking privacy to the secrecy of a password per-
meated the interviews, with children attributing it to par-
ents and teachers alike.

Since children connected passwords with privacy, we
decided to focus on information flows related to pass-
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wordmanagement.We identified relevant excerpts from
interviews with 30 families, including 40 children. This
encompassed all 18 of the families from the first project
and 12 families from the second project (14 adults and
14 children). To analyze the data, we first drew dia-
grams depicting the information flows involving pass-
words. This attuned us to the various practices involved
in password management (e.g., knowing, remember-
ing, forgetting, discerning, and disclosing passwords)
and to the contexts in which children managed pass-
words. Following CI, we then clustered excerpts by prac-
tice and context, identified the parameters of infor-
mation flows, and parsed participants’ determinations
of appropriateness.

4. Findings

Children’s password management practices spanned
three contexts: family life, friendship, and education.
Children encountered passwordswhile accessing devices
(e.g., computer, Chromebook, tablet, smartphone) and
accounts (e.g., games, socialmedia, school).We organize
the findings by context and interpret children’s perspec-
tives surrounding a specific information flow—the disclo-
sure of passwords—through CI, highlighting connections
to privacy literacy.

4.1. Family Life Context: Knowing, Forgetting, and
Discerning Passwords

The family life context encompassed password practices
among parents, children, and siblings. In some cases,
passwords did not flow fromparents to children, suggest-
ing parents did not regard children as appropriate recip-
ients of passwords. A 7-year-old surmised his mother
refused to disclose a password so he and his siblings
“don’t get into her computer when she’s not looking”;
his 9-year-old brother added that “she doesn’t really
want us playing on the computer all the time” (Family C).
A 6-year-old said she tried to get hermother to reveal her
phone’s passcode “sowhen she’s like, in the shower, I can
get onto it” (Family K). A 7-year-old said she was going to
try and figure out her mother’s Kindle password and her
mother replied, “Oh please don’t, you’ll lock both of us
out if you do that” (Family D).

Other children said parents told them passwords on
the condition that they not tell others. Two adults chided
children for disclosing passwords during the interview.
One told her 8-year-old grandson, “You don’t tell your
passwords ever, to any of those, unless you tell meemaw
[colloquial term for grandmother]. I’m the only one
that’s supposed to know other than your teacher, okay?”
(Family 12). In CI terms, this caregiver suggested a trans-
mission principle of notice—telling the grandparent—
before reverting to one of confidentiality—that only a
(grand)parent or teacher should know a password.

Another parent, whose 5-year-old son disclosed his
family’s iPad password to the interviewer, said she had

likened passwords to door keys to explain to her son
why “a password isn’t something that you can share with
everybody….We just don’t leave keys lying around for
the door…[because] anyone can find them and break
in.” She suggested that circumstantial factors could have
made him feel comfortable disclosing the password dur-
ing the interview: “Maybe he really trusts you [the inter-
viewer]…because you’re in our house….Maybe, some-
body on the street, he may not do it” (Family S). The boy
may have regarded the interaction as governed by the
transmission principle of mutuality, treating the inter-
viewer as a friend whom he could trust with the pass-
word, or of requirement, treating the interviewer as an
authority figure whose presence in his home demanded
knowledge of the password.

Passwords did not flow reciprocally between parents
and children; while parents could withhold passwords
from children, they often required children to disclose
any passwords they managed to parents. As one 8-year-
old boy explained, “My mom knows my password, and
that’s the first person I need to tell because she always
needs to know my password” (Family H). Some chil-
dren expressed interest in keeping their parents out of
their devices. A 7-year-old said she would not want her
mother to know her tablet’s password “because I don’t
want my mom getting on my iPad and seeing what her
future birthday presents [are]” (Family D).

Children’s recollections also underscored parents’
important role in helping children manage passwords.
Some children needed assistance remembering pass-
words; one 8-year-old girl said, “My mom usually makes
a password forme and puts it on a piece of paper so I can
remember it, and it’s usually, like, in the coupon box”
(Family G). Other families suffered the consequences of
children’s forgetfulness. A 10-year-old wanted a pass-
word for her iPad because “I didn’t like it when a
lot of people just went on my iPad” (Family Y). She
“made a passcode when [my parents] weren’t around
and then I forgot it and we had to, like, back up the
whole iPad and re-download a bunch of apps and stuff.”
Another parent said her 6-year-old daughter “creates
email addresses and passwords like it’s nothing. She
probably has a million of them. I’ll find papers around
the house that have…all these different characters and
letters” (Family 4). This highlights that privacy literacy
efforts must also consider children’s evolving develop-
mental capacities.

Password flows also varied between siblings. An 11-
year-old said she told her 8-year-old sister her email
password (Family V). Others deduced siblings’ passwords
or vice-versa. One 9-year-old “figured out my brother’s
password on his phone and I didn’t tell him for two
days.” He revealed his deed on the third day after his
brother “said ‘if you figure out the password then I’ll
let you play on it.”’ He guessed the password by using
the numbers in his brother’s phone number (Family 7).
An 11-year-old said he changed his phone’s password
from four to six digits after his 8-year-old brother fig-
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ured it out. During the interview, the younger boy said
he overheard his brother tell their mother to “double the
thing,” and disclosed what he thought the new password
was. “Now I have to change it again,” the older brother
replied (Family B). Indeed, while the targeted siblingmay
feel annoyed or concerned that the perpetrating sibling
might mess up their device or account, such experiences
may also be necessary for children to learn privacy norms
(Wolfe & Laufer, 1975).

Families understandably differed in their beliefs
aboutwho constituted an appropriate recipient of a pass-
word. These decisions were influenced in part by chil-
dren’s abilities and dispositions relating to, for instance,
remembering a password or limiting their time spent
playing computer games. Password management also
involved play and transgression, for example, noncha-
lantly creating accounts or cleverly deducing a sibling’s
password. These are typical aspects of child behavior.
While adults may want to correct these seemingly neg-
ative actions, we should also consider how these actions
help children develop richer, more nuanced understand-
ings of privacy.

4.2. Friendship Context: Trust, or Lack of it

Children were usually told not to disclose passwords to
others, with secrecy or confidentiality as the underly-
ing transmission principle. Discussions about password
sharing among friends or generic ‘other people’ invoked
other transmission principles. For example, a 7-year-
old said she disclosed her iPad password to a neigh-
bor, whom she called a “grownup friend…because she
needed [the password],” though she didn’t remem-
ber why (Family F). Here, the transmission principle of
requirement superseded that of confidentiality. An 11-
year-old said he felt comfortable sharing game pass-
words with friends if doing so could help him in the
game, invoking the transmission principle of exchange—
each party benefits from the information flow (Family B).
When asked whether a child should share an account
password with a friend, one 10-year-old girl said it
depended on the friend:

If it’s someone that you don’t know very well or that
you aren’t really close to, then I wouldn’t do it. But,
like, sometimes if me and my friends are working
together and she wants to look something up on my
Chromebook and [she’s] my really close friend who
I trust, I just tell her my password and she tells me
her password and like….I know that she’s not going to
tell anyone else because I trust her. (Family Y)

This girl invoked the transmission principle of mutuality,
evaluating the appropriateness of the flow in part based
on whether she trusted the recipient. Some participants
said children should only disclose passwords to parents,
while others mentioned that children may not want to
reveal passwords to anyone. One 11-year-old called the

disclosure a privacy issue; her 8-year-old sister added,
“Sometimes, you have things that you don’t want to tell
people, even your parents” (Family V), returning to the
transmission principle of secrecy.

Children explained that disclosing a password to a
friend could lead to negative outcomes, such as someone
telling others the password, looking at personal accounts,
or doing something on the device or account that could
get the child in trouble. An 8-year-old boy said that if the
person asking for the password was “a stranger, maybe
they could post something bad [about] our friends and
then our friends wouldn’t like us anymore just because
of them” (Family P).

Indeed, when the conversation turned to disclos-
ing passwords to non-friends, children deemed such
flows inappropriate. Some said they wouldn’t disclose
their passwords because, as one 8-year-old boy put it,
“I don’t like people messing up my games” (Family B).
A 6-year-old said he shouldn’t disclose his Animal Jam
password because “if they steal your phone….They could
do bad stuff on it like, they could tell people what they
didn’t want to actually tell” (Family N). An 8-year-old
girl explained:

I wouldn’t let anyone else use my password because
it’s my password. It’s my personal business, not
theirs….If someone gets my password, maybe they
would use it for something that I didn’t do and I might
get in trouble for something I didn’t do. And I don’t
wanna risk [that]. And I don’t want anyone to know
my personal business. If that password may be con-
nected to any ofmy personal family business or any of
my business, then I don’t want anyone to be looking
into it and finding out any of my own stuff. (Family G)

A critical interpretation could construe these children as
reciting online safety tropes they’ve likely heard before.
But reading their explanations through CI points to ways
of discussing privacy with children beyond online safety.
Children said disclosing passwords to non-friends could
result in privacy violations (someone seeing information
you don’t want them to see), reputational harm (some-
one posting negative content about you), and getting in
trouble (if the person does something bad or inappropri-
ate while using your accounts). However, children also
acknowledged that disclosing passwords with friends
could yield benefits or reinforce intimacy (Marwick &
boyd, 2014).

4.3. Education Context: Challenges to Protecting
Passwords

The education context encompassed password practices
among teachers, students, and classmates. Children said
teachers gave students their passwords, oftenwritten on
a card. An 8-year-old said his teacher kept the cards “for
safekeeping” (Family A). An 8-year-old girl said students
can memorize their passwords but keep their cards in
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their desk in case they forget (Family G). One 6-year-old
called his school password “secret” (Family X), and sev-
eral children said they were not allowed to share school
passwords. However, one 6-year-old said her teacher
allowed her to share her password with a classmate who
lacked her own account (Family C). Here, we see the
transmission principle shift from secrecy, suggesting the
password should not be disclosed at all, to one of con-
sent, where the password can be disclosed if the teacher
permits the student to do so.

In other cases, passwords could be inferred. A 7-year-
old said her initials served as the password for a school
math game,meaning classmates knew each other’s pass-
words (Family Q). Her mother added, “The passcode is
just to [track] their progress though, it’s not like they get
access to anything else,” implying that the password’s
weakness posed little concern. A 10-year-old said his
school’s passwords used students’ birthdays and nobody
had gotten into his account “because I didn’t tell anyone
my birthday” (Family I).

Rules against password sharing did not prevent stu-
dents from trying to discern others’ passwords. A 6-year-
old girl said that when students use index cards to log
into their accounts, “they’re supposed to cover [it with]
their hand…and not look….I type my…passcode in fast
so [classmates] won’t know, but then they still know it
because they peek at it” (Family C). An 11-year-old said
students in his district received six-digit passwords; his
8-year-old brother said students sometimes “type ran-
dom numbers and then get into someone’s account”
(Family B). He suspected that happened to him when
he noticed that his account’s profile image had changed
from a penguin to a bicycle. He said he told his teacher,
“so she told, like, the principal and then they made an
announcement, like, no hacking.” When asked if he had
to change his password, he replied, “No, they don’t like
me to change the passwords.”

Other children said their schools offered options to
change passwords. One eleventh grader said her school
used students’ birthdays as passwords, adding that “you
didn’t have to change it, but it was an option” (Family 13).
She said that while she learned about “safety precau-
tions” in school, this included “nothing about pass-
words.” A 10-year-old boy explained that at the begin-
ning of the school year, students have the option of
changing their passwords; “right before, we’ll do a video
that’s [about] how tomake a good password” (FamilyW).

Some children did not consider information flows
that involved others accessing their school materials
problematic. An 8-year-old justified disclosing her school
password to an interviewer because “you don’t really
get to any of our private information by a Chromebook”
(Family G). A 7-year-old expressed little worry about
others looking on his school computer because “every-
body in my class has the same [information on their
Chromebooks]” (Family C). While the presence of plat-
forms like Google in classrooms has rightly raised pri-
vacy concerns (Kumar et al., 2019), these children did

not seem to share such concerns. Considering the edu-
cation context from a child’s viewpoint may help explain
why. Children are required to go to school, follow the
schedules set out for them, complete the tasks assigned
to them, and submit their work for evaluation. Younger
children in particular experience little autonomyover the
information on their Chromebooks, so they may find it
appropriate for that information to flow to others, even
if it sits behind a password.

5. Discussion

Based on our analysis of children’s perspectives of
password management practices in three contexts, we
explain why strengthening children’s privacy literacy
requires focusing on norms rather than rules. One way
adults can strengthen children’s privacy literacy is by tak-
ing advantage of learning moments to discuss privacy
norms with children.

5.1. From Rules to Norms

While rules and norms shape behavior, rules “tend to
be explicit and emanate from authoritative sources,”
whereas norms emerge, vary, and shift more flexibly
than rules (Nissenbaum, 2019, p. 227). CI’s parameters
of information flows—subject, sender, receiver, informa-
tion type, and transmission principle—provide a rich set
of variables for dissecting norms, while rules flatten infor-
mation flows to one or two parameters, obscuring oth-
ers. Rules like ‘don’t tell anyone your password’ ascribe
secrecy to the password. Secrets refer to information
that is hidden, typically because it could reflect nega-
tively on someone. Passwords are not secrets in this
sense; they require protection not because of what they
mean but because of what they do—control access. In CI
terms, secrecy equals the stoppage of information flows,
but children did not experience passwords as secret.

A more fitting transmission principle is confidential-
ity, which “focuses on relationships” and “involves trust-
ing others to refrain from revealing personal informa-
tion to unauthorized individuals” (Richards & Solove,
2007, p. 125). Rules like ‘don’t tell anyone except a par-
ent or teacher your password’ imply confidentiality with
their reference to those who typically hold the position
of trusted adult in children’s lives. Children’s responses
surfaced additional transmission principles that govern
information flows involving passwords, including require-
ment (disclosing a password because someone needs it),
exchange (disclosing because you’ll receive something in
return) and mutuality (disclosing as a form of relational
intimacy).

These principles implicate trust, raising questions
like, do you trust this person needs the password?Do you
trust that disclosing a password will yield the promised
benefit? Do you trust that your friendwon’tmess up your
account? While children may implicitly consider these
questionswhendecidingwhether to disclose a password,
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efforts to strengthen children’s privacy literacy should
make this questioning explicit. Rather than tell children
what is or is not private, educational efforts should help
children determine when information should or should
not flow in a particular situation.

We do not suggest abandoning rules; indeed, their
clarity and simplicity can scaffold learning and skill devel-
opment, especially for younger children. But we propose
that adults connect rules to norms and discuss rules
in terms of contextually appropriate information flows.
The rule ‘don’t tell anyone your password’ becomes
‘only disclose your password to someone you trust.’ For
younger children, rules can define trusted recipients,
such as parents, close friends, or teachers until chil-
dren recognize how to evaluate trust. As children grow,
rules evolve.

CI gives adults and children a vocabulary to discuss
the positive and negative implications of information
flow. For instance, a few children expressed comfort
telling a close friend a password. In CI terms, this flow
could be appropriate because it supports close relations
between peers, an important societal priority. As chil-
dren grow, privacy literacy’s objectives shift from helping
children understand the rationale behind rules to helping
them recognize what makes certain information flows
more appropriate than others. Applied to passwordman-
agement, this means that as children gain experience in
different social contexts, privacy literacy becomes less
about their knowing why they shouldn’t disclose a pass-
word (rule) and more about their ability to make deci-
sions about disclosing a password (norm).

5.2. Using Learning Moments to Strengthen Children’s
Privacy Literacy

One way to integrate privacy literacy into children’s
everyday lives could be through identifying learning
moments. Consider Family S, where a 5-year-old boy dis-
closed an iPad password to an interviewer even though
his mother had told him passwords should be guarded
like house keys. She could have presumed her son forgot
or didn’t understand her advice. Instead, she suggested
he might have trusted the interviewer. Rather than view-
ing her son’s behavior as wrong, she considered the situ-
ation from his perspective and recognized how he could
have perceived the information flow to be appropriate.

This kind of thinking can attune caregivers and edu-
cators toward opportunities for learning moments to dis-
cuss appropriate privacy behavior. One could imagine
the Family S parent asking her son why he disclosed the
password to the interviewer and the two collaboratively
generating scenarios when it would and would not be
appropriate to disclose passwords. Talking through sce-
narios in connection with examples from children’s lived
experience can concretize the abstract concept of norms
for children. Conversely, one could imagine a parent chid-
ing a child for breaking the ‘no telling passwords’ rule,
which also occurred in our interviews. Where attending

to norms can promote inquiry with children, enforcing
rules leaves little room for conversation.

This CI-based approach can also help adults consider
what types of privacy lessons will resonate with chil-
dren. For instance, some children did not express con-
cern at others viewing their Chromebook information.
The differing norms that govern the education and fam-
ily life contexts can explain why children might not ques-
tion those information flows. In addition, some school
password practices went against security best practices.
Thus, while school is an obvious place for children to
learn about privacy, such lessonsmight bemore effective
if they discuss privacy flows in non-education contexts.
In other words, a lesson on password security might res-
onate more if it uses the example of protecting a game
account rather than a school account. This also under-
scores the value of reinforcing privacy lessons across dif-
ferent social contexts (Kumar et al., 2019).

Grounding privacy literacy in appropriate norms does
not mean ceding responsibility for information flows to
children. Parentsmaywant to know a child’s password so
they do not have to reset a device if/when the child for-
gets it. Teachers may write student passwords on index
cards because helping children reset their passwords
if/when they forget them consumes valuable instruc-
tion time. Practices that seem to contradict general pri-
vacy and security advice make sense in context, par-
ticularly when considering children’s evolving cognitive,
social, and emotional development. Indeed, any attempt
to strengthen children’s privacy literacy must accommo-
date variations in children’s developmental capacities,
caregivers’ child-rearing approaches, educators’ peda-
gogical styles, policies of institutions like schools, affor-
dances of digital platforms, and privacy regulations per-
taining to children’s data. While recent work has begun
to develop privacy-related guidance for children of differ-
ent ages (Prior & Renaud, 2020), we believe CI offers a
means to address several of these variations because of
its commitment to norms over rules and its attendance
to privacy as the appropriate flow of information.

6. Conclusion

Drawing on discussions about children’s password man-
agement practices in 30 families, we offer a new
approach to privacy literacy grounded in CI (Nissenbaum,
2010, 2019). We recognize this type of privacy education
requires more effort than giving children a rule to follow,
and we encourage further participatory work with chil-
dren, caregivers, and educators to translate CI into age-
appropriate forms. But oversimplifying privacy as a prop-
erty of information (i.e., passwords are private) or reduc-
ing it to a set of black-and-white rules (i.e., don’t tell any-
one your password) does children a disservice because it
does not take into account their lived experiences with
information management. Framing privacy as a set of
rules centers children’s compliance rather than their skill
development. We argue for strengthening children’s pri-
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vacy literacy not in terms of teaching them rules but by
helping them enact appropriate information flows. The
latter will better equip them for the informationmanage-
ment tasks they will face as they get older.
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1. Introduction

Drawing on the plethora of data on teenagers’ online
privacy practices, on the one hand, and digital parent-
ing, on the other, one cannot but conclude that privacy
evokes a wide range of moral considerations (Blum-Ross
& Livingstone, 2017; Flores & James, 2013). Our inquiry
starts from this observation and argues, in line with oth-
ers (Jorge & Farrugia, 2017), that in order to understand
actual privacy behaviours, the “underlyingmoral logics in
young people’s accounts of their practices” (Berriman &
Thomson, 2014, p. 583) warrant more in-depth research.
Given that family plays a major role in how children
and young people learn to deal with media and life

(Clark, 2013; Paus-Hasebrink, Kulterer, & Sinner, 2019),
this article proposes a context-sensitive ecological per-
spective, exploring the interaction between families’ pri-
vacy practices, which are inherentlymoral, and children’s
“as both developing beings and active moral agents”
(Montreuil, Noronha, Floriani, & Carnevale, 2018, p. 25).
We will speak about ‘onlife’ privacy, emphasising that
“the physical and the digital are not separate realms, but
jointly part and parcel of the human condition” (Koops,
2018, p. 654).

In doing so,we build on qualitative data thatwere col-
lected for the PhD study of one of this article’s authors
(Mostmans, 2017). The research included 10 Flemish
socially privileged families with a keen interest in dig-
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ital technologies. In these families at least one child
had just made the transfer from junior to senior school
and was about to hit puberty or had just entered his
teens; so-called “emerging teenagers” (Paus-Hasebrink
et al., 2019, p. 53). From other studies, we know that
these families offer an interesting scene for inquiring
privacy and the surrounding moral negotiation. With
children striving for more autonomy and intense digi-
tal media use, these families are increasingly confront-
ed with various turning points, lively debate, unease
and concern, also regarding privacy (Kaare, Brandtzaeg,
Heim, & Endestad, 2007).

This article aims to contextualise the set of princi-
ples children and parents in these families use to navi-
gate onlife privacy. We draw upon a somewhat forgot-
ten, but remarkably topical interdisciplinary framework
developed in the 1970s by Wolfe along with her col-
leagues Laufer and Proshansky, for analysing the differ-
ent dimensions of privacy in the family context. We bring
these dimensions into dialogue with recent studies on
how both parents and children enact morality regarding
privacy and the Internet.

The first part of the article starts with defining moral-
ity, addressing the family as the primary, secure set-
ting for moral socialisation and discussing how emer-
gent teenagers affect the private–public dynamics with-
in families. We then shed light on the three dimensions
of privacy, as proposed in the aforementioned analytical
framework, and the four key principles that have become
apparent in recent studies on young people’s narratives
of Internet experiences. In the second part, the method-
ology is explained. The third part unfolds the findings of
the study organised along the three dimensions and key
moral principles children and their parents fall back on
to justify their practices. Overall, we underline the impor-
tance of the quadruple R framework within this particu-
lar socialmilieu as a set ofmoral principles to orient one’s
own behaviour and interpret that of others.

2. Theoretical Background

2.1. Morality in Family Context

Morality can be defined as a person’s negotiation with
the values and beliefs that are displayed within a shared
culture, community, or group. On an individual lev-
el, morality is about evaluating one’s own and other’s
behaviour, principles, judgment, norms, and values. On a
social level, morality ties us all to each other and makes
it possible to fulfil our strong need to be part of a
group. Moral experience, development, and agency are
shaped by interpersonal interactions and group involve-
ment (Haidt, 2003; Hitlin & Vaisey, 2010).

Everyday family life is the primary realm of moral
experience. It is where morality is recurrently practised,
values are learned and tested, and beliefs are given
and challenged. Academic literature shows that par-
ents serve as models of morality—in terms of setting

the example—for their children (Steinberg & Silk, 2002).
Everyday family life “is imbued with implicit and explicit
messages about right andwrong, better andworse, rules,
norms, obligations, duties, etiquette, moral reasoning,
virtue, character, and other dimensions of how to lead a
moral life” (Ochs & Kremer-Sadlik, 2007, p. 5). Discursive
approaches to morality have demonstrated that moral
norms are constantly negotiated and enacted in fami-
ly interactions (Sterponi, 2003). In narrative psycholo-
gy, everyday interactions among parents and children
are viewed as a key component in the formation of the
moral self, for both parties (Pasupathi & Wainryb, 2010).
Therefore, what we call morality includes how both chil-
dren and parents explain, givemeaning to, and construct
narratives about privacy.

In particular with emergent teenagers who seek to
gain autonomy in developing a personal identity, it is
fairly common that families have to deal with conflict-
ing perceptions of the moral values surrounding privacy.
As children enter adolescence, they gain more indepen-
dence and aloneness, explore tactics to avoid parental
control, negotiate rules with their parents, and see their
opportunities for unsupervised interaction with others
proliferating, both online and offline, such as on their
way to school (boyd, 2014; Zimmer-Gembeck & Collins,
2003). They seek more privacy, for instance in their
rooms or by hiding information from their parents, as
they hold on to the increasing importance of secrecy
(Kaare et al., 2007; Livingstone & Sefton-Green, 2016).
A wide spectrum of media practices, such as listening to
music, having one’s own smartphone, gaming, interact-
ing on social media, accompany this process (Ortner &
Holly, 2019). Teenagers use online media, and in particu-
lar social media, “to show to peers that they grew out of
childhood” (Balleys & Coll, 2017, p. 887). That makes it
more difficult for parents to keep up with their children’s
engagement with the media and, essentially, with oth-
ers. Especially teenagers’ commitment to peer culture,
enacted through intensive online interaction, can accel-
erate processes of distancing in the family (Kaare et al.,
2007). Recent studies, however, show that parents are
still seen as the source of inspiration and values and fam-
ilies as the beacon of moral guidance (Girsh, 2014; Jorge
& Farrugia, 2017).

2.2. A Three-Dimensional Definition of Privacy

Contemporary scholarly work on both digital childhood
and children’s morality converges on the position that
children are participants in their own right who are capa-
ble of understanding and experiencing life, but that this
cannot be divorced from the sociocultural contexts in
which they growup (Frankel, 2012). The establishment of
a child-oriented and ecological approach to privacy can
be traced back toWolfe alongwith her colleagues (Laufer
& Wolfe, 1977; Wolfe, 1978). In their pioneering work,
the North American scholars start from a child-centred
perspective that stresses the equal importance of “age
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and age-related experiences” (typically a psychological
concern) and the role played by “cultural and sociophys-
ical environmental factors” (a traditionally sociological
concern; Wolfe, 1978, p. 175). In more recent scholar-
ly work on childhood, media, socialisation, and develop-
ment, exactly this dynamic interplay of individual and
structural components has become key in understand-
ing children’s dealings with digitally networked devices
(Paus-Hasebrink et al., 2019). The framework thus pro-
vides a good starting point to analyse how emerging
teenagers’ concepts of privacy are tied to concrete sit-
uations in everyday life.

The framework points to three interacting dimen-
sions that shape how young people conceptualise and
experience privacy and privacy infringement. It accentu-
ates that these three dimensions are dynamic through-
out time and history. Hence, the way people (not
only children) alter as they progress through the life
cycle influences how they perceive and define privacy.
However, larger sociohistorical transformations also out-
line the paradigms for people’s thoughts on childhood,
adulthood, parenting, and privacy. Furthermore, the
framework acknowledges that the three dimensions are
differential across various cultural and social contexts.

First, there is the self-ego dimension of privacy. It
shows that the psychological aspects of privacy, such as
protecting, nurturing, and enhancing the self, and the
possibility of separateness, being and functioning alone,
are intrinsically connected with moral values such as
personal dignity, freedom to choose your own move-
ment, personal agency for control, and choice over with
whom one’s personal information is shared (Burkell,
2016). Although not widely accepted, the relationship
between respect for children’s individuality, privacy, and
well-being is a cornerstone in the 2007 World Health
Organisation’s framework of good parenting and a child’s
right (cf. UnitedNations General Assembly, 1989, Art. 16).
In Flanders, where this study’s data were gathered, The
Office of Children’s Rights Commissioner, founded in
1997, is active in ensuring this.

This brings us to the second, so-called environmen-
tal dimension that shapes which privacy options young
people have at their disposal. Here, cultural meanings
about privacy, such as mores of a community, cultural
meanings, tradition, values, lifestyle, and history play an
important role (Laufer &Wolfe, 1977, p. 24). The authors
point out that especially culture, which includes cultur-
al imageries about good parenting, family life, or child-
hood, is a decisive and robust environmental element.
Likewise, the interaction between social and physical
aspects of environments deserves attention. For exam-
ple, social arrangements, family composition, types of
tasks required (such as studying, working) and rituals
(such as family meal, bedtime) circumscribe the avail-
able options on which young people are dependent
and from which they can draw to give meaning to pri-
vacy. These are entangled with physical characteristics
of places (such as design, available technologies, and

the physical presence of people). Clearly, since then,
the public–private boundaries of the family home have
changed drastically, not the least with online media. It
has become more difficult to prevent the outside world
from entering the home, and vice versa—the privacy of
the home is easily shared with distant others. Hence, the
home and family, typically seen as one of the key private
spaces, faces the complexities of interactions stretching
out over online and offline contexts (Koops, 2018).

This leads us to the third so-called interpersonal
dimension of privacy. This dimension has attracted a
dominant focus in scholarly work on young people and
online privacy (see for example Zarouali, Poels, Walrave,
& Ponnet, 2019). It deals with questions such as what
information children choose to share with others about
themselves and how they try to learn to be in con-
trol of that (e.g., disclosure of personal information).
This requires management on a daily basis and pro-
duces conflicts with others and with oneself, especial-
ly for young people who often face situations that are
controlled by adults and technologies. However, child-
oriented research indicates that self-disclosure behaviour
of young people, often deplored by adults, is a key com-
ponent in strengthening social ties among peers. By elic-
iting and providing feedback, support and empathy from
and to others, young people construct and exploremoral-
ity, in terms of belonging, community, the relationship
between the self and the other, etc. (Balleys & Coll, 2017;
Mostmans, 2017). On the other hand, as their social life
is expanding and their moral agency is developing, young
people also struggle with finding a balance between the
boundaries of online peer groups and personal bound-
aries (Adorjan & Ricciardelli, 2019).

2.3. Privacy and Morality: The Quadruple R Principles

Notwithstanding the popular image of teenagers’ rash-
ness in online privacy matters, studies from the recent
past increasingly show that young people care deeply
what they want to share about themselves with others
(Balleys & Coll, 2017). This sensitivity seems to resonate
with the amount and tone of media coverage on online
privacy (De Wolf & Joye, 2019) and increasing atten-
tion to digital media literacy in education (Pangrazio
& Cardozo Gaibisso, 2020). From research on digital
parenting, we learn that parents too are sensitive to
their children’s privacy, not only in terms of protecting
their children from malicious intrusion (e.g., predators,
harassment) and commercial exploitation (e.g., adver-
tising, tracking, dataveillance), but also in their rela-
tionship with their children (Blum-Ross & Livingstone,
2017). Together, these studies seem to suggest that
both children and parents mobilise four key categories
to orient their conduct and the interpretation of oth-
ers’ conduct, namely: risk, responsibility, reputation, and
respect; coined as the quadruple R principles.

First, among children, risk awareness is an impor-
tant moral compass to fend off dubious digital activi-
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ties (Adorjan & Ricciardelli, 2019; Berriman & Thomson,
2014). Parents also continue to frame their concerns
about their children’s online interactions within the
wider cultural imaginaries of stranger danger, in which
media coverage plays a magnifying role (Drotner, 2013;
Leick, 2019).

Second, young people are increasingly encouraged
to rely on their sense of responsibility. Stimulating self-
reliance is quite common in socially diverse, busy fam-
ilies with teenagers, where moral rules are not always
clearly defined and sanctions are rather limited (Frankel,
2012; Livingstone & Sefton-Green, 2016). In turn, emer-
gent teenagers blame peers who experience negative
side effects of revealing too much personal information
of not being savvy enough or of being vain attention-
seekers (Jorge & Farrugia, 2017).

Third, conscious of the potential consequences that
their digital performances can have on their reputation,
young people demonstrate prudence, both online and
offline (Adorjan & Ricciardelli, 2019). Girls are especial-
ly sensitive to how their online performances might be
received and run the gauntlet of decency by navigat-
ing the social and moral complexities of whether or
not to share sexually suggestive images of themselves
(Ringrose &Harvey, 2015). Parents as well are concerned
about the reputational damage of children’s online rep-
resentation (Autenrieth, 2018).

Fourth, maturing children increasingly attach great
importance to how other people respect their privacy
and take offence at adults (parents specifically) snooping
in their personal space and sharing uneasy details about
children’s personal life online (Lupton & Williamson,
2017). In one of our studies, we found that from the
age of nine, children morally disapprove of parents dis-
closing information about their childrenwithout consent
(Mostmans, Bauwens, & Pierson, 2014).

3. The Study: Sample, Data Collection, and Analysis

In the study at hand, a focused ethnographic research
approach was used (Knoblauch, 2005). Unlike conven-
tional ethnographic work, it focuses on a particular
aspect of people’s daily life and is characterised by
short-term field visits, intensive use of audio-visual tech-
nologies of data collection and more delineated time
spent in the field (in part-time rather than a perma-
nent researcher presence). The fieldworkwas carried out
throughout 2013–2015 in Flanders, the Dutch-speaking
part of Belgium. The sample consisted of 10 fami-
lies with at least one child aged 10–14 years living in
urban and suburban areas. Although the families var-
ied in terms of family type and composition, all par-
ents shared a keen interest in digital technologies (see
Table 1). Some of the parents were tech workers or
worked in communications, with advanced media pro-
ficiency (Michael Daniels, Julia Philips, Peter and Jill
Meyer, Fred Stevens, Daniel Stokman). Others, such as
the Bissettes and the Salomons, could be described as

‘geeky’ families “where digital activities and play are a
source of shared enjoyment and learning” (Livingstone
& Blum-Ross, 2019, p. 70). The rest of the families
balanced between technology-enthused and averse but
were nonetheless convinced of the importance of digital
media for education, work, society, economy, etc. (the
Arnolds family, the Jacobs family, the Mansour family).
Overall, the 10 families scored high in terms of educa-
tional level or income, and in certain cases, in both areas
(see Table 1).

We used different methods of data gathering to con-
textualise the family’s narratives about digital media and
privacy. First, through participant observations, we were
able to: find out how and where the children usedmedia
devices; observe explicit and implicit family (spousal, sib-
ling, parent-child) interactions; make reflective notes on
how parents and children communicated with each oth-
er about or through media; observe the Internet activ-
ities of the children; and audio-record relevant spon-
taneous talk. For example, we asked them about their
recent online activities and experiences (e.g., What did
you post online this week, and why? Did you see or expe-
rience anything special?), and to take us on a ‘digital tour’
around their personal and preferred pages. The children
led the tours, explaining what they had posted, what
they found interesting and fun, and what they did not
like so much.

Second, the participant observations formed the
starting point of individual ethnographic interviews (with
parents and children separately) and group ethnograph-
ic interviews (with the family) in the homes of the fam-
ilies. Given our interest in families’ narratives, the focus
shifted from “what actually happened” to “how people
make sense of what happened” (Bryman, 2012, p. 582).
During one of the visits, parents and other caretakers
were invited to recall how they had experienced privacy
as a child. Parents constructed their life story as a reflex-
ive narrative which allowed us to grasp the moral val-
ues they believed to be critical and how they came into
play in their relationship with their children. While the
individual interviews enlightened us about the individual
experiences of the children and parents, the group inter-
views illuminated how a family collectively made sense
of onlife privacy. We explained that the interviews could
take place anywhere in the house where they felt most
comfortable. Themajority of interviews took place in the
living room or, with some families, in the children’s bed-
rooms. Lastly, to encourage the children’s involvement,
we used various participatory methods, such as cate-
gorising vignettes that described online privacy-related
rules and situations; mapping the family’s home envi-
ronment in terms of media devices and public–private
boundaries (see Figure 1).

Specifically, the analysis of all data for each fam-
ily was clustered along two axes. One axis used the
three privacy dimensions which functioned as analyt-
ical constructs for identifying when, how, and where
privacy-related experiences mobilised moral reflection
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Table 1. Overview of families.

Social milieu

Family 1:
Arnolds

Nuclear family Steve (father), Jane (mother),
Tom (male, 12), Alex (male, 10)

Steve, administrator
Jane, administrator
Double income
High income

Family 2:
Bissette

Nuclear family David (father), Vicky (mother),
Sophie (female, 13),
Anthony (male, 10)

David, museum worker
Vicky, administrator
Double income
High income

Family 3:
Daniels

Nuclear family Michael (father), Jessica (mother),
Kenny (male, age 13), Sam (male, 11)

Michael, university degree,
IT engineer

Jessica, university degree,
IT engineer (in-between jobs)

Median income

Family 4:
Jacobs

Divorced family, 1
single-parent household
(Gemma was raising
Charlotte; father
occasionally came for visits)

Gemma (mother),
Charlotte (female, 14)

Gemma, teacher in primary
school

Stable median income

Family 5:
Mansour

Divorced family, 2
single-parent households
(Max’ father, William, was
not part of the research)

Mina (mother), Max (male, 14) Mina, university degree,
freelance translator, writer
and part-time teacher
(looking for work)

Irregular income

Family 6:
Meyer

Nuclear family Peter (father), Jill (mother),
Eliza (female, 13), Ben (male, 11),
Charlie (female, 9)

Peter, IT engineer
Jill, IT engineer
Highly educated
Double income
High income

Family 7:
Montgomery

Stepfamily, 3 households Denny (male, 14) lives in the Miller
and Phillips households (co-parenting
arrangement).
Vincent (male, 14) lives in the
Simmons and Phillips households
(co-parenting arrangement).
The Phillips household: Walter
(Denny’s father), Julia (Vincent’s
mother), Kevin (Vincent’s brother, 17,
not part of the research)

Walter, executive in IT company
Julia, digital marketing manager
Double income
High income

The Simmons household: Robert
(Vincent’s father, not part of the
research), Jennifer (Vincent’s
stepmother), Anna (female, 9)

Robert and Jennifer,
occupations not available

Double income
High income

The Miller household: Nancy (Denny’s
mother), Simon (Denny’s brother, 20,
not part of the research)

Nancy, teacher in primary
school

Stable median income
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Table 1. (Cont.) Overview of families.

Social milieu

Family 8:
Salomon

Nuclear family Oscar (father), Julie (mother),
Lucy (female, 16), Harry (male, 13),
Luke (male, 10), Trixy (female, 5, not
part of the research)

Oscar, attorney and historian,
tech worker/creative worker
in a digital design agency

Julie, attorney; in between jobs
at the time of the study

Double income
High income

Family 9:
Stevens

Nuclear family Fred (father), Gina (mother),
Nathan (male, 13), Alexander
(male, 9), Ellie (female, 5, not part of
the research)

Fred, director sales and
marketing in HR software
company, digital expert

Gina, teacher in secondary
school

Double income
High income

Family 10:
Stokman

Stepfamily, 2 households Daniel (father), Lisa (mother, not part
of the research), Rani (stepmother),
Daria (female, 10), Thomas (male, 9),
Lily (female, 5, not part of the
research)

Daniel, tech worker
Rani, communication officer in

IT research institute
Double income
High income

Note: All names used are pseudonyms. Both parents and children gave fully informed consent.

Figure 1. Example of a child’s media use map.

and decision-making. The other axis used the quadru-
ple R principles, as explained above, to analyse how and
when parents and children invoked them. For example,
the following excerpt would be coded as interpersonal
and reputation:

We will regularly have a conversation about that,
among others about time. I have talked with him,

I said, realise that if you write something somewhere
that….You know, if you say something to someone,
that is gone, but if youwrite something it remains vis-
ible. On the other side, it may also be read by parents.
Therewere some lame comments, icons like turds and
all those things, so it was not at all, how should I say
it…shocking or so. But you know, you want to give a
guideline….For example, on his mobile phone, he let
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me hear a sound recording of one of his friends fart-
ing, if I may say so. Yes, I understand that they are
teenagers. But I wouldn’twant him to do that to some-
one else, so these are things I try to talk to him about.
(Gina, emphasis added)

In using data analysis software, we were able to obtain
an integrated perspective on every single family as well
as a comparative perspective on all families involved.

4. Findings

4.1. Respect for Privacy as a Family Rule

Overall, our findings show that privacy is an important
value that manifests itself culturally and sociophysically.
All parents acknowledged that privacy is a self-evident
right, both for adults and children. Apart from Rani, step-
mother in the Stokman family, all parents were born and
grew up in Flemish families between the late 1960s and
late 1980s. However, having been raised in families with
different class backgrounds, parents sometimes had dis-
senting opinions about the boundaries of their own and
their children’s privacy and had to bring their divergent
privacy experiences as children and teenagers in linewith
one another. Some of the parents recounted a strong
sense of privacy in their families (e.g., not opening the
mail of others; private bedrooms). Others grewup in fam-
ilies where they had little privacy. For some, this was
accompanied by control and distrust by their parents. For
example, Rani deplored the fact that she, as an adopted
childwith two strict parents of older age, was raised in an
“overprotective” and “old-fashioned” household and had
not enjoyed as much privacy as her peers in her youth.
Oscar, the father in the Salomon family, mostly remem-
bered his family’s difficult relationship with secrecies; his
father being a “closed book” and his “suspicious” moth-
er “always wanting a thousand details.” Others who had
also experienced little privacy at home did not neces-
sarily have unpleasant memories of their private experi-
ences as a child. They reminisced about their family as a
buffer of safety and trust, in which family members were
open and transparent (e.g., no locks on the door).

Despite the variety of life stories, all parents present-
ed privacy as a cornerstone of their child-rearing prin-
ciples. For example, Rani was determined to do things
differently with her stepchildren and stressed the idea
that good parents “of our time” should respect their chil-
dren’s privacy and allow them some agency in choosing
separation from their parents. In this sense, she actively
sought to stimulate the children’s self-reliance. Returning
to the definition of privacy as outlined before, this and
similar stories demonstrated how the cultural meanings
surrounding privacy, in terms of values and norms, were
widely shared within this social milieu.

In combination with most of the families’ advan-
tageous living conditions, the opportunities for both
parents and children to retreat were plentiful. Apart

from Max, all children grew up in spacious, single-family
dwellings that offered many opportunities for privacy
experiences. Most of the children had their own bed-
room (at mother’s and father’s place if parents were sep-
arated), sometimes even their own floor or back house.
Some children still shared their bedroom with a sibling
but had the prospect of having their own bedroomwhen
they would leave primary school. A wide array of shared
devices (such as desktop computers, laptops, television),
as well as individually used items (such as smartphones,
game consoles, tablet computers, music players), was
scattered across pretty much the whole house.

In the various types of family settings we investi-
gated, we found that both parents and children used
the potential of their living environment to produce
privacy opportunities for themselves. Hence, not only
did children report that they retreated into their bed-
room or used earphones to create “unbothered” alone-
ness, parents also described how much they “needed
to be on their own.” The wish for separateness, typical-
ly ascribed to teenagers and problematised as a risk to
the family’s togetherness (Livingstone & Sefton-Green,
2016), was thus also palpably articulated and practised
by the parents. For instance, Mina, a single mother liv-
ing with her son in a two-bedroom apartment, empha-
sised the importance of physical withdrawal at home.
Other parents claimed the use of technological devices
which allowed for psychological rather than physical
withdrawal. Earphones proved to be important technolo-
gies to enable this kind of separateness. Parents also
used these technologies to create “interactional bound-
aries” (Laufer &Wolfe, 1977, p. 33) in rooms shared with
their children.

Given that the children hardly ever recounted con-
flicts with their parents about privacy, it can be assumed
that they felt indeed respected in their right to a cer-
tain amount of control and choice in their movements,
interaction with others, and information needs. Overall,
the children rarely expressed feelings of being in situa-
tions that heavily restricted the available forms of privacy
in their family environment. Apart from disputes among
siblings, sometimes even during the interviews, all chil-
dren were relatively comfortable about how their family
(or families, in the case of separated parents) engaged
with their privacy.

4.2. Exceptions to the Rule

Especially with children entering their teenage years,
parents expressed their desire for trust and rapport,
encouraging their children to share their concerns and
disturbing experiences, and at the same time allowing
their maturing children privacy. Emotional involvement
and trusteeship, often found in research on middle-class
families and digital parenting (Livingstone & Blum-Ross,
2019; Naab, 2018; Ortner & Holly, 2019), were accom-
panied with a firm belief in children’s empowerment
and self-reliance. In particular parents—fathers mainly
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and some mothers who were apt consumers of digital
media—articulated a deep sense of trust in their chil-
dren’s growing capabilities because of their own per-
sonal digital skills to which their children could resort.
Overall, mothers displayed less digital self-confidence
than fathers but told us that they worked hard to estab-
lish a trust relationship with their children. For example,
Gina could not imagine how her three children would go
about with privacy on the Internet in the near future, but
was pretty hopeful that “they will just dare to tell or ask
me and then we’ll see when the moment is there.”

Parents reported that they had invested a lot of effort
into teaching their emergent teenager lessons about
what to share with whom. For example, they typically
used the momentum while creating a social media or
game account for their children to talk about privacy
and the rules they had to keep in mind. Most of all, par-
ents stressed the importance of working towards open
communication and trust. In such a family climate, par-
ents showed a fair amount of trepidation about manag-
ing their children’s online practices and distanced them-
selves, mainly mothers, from other mothers who had
commented on their so-called “liberal” and “trusting”
digital parenting style. For example, Jessica criticised
thesemothers “for not giving their children enough room
to freely explore the Internet,” while Gemma accused
themof being “not sufficiently emotionally involvedwith
their children, resulting in unpleasant privacy-related
experiences.”

Although the emergent teenagers were allowed con-
siderable leeway, parental intervention in their privacy
was consistently justified based on the same principles.
In line with other studies, noted at the outset, concern
about risk, responsibility, and reputation functioned as
leads for explaining the onlife privacy rules at home.
As long as parents intervened in line with these three
entangled principles, teenagers would concur with that.
For example, Walter instituted the practice of posting
a message on his oldest daughter’s Facebook timeline
when she forgot to close her account after using his lap-
top. Since there was a heavy sense of taking responsibili-
ty for your online privacy in this family, Lucy did not inter-
pret this as an invasion of her privacy by her father but
as “her own fault.”

But if privacy infringement by the parents could
not be accounted for by these principles, emergent
teenagers displayed great moral indignation. In the fam-
ily Daniels, for instance, the oldest son had discovered
via his history that his father had snooped into his
logged-in Facebook accountwhile working on the shared
family computer. His younger brother was immediate-
ly on board and shared his brother’s anger. So did the
mother, who confronted her husband with this privacy
intrusion. This incident was told by the mother with a
mixture of embarrassment and indignation, as she saw
it as a transgression of a clear family norm. She also
found it difficult to reconcile the father’s behaviour with
the family’s ideas about parenting which were firmly

based on empowering their children by endorsing their
self-confidence. Another incident concerned Denny. This
boy, with separated parents, was heavily disappointed
in his father who had checked private messages on his
smartphone without his knowledge and contrasted his
father’s conduct with his mother’s “great respect for
his privacy.’’

4.3. ‘Keep Yourself and the Family Safe’

Risk of privacy intrusion from outside the family was a
main concern in the narratives the families relied on to
give meaning to privacy. Interaction with unknown oth-
ers was regularly mentioned as the first thing they would
never do. Adult strangers were especially defined as not
trustworthy to share personal information with. Parents
pointed at the risk of predators and imprinted their chil-
dren never to share personal details with unknown oth-
ers. Daria re-enacted this rule in her own words as “peo-
ple with bad intentions” and Denny as “people who
might seek you out and harass you.”

The families were also particularly occupied by the
risk of burglary and parents had taught their children
never to share online information about home address-
es. Nonhuman actors, such as obscure games, shopping,
and downloads, were also considered as potential pri-
vacy invaders. In this respect, “never disclose contact
and banking details to unknown others” was regularly
recited as a mantra. These children were raised with the
idea that amidst an increasingly insecure and complex
world, the family is your stronghold that helps you keep
safe, but at the same time needs to be protected as well.
Hence, children also were given a share of the responsi-
bility to protect the family against intruders; they articu-
lated a strong sense of co-responsibility in keeping their
family safe. This sometimes meant that children did not
tell their parents when they experienced privacy inva-
sions on the Internet, fearing that their parents would
have called into question their sense of duty, as Thomas
explained to us.

4.4. Care of the Self and Moral Superiority

Reputation and one’s task to watch over this were consis-
tently linked with the self-ego dimension. Personal dig-
nity was a repeated motif in the children’s narratives.
The emergent teenagers, who were allowed to go on
social media when they entered secondary school, were
especially conscious about what they would post online
and what they would not. As demonstrated in many
other studies, constructing ‘a sense of self’ has become
increasingly a matter of digital performances and espe-
cially pictures. Parents also demonstrated concern about
how they might be portrayed online; sometimes diverg-
ing in couples about the acceptability of photos, in terms
of whether the other did not come out badly or was
not ridiculed. Hence, protecting one’s vulnerability and
avoiding potential exposure to mockery and rejection

Media and Communication, 2020, Volume 8, Issue 4, Pages 185–196 192

https://www.cogitatiopress.com


were described as the main reasons why they would not
share anything about themselves online. For instance,
pictures in a swimming suit, asleep in bed, naked in the
bath, naked tout court, were all examples of what they
“would never share online.”

Whereas the children’s and parents’ narratives on
risk were mostly in unison, ideas about reputation could
vary greatly. In this respect, the sharenting habits of par-
ents in general and their own parents specifically were
criticised. In the family Salomon, for instance, both par-
ents were avid social media users and bloggers who reg-
ularly published pictures of their four children without
their consent. The three oldest children took no offence
in their parents’ routine of talking about and sharing
these pictures online. However, an old bathtub picture
of the oldest daughter with her younger brother Harry as
very young children was “unpalatable” from the daugh-
ter’s viewpoint. The other son Luke was not pleased with
a picture that his parents recently posted on Facebook of
his brother and him fallen asleep together in the family’s
guest bed. The children showed sensitivity to embarrass-
ing pictures that might be differently perceived by peers
than parents.

Our findings also suggested that “moral judgements
are genderised” (Jorge & Farrugia, 2017, p. 286; see
also Ringrose & Harvey, 2015). Several examples of gen-
der normativity emerged in our dataset. Fathers were
especially concerned about their daughters (Salomon,
Stokman). Gender normativity also emerged when sons
did not fully conform to prevailing beliefs aboutmasculin-
ity. The 11-year-old son in the family Daniels revealed to
“really like” My Little Pony: “I’m like, I want to say it but
I just don’t dare.” The mother was concerned about her
son’s vulnerability if he shared this online. The son also
thought very carefullywithwhomhewould dare to share
this online.

Young people manifested a lot of concern about how
to protect one’s reputation online, and at the same time
also disdain for others who, according to them, were too
careless with their privacy. When we asked them to give
an example, they only involved girls. The older boys in
our study, such as Denny, expressed moral disapproval
of girls who had published or had been exposed in semi-
nude photos, as the following excerpt illustrates:

In first grade, during the examination period, there
was some strange girl in second gradewhohad posted
a nude picture of herself. Well, she didn’t post it her-
self. Apparently, it was her stepsister who had done
this….But you do not take nude pictures of yourself,
to begin with.

The older girls, such as Charlotte, growing up with her
single mother, demonstrated a great sensitivity about
which pictureswould bemorally questionable. In explain-
ing to us what pictures she would never post, she clear-
ly distanced herself from other girls who, according to
her, “could do what they like,” but that she “would not

post beach pictures of herself in a bikini, no thanks,” giv-
en that “men could see that too.”

Similar examples of displayingmoral superioritywere
also found among young children, but more in terms of
“stupid children” who do not know that it is not safe to
share personal details on the Internet. As found in other
studies, the terminology that the children in our study
used suggests that young people from dominant back-
grounds who are raised in the spirit of empowerment,
make themselves morally superior to weaker ones (e.g.,
Jorge & Farrugia, 2017). Their ideas resonated with how
parents talked about other parents, who “have not stud-
ied” and therefore “do not know how to assist their chil-
dren properly” (Rani), and hence “have negative experi-
ences with their children” (Gemma).

5. Conclusions

This study sought to attain a contextualised understand-
ing of family narratives about onlife privacy. More par-
ticularly, we wanted to shed light on the nexus between
children’s and parents’ moral accounts. We focused on
the family as the prime setting for moral socialisation,
including the establishment and negotiation of rules and
values surrounding privacy. To this aim, we analysed the
data of a focused ethnographic study with 10 families,
organised along two axes: (1) the three dimensions of
privacy (self-ego; environmental; and interpersonal) and
(2) the quadruple R principles (risk, responsibility, reputa-
tion, and respect for privacy). The integrationwas helpful
to understand the complexity of family life; it invited us
to be attentive to the different dimensions of privacy and
myriad moral meanings surrounding it.

There are several limitations to this research. First,
although every family and every situation were different,
they all were from “dominant backgrounds” (Livingstone
& Blum-Ross, 2019), with high financial resources and/or
cultural resources and therefore sharing a keen inter-
est in the importance of digital technologies in society.
Acknowledging the limitation of only shedding light on
this particular social milieu, this study nevertheless con-
tributes to a more in-depth understanding of how dom-
inant narratives on digital media and privacy in west-
ern society, circulating in the media, education and poli-
cy milieus, are (re)produced in privileged family circles.
Against our expectations, given their affinity with dig-
ital media, high cultural capital and open-mindedness,
the parents in our study mobilised stories on stranger
danger, sexual predators, and cyberbullying to explain
their practices and attitudes regarding their children’s
online privacy. Although research has found that liber-
al parents, as in our study, adopt a more nuanced and
critical stance towards moral panics on children (boyd
& Hargittai, 2013), we found that even self-confident
parents with advanced media proficiency construct their
moral narratives within the wider cultural discourses on
media and their risks for children. What is more, both
parents and their children seemed to rely on these nar-
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ratives to morally distance from “naïve” and “ignorant”
others who failed to handle their onlife privacy proper-
ly, despite all the information circulating on the risks of
the Internet.

We are also mindful of the fact that, given the ethno-
graphic approach, the study remained necessarily small-
scale, impeding us from drawing generalising conclu-
sions for Flemish middle-class families. Finally, the fact
that the data go some years back in time, we were not
able to touch on more recent developments in technol-
ogy use, such as online tracking devices, and its poten-
tial impact on the rapport between parents and children
regarding privacy.

However, in agreement with the underpinning idea
of Wolfe’s et al. framework and research on cultural
imageries (Leick, 2019), we would argue that culture and
the dominant perspectives of the community, to which
media narratives are inherent, is a robust environmen-
tal element that plays “a decisive role in the way an indi-
vidual defines privacy situations” (Laufer & Wolfe, 1977,
p. 28). Hence, together with recent studies, we found
that the children in our study were brought up with sol-
id moral principles that revolve around risk, responsibil-
ity, and reputation. First, the shadow of the risk soci-
ety returned in both the parents’ and children’s narra-
tives. In that connection, the stranger danger mantra
came in easily, often based on (news) stories they had
heard. Second, parents allowed their maturing children
considerable privacy. They gradually maintained more
distance and gave increased trust, while stimulating self-
reliance. This is compatiblewith generally accepted ideas
about healthy moral development, i.e., to guide chil-
dren towards autonomy and self-reliance. At the same
time, parents also saw it as their children’s task to pro-
tect their personal and the family’s privacy, as they had
taught them the rules. Third, reputation mainly came
to the surface in the children’s experiences. Concerned
about the detrimental effects that disclosing pictures or
details might have on their image among peers, emer-
gent teenagers were watchful and voiced their discon-
tent vis-à-vis their parents when they had shared an
“embarrassing” picture of their children online.

In conclusion, however, we found that respect for pri-
vacy is the decisive principle around which both parents
and emergent teenagers understand onlife privacy with-
in the family circle. Obviously, privacy-related incidents in
family life were reported, but what stuck out is that these
incidents were fiercely discussed, indicating that trans-
gressing privacy rules inside the family was something
one had to account for. As one of the strongest repeat-
ed motifs in the families’ narratives, all parents agreed
that good parenting is built on giving trust and autonomy
to the maturing child and respecting his or her privacy.
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Abstract
How do children understand the privacy implications of the contemporary digital environment? This question is pressing
as technologies transform children’s lives into data which is recorded, tracked, aggregated, analysed and monetized. This
article takes a child-centred, qualitative approach to charting the nature and limits of children’s understanding of privacy
in digital contexts. We conducted focus group interviews with 169 UK children aged 11–16 to explore their understanding
of privacy in three distinct digital contexts—interpersonal, institutional and commercial. We find, first, that children pri-
marily conceptualize privacy in relation to interpersonal contexts, conceiving of personal information as something they
have agency and control over as regards deciding when and with whom to share it, even if they do not always exercise
such control. This leads them to some misapprehensions about how personal data is collected, inferred and used by orga-
nizations, be these public institutions such as their schools or commercial businesses. Children’s expectation of agency in
interpersonal contexts, and their tendency to trust familiar institutions such as their schools, make for a doubly problem-
atic orientation towards data and privacy online in commercial contexts, leading to a mix of frustration, misapprehension
and risk. We argue that, since the complexity of the digital environment challenges teachers’ capacity to address children’s
knowledge gaps, businesses, educators, parents and the state must exercise a shared responsibility to create a legible,
transparent and privacy-respecting digital environment in which children can exercise genuine choice and agency.
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1. Introduction

Children’s lives are traditionally conceptualized as part
of the private sphere, supposedly protected from the
public and commercial spheres by the actions of par-
ents, teachers, and other carefully vetted adults. This
is meant to ensure their safety and well-being, allow-
ing them to ‘just be children.’ But today children are a
major source of data in a hugely profitable data market-
place (Zuboff, 2019). Their lives are, arguably, becoming

datafied—meaning that their possibilities for action, and
the affordances of their lifeworld, are influenced by prac-
tices of data processing determined by commercial and
political priorities far beyond the control or knowledge
of a child (Barassi, 2019; Lupton & Williamson, 2017;
Mascheroni, 2018). This raises urgent questions about
their privacy (Barassi, 2019; Buitelaar, 2018).

UNICEF (2018) distinguishes several dimensions
of privacy affected by digital technologies—physical,
communication, informational and decisional privacy.
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Physical privacy is violated in situations where the use
of tracking, monitoring or live broadcasting technologies
can reveal a child’s image, activities or location. Threats
to communication privacy relate to access to posts, chats
and messages by unintended recipients. Violation of
information privacy can occur with the collection, stor-
age or processing of children’s personal data, especial-
ly if this occurs without their understanding or consent.
Finally, disruptions of decisional privacy are associated
with the restriction of access to useful information or the
operation of automated decision-makingwhich limit chil-
dren’s independent decision-making or development.

We are reaching the point, especially in wealthier
countries, where children’s lives can be called digital-
by-default: Even before birth they may have a digital
profile generated by their parents, a health record pro-
duced by the state, and they may have attracted the
interest of commercial actors. Thereafter, much of what
they do and what happens to and around them will be
digitally recorded, enriching that profile and potentially
shaping their life chances. Digital-by-default is increas-
ingly the policy of national governments, resulting in a
shift away from (expensive) in-person state provision (for
example, for paying taxes, claiming welfare or interact-
ing with authorities) towards online-only services. Until
recently, concerns with this policy focused on digital
exclusion (Schou & Svejgaard Pors, 2019), but increasing-
ly concerns arise for those who are digitally included—
regarding their privacy, and the potential for discrimina-
tory decision-making, as recently resulted from the algo-
rithmic calculation of UK students’ A-level results.

The more complex, risky and potentially exploitative
the digital environment, and the powerful players that
own much of its infrastructure, the greater the public
call for stronger data protection regulation, privacy-by-
design, data justice and a platform duty of care, as well
as for digital literacy education for the public (LSE Truth,
Trust and Technology Commission, 2018). Children are
widely recognized as being among the most vulnerable,
justifying calls for stronger privacy legislation. At the
same time, children can benefit from digital literacy edu-
cation, leading to hopes that they can be taught to be
savvy and resilient in a digital world, and even to critical-
ly understand themodus operandi of the networked data
economy (Buckingham, 2015; Culver & Grizzle, 2017;
Livingstone, Stoilova, & Nandagiri, 2020). However, inso-
far as the digital environment is not designed or reg-
ulated to be legible and respectful of children’s rights
or best interests (Buitelaar, 2018) these hopes may
be unrealistic.

Both regulation and education policies rely on
assumptions about what children can understand or
withstand. Our aim in this article is to examine what chil-
dren can and do understand about online data and pri-
vacy, and how they learn about this, in order to inform
the balance between regulatory and educational poli-
cies and to protect children’s privacy online. Such a holis-
tic approach, involving both regulatory and education-

al solutions aimed at empowering children and safe-
guarding their privacy and other rights, is increasing-
ly advocated by a rights approach to privacy (Lievens,
Livingstone, McLaughlin, O’Neill, & Verdoodt, 2018;
Lupton & Williamson, 2017; UNICEF, 2018).

2. Theorizing Privacy in Relation to the Digital
Environment

Westin (1967) explains privacy as the right of individuals,
groups or institutions to determine if, when and to what
extent information about them is shared with others.
In popular discourse also, “privacy is understood almost
universally as a matter of controlling one’s own data”
(Sarikakis & Winter, 2017, p. 1). However, the empha-
sis on individual control gives rise to many difficulties,
not least because social life is relational (Solove, 2015)
and subject to context-dependent norms (Nissenbaum,
2010). Mulligan, Koopman, and Doty (2016) argue that
privacy is “essentially contested” because it must be
persistently and adversarially debated and defended.
Certainly, it is being intensely debated and defended in
relation to the digital environment (Sarikakis & Winter,
2017), including in relation to children (Kidron, Evans, &
Afia, 2018; Livingstone, 2018).

While the origins of the concept of privacy can be
traced historically, Laufer and Wolfe (1977) offer a devel-
opmental account, tracing its meaning and importance
to the early life of the infant, showing how privacy is vital
to and inseparable from the individuation of the self dur-
ing childhood. Consistent with contextual and relational
accounts of privacy in legal theory, they offer an account
of privacy in which the child’s developing efforts to man-
age information are rooted in their growing capacity to
manage social interaction. This capacity is always contex-
tual and “it is not until long after the child has learned
that he/she has choice that he/she can control access to
himself/herself in a way that makes choice meaningful”
(Laufer &Wolfe, 1977, p. 39). Positing a lag between the
recognition of choice and the capacity to enact choice is
particularly thought-provoking now that children spend
so much time in a complex and opaque digital environ-
ment that offers them little genuine choice or control,
and that substantially disintermediates their parents and
other protective adults.

Neither a universalist approach centred on individual
control nor a highly contextualist approach to privacy is
practicalwhen it comes to protecting children’s privacy in
the current commercialized digital environment. Hence,
we work with a more practical classification that prior-
itizes three digital contexts, informed by Nissenbaum’s
(2010) idea of contexts as social spheres. Specifically,
we propose that children’s lives are primarily framed by
three social spheres in which privacy matters: interper-
sonal (family, peers, community); institutional (such as
the school or health service); and commercial (notably
purchasing, marketing and data brokering). Building on
the work of van der Hof (2016), we also distinguish three
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types of data in the digital environment: data given (con-
tributed by individuals about themselves or about oth-
ers, usually knowingly, although not necessarily inten-
tionally, during their participation online); data traces
(which are left, mostly unintentionally and sometimes
unknowingly, through online activities and captured via
data-tracking technologies such as cookies, web beacons
or device/browser fingerprinting, location data and oth-
er metadata); and inferred data (derived from analysing
data given and data traces, often through the use of algo-
rithms, possibly combined with other data sources, and
also referred to as ‘profiling’).

We suggest that data functions rather differently in
each of these three privacy contexts: In interperson-
al contexts, data meaningfully given is the prototypical
case; in institutional contexts, data is often collected—
as children know from their school or medical records—
although often not fully analysed (Selwyn, 2019); in com-
mercial contexts, the really valuable data is not that
given, nor even that taken, so much as the data that
is then inferred, aggregated and used to generate pro-
files in order to target advertising or for other profitable
purposes within the networked data ecology (Lupton
& Williamson, 2017; Marwick & boyd, 2014; Stoilova,
Nandagiri, & Livingstone, 2019). Given that our stat-
ed aim is to examine whether, what and how children
understand online data and privacy, Laufer and Wolfe’s
emphasis on the development primacy for privacy of
interpersonal contexts gains a new significance in a dig-
ital world in which institutional and commercial actors
have far greater access to children’s actions as mediat-
ed through data processing. Available evidence already
suggests that children’s knowledge of interpersonal con-
texts for privacy online exceeds that of other contexts
(Barassi, 2019; Kumar et al., 2017; Stoilova et al., 2019).
It seems that children largely regard the digital environ-
ment as a ‘personal space’ for self-expression and social-
izing and that, while children are often concerned about
parental intrusion into their privacy, or with the interper-
sonal risks that arise when personal information circu-
lates among peers without their consent, they have little
awareness of future implications of data traces, partic-
ularly in relation to a distant future that is hard to pre-
dict or to conceive of (Bowler, Acker, Jeng, & Chi, 2017;
Murumaa-Mengel, 2015; Pangrazio & Selwyn, 2018).
Even by the time they reach adolescence, children have
little knowledge of data flows or of infrastructure—they
mostly see data as static and fractured, as when located
on different platforms (Bowler et al., 2017), which can
create a false sense of security.

3. Methodology

We conducted 28 mixed-gender focus groups with chil-
dren aged 11–16 years from six UK secondary schools,
two in London and one each in Essex, the Midlands,
Wales and Scotland, selected to represent a mix of
achievement and geographical area. The 169 participants

(85 girls and 84 boys) were selected by their own schools
from among those who volunteered after receiving an
information sheet about the project, on the basis of diver-
sity in background, grades and digital skills. The project
was approved by LSE’s Research Ethics Committee and
consent was given by the children and one of their par-
ents. The focus groups lasted 73 minutes on average and
were held with three school year groups—aged 11–12
years, 13–14 years and 15–16 years.

We designed and piloted participatory research tools
(visuals, games, pen-and-paper tasks, workshop activi-
ties) to engage students, using real-life scenarios and
exemplar digital experiences. To allow children’s under-
standing to emerge spontaneously, we structured the
discussion using a ‘ladder approach,’ starting with more
familiar issues andmoving towards greater complexity as
regards both the privacy contexts and the types of data
we invited children to consider.We first invited children’s
spontaneous perceptions and practices (e.g., apps selec-
tion, checking age restrictions, reading terms and condi-
tions), followed by a game to gauge their familiarity with
relevant terminology (e.g., cookies, privacy settings, dig-
ital footprint, algorithms). Then we conducted exercises
to explore the types of data children share in different
contexts, gradually enabling discussion of less thought-of
issues relating to data harvesting and profiling. Activities
were conducted collectively, some in smaller groups, in
order to generate conversation and avoid any perception
of being tested. All sessions were recorded, transcribed
and analysed using thematic analysis with NVivo.

4. What Do Children Know about Data and Privacy
Online?

4.1. Interpersonal Contexts: Using the Familiar as
a Model

It was immediately apparent that children find it easi-
er and more obvious to focus on interpersonal aspects
of online privacy. This is more familiar and understand-
able to children and it is also the sphere where they have
more agency and control. Childrenwere keen to describe
their privacy strategies in terms of the way they handle
the data they know they give—the pictures they post
online, the links they share, the information they enter
when registering for platforms—in order to protect their
privacy, relationships and reputation. They told us how
they remove unwanted information, untag content, use
‘fake’ personal data, switch between accounts and plat-
forms and use assorted privacy settings and passwords
to protect their devices and data. Children’s actions of
deciding what to disclose, where and to whom, and of
negotiating with others what should be shared online,
emphasize how they value individual control, and their
nuanced appreciation of context, which results in consid-
erable personalization of their choices and tactics.

In dealing with their interpersonal privacy, children
acknowledge that they do not have full control over their
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data because of what Marwick and boyd (2014) describe
as ‘networked privacy,’ referring to the public-by-default
nature of online communications. Thus, children realize
that others could share information about them with-
out permission or beyond the intended purpose or audi-
ence: Parents sharing embarrassing pictures with rela-
tives or friends is a frequent example of how children
feel their privacy is breached. Data traces and inferred
data appear to be much less significant for interperson-
al privacy contexts, although children sometimes men-
tion these in relation to how their information will be
perceived or used by others—their parents might track
their location when they are late home from school, a
burglar could see that they are not at home when they
check in to a holiday destination, some of their distant
friends will figure out that they were not invited to a
birthday party.

Perpetrators of privacy risks are also thought of in
interpersonal terms—the stalker, the hacker, the bully,
the kidnapper, the ‘paedo’ (Livingstone, 2014), and chil-
dren’s thinking often revolves around ‘what’s the worst
that can happen’:

People could find out where you go. So they could
try and find you and wait for you there. (Boy, Year 7,
Essex)

The only thing that worries me is weird folk, like stalk-
ers. (Girl, Year 11, Scotland).

Indeed, interpersonal risks seem to them much more
salient than institutional risks, or long-term risks associ-
ated with the commercial data ecology, as already point-
ed out by previous studies (Barassi, 2019; Bowler et al.,
2017; Kumar et al., 2017; Livingstone, 2019; Lupton &
Williamson, 2017; Selwyn, 2019). Fewer studies have
as yet explored children’s understanding of institution-
al or commercial privacy, so we devote more atten-
tion to these in what follows. As we seek to show,
because children learn first about interpersonal privacy,
it appears that they extend interpersonal assumptions
to institutional and commercial contexts. Specifically, we
observed how they tend to apply attitudes to privacy—
along with their analysis of privacy risks and privacy
strategies—from the interpersonal context to a context
which is quite different from their initial point of refer-
ence. Importantly, as we also demonstrate in what fol-
lows, drawing on interpersonal notions of privacy leaves
children at a disadvantage in an institutional or commer-
cial environment.

4.2. Institutional Privacy: Symbolic Boundaries and The
Role of Trust

When asked about privacy online, children rarely think
about institutional contexts or the data that their school,
doctor, government, or future employer might hold.
Similarly, when talking about personal data, children

rarely refer to their immunization or dental records, or
school academic achievement or attendance records.
We found children rather bewildered when we first men-
tioned such data, as this is neither information they
choose to share nor something they could refuse to give.
Perhaps because they have very little control of what is
collected by institutions, or of how or when this is col-
lected, they do not grasp immediately that, beyond the
data they have knowingly given, these data records are
also personal data with significant privacy implications.
After all, such information is collected about everyone
and some of it—their dental records, for instance—may
not immediately seem very telling about who they are as
a person. Yet, over the course of our conversations, chil-
dren realized that the handling of such data could have
significant repercussions (for example, if it is stolen or
used outside its intended purpose) and, thereby, that a
range of institutions that they had not previously given
much thought to gather considerable amounts of sensi-
tive data about them.

In relation to institutional contexts, children find it
easiest to understand that of the school, which they
knowholds a lot of their personal information—provided
by students and parents or collected by schools. Even
the youngest children we spoke to (11–12 years) could
list data such as their names, photographs, attendance
records, fingerprints (in schools that use this for lunch
payment), health information and, on reflection, what
they eat for lunch. Rarely a cause for concern, this
institutionalized data collection is viewed as justified
for ensuring children’s health, safety, learning or well-
being, provided its use is limited to the original purpose.
As one boy (Midlands, aged 11–12) explained, “they’re
my school, they’re going to keep my data safe.” This
comment reflects the importance of trust: The negotia-
tion of trust is traditionally emphasized by theories of
privacy (Petronio, 2002), although it is noteworthy that
children learn to trust in the context of interpersonal
relations (Davis & James, 2013; Kumar et al., 2017) and
only later extend this to certain institutional or commer-
cial contexts.

Institutional data collection typically occurs within a
broader regime of monitoring, supervision and surveil-
lance. Because it is, in effect, part of ‘ordinary’ practice,
it rarely provokes privacy considerations. In other words,
children’s understanding of the school’s data processing
is embedded in their everyday social relationswith teach-
ers and school administrators, as well as in the implicit
sanctioning of such relations by their parents and peers.
For example, children expect to be monitored both digi-
tally and offline to ensure their compliancewith an estab-
lished code of behaviour. Children talked of how their
searches and the websites they visit on school comput-
ers are monitored:

The teachers will tell us, they’re watching what you’re
doing. (Boy, 15–16 years, Essex)
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If I need to put sexual health clinic or something and
then it blocks it, which is annoying. (Girl, 15–16 years,
Essex)

This ‘privacy licence,’ however, is not without limitations.
Children expect institutional monitoring to occur with-
in certain physical and symbolic boundaries—on school
premises and in relation to educational activities. Or, in
relation to health, in the doctor’s surgery or other rele-
vant places. Beyond these boundaries, children expect
to retain their privacy. The same teacher who can check
what children search for online on the school comput-
er cannot follow them on social media or monitor their
social life in their ‘private time’: “Teachers can’t talk
to students outside, on social media and so on” (boy,
15–16 years, Midlands).

In short, children’s trust in their schools gives them
confidence that their teachers—and the digital apps
they deploy at school (homework apps, learning soft-
ware, etc.)—store their data securely within the school
and would not share it further without their permission.
However, when we inquired further, children realized
they had little knowledge of how their schools use their
data, or whether it is shared with third parties, or stored
in ways that could not be hacked or breached. Their
willingness to trust the school—albeit without much
alternative—and their acceptance that they could hardly
challenge the decisionsmade by the school, sets up a par-
ticularly problematic reference framework insofar as chil-
dren apply this to the even more instrumental relation-
ships that characterize the commercial domain (Steeves
& Regan, 2014). We explore this below.

4.3. Commercial Privacy: A One-Dimensional
Relationship

Commercial contexts are the least likely to be on chil-
dren’s radar when they think about privacy (Davis &
James, 2013). Children are less familiarwith howprocess-
es operate in these contexts and less able to conceive
of their personal implications. Further, in discussing the
activities of businesses, some children appeared more
able than others to grasp the complex ways in which
their data flows online, as well as more aware of the
implications arising from the commercialization of per-
sonal data. This was partly a matter of age and maturity
(Kumar et al., 2017), and also of digital expertise; we also
saw hints that critical discussion at school or in the home
make a difference to howwell children navigate themore
complex features of data and privacy online, particularly
in relation to commercial contexts.

We found that most children understand that they
are targetedwith advertising content. They know compa-
nies are trying to gain their attention for commercial pur-
poses and are beginning to grasp the mechanics behind
content personalization (Davis & James, 2013). For exam-
ple, most children see connections between the infor-
mation they are shown and their previous actions—past

searches, pages visited, content engaged with. While
some understand the functionality behind personaliza-
tion of commercial content and how cookies support
that, more are puzzled:

Sometimes I get stuff that I’ve already searched. (Girl,
15–16 years, Scotland)

I’m not entirely sure what it [cookies] means. But,
I think, it’s, like, a good thing if you agree though. (Boy,
11–12 years, Essex)

Some children are critical and disapprove of the online
business model, but most see it as a necessary compro-
mise in exchange for ‘free Internet’ or just how things
are. Some even suggested that personalized advertising
content creates a better online experience, presumably
trusting commercial messages. Few children made the
‘jump’ from giving an account of targeted advertising to
recognizing the algorithmic reshaping of the online envi-
ronment. Nor didmost consider how the same principles
of personalization might have wider implications, bias-
ing their online experience or differentiating it from that
of their peers or others. In short, children tend to miss
the ‘bigger picture,’ as most are not told or taught how
such processes might influence their learning, exposure
to diversity, choices or decision-making.

Children also struggle with the idea that their online
activities produce data traces that permit further infer-
ences about them. Many understand that their actions
leave traces online, but what that data is and where it
goes is perplexing and made even more complicated by
technological innovation, differences across platforms,
and non-transparent policies:

[Talking of a map app]…it will know what trips I’m tak-
ing, without me saying. (Girl, 15–16 years, Essex)

It’swhen you go ontowebsites and stuff and you leave
traces, like what you looked up. Like a footprint, but
it’s digital. (Girl, 11–12 years, London)

Even though their search history is not data that they
have given voluntarily, it is still related to their actions
online, so children have a sense ofwhat these actions are
and sometimes use strategies to remove or protect such
data and their privacy, for example by using incognito
tabs or deleting their history. It is much harder for them
to grasp the harvesting of data that is not connected
to intentional activities—for example, IP address, device
information, browser type, time spent on a page. Most
children are surprised to learn that such data is gathered,
or that it has value for companies.

Understanding how data flows are merged into a dig-
ital footprint is too complex for children, as for most
adults. The depth and extensiveness of data profiling
within a commercial data ecology is too far removed
from their experience. Children have only a rough sense
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of being monitored online, and our focus group discus-
sions led them to raise many questions about how, why
and for what purpose this occurs. For instance, asking
whether their own deleting of their data means that
it is removed permanently from the Internet sparked
many debates as children struggled to grasp the idea
of a growing digital footprint that is durable, search-
able and virtually undeletable. Yet, some experiences
give them hints that their online activities leave a per-
manent trace, as one girl explained: “If you deactivate
your [Instagram] account, you just log in and it reacti-
vates it….All your posts come back, and people you fol-
low” (girl, 15–16 years, Scotland).

Most experiences, however, teach them that they
have little power to manage the commercial environ-
ment. With their privacy settings, data protection choic-
es or other design options, children find in practice
that they have little choice but to consent to default
options. Each app and platform functions differently
from the next, privacy settings change when software
updates are implemented, and protecting one’s privacy
becomes like a game of tag. Tricked by deceptive design
(Kidron et al., 2018), children tend to assume that pro-
viding personal information when asked is mandatory.
Incomprehensible terms and conditions that need to be
accepted in order to use a service and cookies that are
hard even for a diligent adult to disable teach children
that exchanging data for access is unavoidable.

Although the news media make children increasingly
aware of data breaches and fraud—children were keen
to share recent instances in the focus groups—for the
most part, their lack of meaningful choices or forms of
redress undermines children’s agency in the digital envi-
ronment. It is in this context that we observe their will-
ingness to trust companies. In practice, they have little
option if they wish to use an online service, but in their
talk they appeared to draw on their familiarity with inter-
personal relationships in explaining why they trusted a
company with their personal information:

If you have friends who have it, then…you trust the
app. (Girl, 15–16 years, Scotland)

If it’s like a trusted website that I like, I visit often and
trust and all. If it’s a big corporation like Adidas or
Apple for instance. (Boy, 13–14 years, London)

In other examples, children talked of ‘the people’ at
Instagram, or a friend’s father in the tech industry, assum-
ing that the company would act with the same values
as would someone they know personally. Or, because
they themselves feel offended that ‘others’ collect their
‘private’ data, they assumed that those others, be they
individuals or companies, would feel it improper to keep
or share their data. Or, again, they talked as if the priva-
cy tactics, workarounds and deceptions that they use to
protect their online privacy from their friends or parents
(such as giving a false name or age, searching ‘incogni-

to,’ or switching devices) would also protect them from
online businesses (or, indeed, institutions).

5. Children’s Capacity to Learn about Data and
Privacy Online

How can children gain a deeper and more critical under-
standing of their privacy online not only in interper-
sonal contexts but also in institutional and commercial
ones? In a rapidly changing technological environment,
digital literacy—broadly, the knowledge that children
need in order to act effectively in relation to the digi-
tal environment—is a moving target. Children must sum-
mon all their resources to keep on top of new devel-
opments, devices, functionality, policies and regulations.
Formal education is an important source of informa-
tion for them, but it is only one form of learning—in
many cases children are working it out on their own.
However, in trying to put the pieces of the puzzle togeth-
er from diverse sources of information, children acquire
fragmented knowledge, including some misconceptions.
Insofar as both children’s capacities and the practice
of digital literacy education face real limitations, regula-
tory and/or design solutions for the protection of chil-
dren’s privacy in relation to the digital environment will
be necessary.

5.1. Learning by Doing: Working It Out

In their engagement with technologies, children take a
hands-on approach—trying things out, learning by doing,
and quickly moving from one app to another in pur-
suit of something new and exciting, while speculating
amongst themselves as to where the risks are and what
the possibilities may be (Livingstone, 2014). Their digi-
tal lives are dynamic and so is their approach to learning
about privacy. Children sense—or are working out—that
everything they do online may be tracked and record-
ed for whatever purpose by businesses, parents and
schools. While children might ask a parent, a sibling, or
a knowledgeable friend to help them, many expect to
learn on their own by trial and error or by searching
online for information when needed. Children are quite
confident about their own abilities to navigate Internet-
related issues, while asking adults for help is reserved for
‘really serious’ situations. Children enjoy exploring new
opportunities, following up on things they have heard
about from friends, checking out new gossip or trends,
or following their favourite popular online figures. These
practices are fun and informative and a great way to
learn actively. They are also a coping mechanism in a
rapidly-changing, hard-to-predict environment with few
knowledgeable authority figures in children’s immedi-
ate surroundings:

I think ourselves are our best teachers because we
learn, and we kind of know. (Boy, 15–16 years, Essex)
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It’s so new that no one really knows what’s going to
happen it. No one knows where it’s going to go. (Girl,
15–16 years, Essex)

Children also learn from widely debated ‘privacy buzz
cases.’ For example, high-profile privacy breaches (such
as Cambridge Analytica) or public discussions of new reg-
ulations (such as the European General Data Protection
Regulation) are examples that even the youngest chil-
dren brought up in their discussion of privacy:

Facebook sold the information of their users to a dif-
ferent company whomade things to put people off of
voting for someone. (Boy, 11–12 years, Essex)

Mark Zuckerberg, he’s always watching. (Boy, 15–16
years, Essex)

Legal and policy changes are harder to grasp than front-
page privacy breaches, but their repercussions attract
children’s attention as well. Children had noticed that
they are asked about cookies on all the sites they vis-
it, that notifications about changes to privacy policies
of social media platforms had started to pop up, while
their schools had sent letters home asking for consent
for data collection. Such developments serve as learning
opportunities for children, even though not all can fol-
low the debates or fully understand the issues. Not inte-
grating such ‘privacy buzz moments’ or new regulatory
changes into children’s (formal or informal) digital litera-
cy education seems like a wasted opportunity, especial-
ly when they are intrigued by the topics that everyone
seems to be talking about, and that are affecting their
daily online experiences.

However, left on their own,most children do not learn
more complex digital skills or engage in the full spectrum
of online opportunities (Livingstone, 2019). Data literary
is not a competence which is easy to master and such
knowledge is hard to come by without a scaffolded learn-
ing process. Hence, it is not surprising that, in spite of their
active approach to learning, children havemany gaps and
misconceptions. Terms are misleading—why is it consent
if you must agree to use the service? Why is it called
deletion if nothing is really gone permanently? Policies
are illegible to children because “there is quite weird
language on purpose to trip you up” (girl, 13–14 years,
London). It is perplexing to them why some apps request
information that seems irrelevant to the services they pro-
vide, and children find it counterintuitive that companies
want to keep data that quickly becomes outdated or that
they know to be wrong because they have provided mis-
leading information. At the same time, as we have seen,
children are often trusting of companies, expecting them
to protect the privacy of their customers, to collect data
to improve the user experience and to follow the rules so
as not to jeopardize their own reputations.

Trying to make sense of how the data ecology works,
children create their own hypotheses, myths and reso-

lutions, drawing on their familiar interpersonal experi-
ences although these may be inappropriate to the cir-
cumstances. Notably, children find it hard to imaginewhy
any company would be interested in their data and why
this might have privacy implications, when they have
‘nothing to hide’:

I just don’t think that what the ordinary everyday
person does on the Internet is really that interest-
ing to companies and even if they take data, I don’t
think that anything bad will happen to me. (Girl,
13–14 years, London)

I don’t really do any sensitive stuff on the
Internet….Why would somebody want to track me
down? (Boy, 11–12 years, London)

I don’t see what they’d get out of it [selling my data],
to be honest. (Girl, 15–16 years, Essex)

5.2. Can These Gaps Be Addressed by Media Literacy
Education at School?

Formal education is an important source for learning
about online privacy, be this as part of the curriculum on
media education, computing, citizenship, or elsewhere.
In our discussions, children often mentioned learning
about different privacy issues—online contact, sharing
information, privacy settings, cookies, or geolocation—
in class or following teachers’ advice on how to avoid
online risks. They also acquire practical technical skills in
tasks ranging from easier ones like using email to much
harder ones like learning a programming language. But
how realistic is to expect that all gaps in children’s knowl-
edge and skills related to data and privacy online can be
addressed in educational settings?

Talking to children revealed many challenges and
gaps in the current curriculum. Most of schools’ empha-
sis is on e-safety, including attention to interpersonal
privacy and data given, but offering them little under-
standing of institutional or commercial data practices.
We also found that children’s knowledge relates predom-
inantly to their current or near future situation, but rarely
encompasses the possible long-term consequences of
their digital footprint for employment or further educa-
tion. Yet, there are many things that children want to
learn more about, extending beyond their interperson-
al experience to encompass also how the Internet works
and how their data flows.

Indeed, when we asked them what they want to
learn, children quickly assembled a list of questions,
many of which we could not ourselves answer with cer-
tainty. Childrenwant to knowwhere their data goes, who
keeps it and why, for how long their data is stored, its
use and with whom it is shared. They are puzzled by
the bigger picture, asking about how the Internet works,
who controls it and who makes decisions about the con-
sequences of selling personal data. Many of their ques-
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tions showed their desire to havemore control over their
privacy—how to change their data and digital footprint
and how to have better privacy without having to stop
using social media or other digital resources. Some seem-
ingly naïve questions, like “What do they do with your
face when you use facial recognition?” tap important
issues about the future of datafication and the dangers
arising from the endless surveillance possibilities of gov-
ernments and corporations. Children are prepared to do
the work to gain this knowledge and want schools and
parents to step up to teach them about these issues, but
they alsowant companies tomake things easier for them
to understand on their own. This seems to open up an
opportunity for schools, given children’s enthusiasm to
learn more.

But these issues are not easy to teach about, and this
would require further training of educators and updates
to the school curriculum. Children and their teachers dis-
cussed the difficulties of keeping the curriculum up to
date and sufficiently engaging:

What about the people who still don’t know how to
send emails or anything like that? Because I still strug-
gle with sending emails. Like, I just still….I can’t getmy
head around it. (Girl, 13–14 years, Wales)

We just get bored and don’t listen. (Girl, 13–14 years,
Essex)

What they’re trying to say is just, like, oh yes, don’t do
this, don’t do that, don’t do this. When it’s, like, basi-
cally the whole point of that thing. (Girl, 13–14 years,
Scotland)

Differences in the competence of children, even of the
same age, can be quite pronounced, and these are like-
ly to increase further as more privileged parents gain
more knowledge and can support their children differ-
entially. This can make teachers’ task complicated, but
also opens up possibilities for encouraging peer learning
and makes the role of schools all the more important in
improving equity in privacy and data literacy. In some of
the schools we visited, we found that concerted efforts
to offer a more comprehensive curriculum seem to show
positive results, with children at some of the research
locations appearing notably more knowledgeable than
at others. Yet, even the most competent children strug-
gle with some aspects of datafication, commercialization
of personal information or data flows that are simply
beyond their comprehension, and in many cases also
beyond that of parents and educators.

In spite of the many challenges faced by digital lit-
eracy education at present, our research also demon-
strates the unique position of schools as institutions
tasked simultaneously with educating students and with
managing their personal data. The trust that children
and parents place in schools, the access that schools
have to all children equally, and the fact that children

spend years in school, means that schools have a rare
opportunity to deploy their own data protection and
management practices as a pedagogical strategy extend-
ed over real time and to teach children about privacy,
the mechanics of data gathering and protection, and
the rights and responsibilities associated with sustaining
standards of transparency, security, fairness and data jus-
tice (Gangadharan & Niklas, 2019). In schools, therefore,
the theory and practice of online privacy and data pro-
tection could be productively aligned, thereby offering
children an example of best practice that would enable
them to view the practices of other organizations critical-
ly where merited (Stoilova et al., 2019).

Arguably, however, regardless of how good their edu-
cation is or becomes, children cannot be expected to fully
comprehend and manage their data and privacy online
in the current and ever-innovating digital environment.
Children are trying to engage with an environment that
is generally not designed with their interests or capac-
ities in mind and that is fully comprehensible neither
to children nor to many adults. Moreover, the design
and operation of digital services continue to be large-
ly ‘age-blind,’ without regard for whether the person in
front of the screen is a minor, and to innovate in high-
ly complex ways led by an incentive structure that rarely
prioritizes human rights or ethics (Lievens et al., 2018).
Hence, there are growing calls for educational efforts to
be supported by greater regulation of the technology sec-
tor, including for legislationmandating privacy-by-design
solutions (Barassi, 2019; Culver & Grizzle, 2017; Kidron
et al., 2018; UNICEF, 2018; van der Hof, 2016).

6. Conclusions

The more children’s lives become digital-by-default, the
more the design and functioning of the digital envi-
ronment matters, as do children’s understanding of
and capacity to manage their data and privacy online.
Children are involved, one way or another, in all inter-
personal, institutional and commercial privacy contexts,
each with its own distinctive logic and outcomes. Our
child-centred qualitative study of children’s understand-
ing of these contexts revealed that children primarily con-
ceptualize privacy, including their own data online, in
relation to interpersonal contexts. As expected, children
are most familiar with the contexts where they play an
active role in how their data is shared, rectified, used and
removed. Significantly, they draw on this understanding
to generalize about privacy and to guide their data pro-
tection tactics in other contexts.

Some aspects of how privacy works in institutional
contexts are also familiar, but here children rely on exist-
ing regulations and build relationships of trust tomanage
their privacy. This accords them a fairly passive role with-
in an environmentwhere they are heavilymonitored and
regulated (Steeves&Regan, 2014) and are accorded little
knowledge or choice. Children’s expectation of agency,
and their tendency to trust familiar institutions, make for
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a doubly problematic orientation towards data and priva-
cy online in commercial contexts, leading to amix of frus-
tration, misapprehension and risk. Finally, children find
the commercial domain perplexing and manage to grasp
only some aspects of how it operates. Again, they have
little choice but to adopt a fairly passive approach to pri-
vacy because of the choice architecture (Thaler, Sunstein,
& Balz, 2013) of digital systems, which offers the user
only superficial alternatives but no real ways to man-
age their privacy, while still benefiting from the services.
This has important implications for digital literacy, media
education and for child rights in a digital-by-default age
(Lievens et al., 2018).

Struggling to make sense of how the data ecology
works, children attempt to learn actively—trying out,
searching and figuring things out on their own. Creating
their own hypotheses and resolutions as a way of cop-
ing with a rapidly changing environment, children some-
times fall into the trap of misconceptions and have many
competence gaps, particularly in institutional and com-
mercial contexts. Insofar as education is part of the solu-
tion, these challenges, and the continued pace of tech-
nological innovation, raise the bar for children’s digital
literacy, which is the fastest-changing part of media liter-
acy (Livingstone et al., 2020). At present, schools tend
to teach a combination of e-safety and computer pro-
gramming, but attention to the digital economy and its
technological and business operations is rarely included
in the computer science or media education curricula
(Polizzi, 2020). Our findings suggest that children not only
need better digital skills to manage their data and pri-
vacy online, but they also need a more comprehensive
understanding of how the digital environment works—in
terms of its technology, political economy, business and
governance. This is challenging to teach, both because
of its complexity and pace of change, and because the
digital infrastructure ofmodern societies shares the char-
acter of all infrastructures—they are routine, taken-for-
granted, noticed only when they break down (Lievrouw
& Livingstone, 2009). Moreover, what is needed is a flex-
ible educational approach that recognizes differences
among children and promotes their understanding of
their rights as digital citizens and data subjects. This
should provide particularly for vulnerable or disadvan-
taged children, given the potential for abuses of sensi-
tive data and for discrimination in relation to automated
decision-making.

Not only do children need and want to play an active
role in decision-making about online participation and
privacy protection, but businesses, parents and the state
have a shared responsibility to create a legible and trans-
parent online environment where children have real
choices and agency. Specifically, the technology industry
needs to take greater steps to respect children’s rights
and well-being, including through supporting privacy-by-
design, data justice and a platform duty of care (Lievens,
et al., 2018; LSE Truth, Trust and Technology Commission,
2018; Lupton &Williamson, 2017). Also important is the

need for stronger data protection regulation and enforce-
ment. As the policy climate shifts to reconsider rebal-
ancing the responsibility for managing privacy in a dig-
ital world between provider and consumer, along with
redesigning services and developing accessible systems
of redress, democratic politics requires that citizens’ voic-
es must be heard on their opinions and concerns. This
applies to children as much as to adults, as stated in
Article 12 of the UN Convention on the Rights of the
Child (UN, 1989). At present, inmost policy consultations
on data and privacy online, the ‘data subject’ is treat-
ed as ageless, and there is little consultation with chil-
dren or specific regulatory provision for children’s data
rights and the protection of their privacy (Livingstone,
2018). An exception is the recent introduction of the
UK’s Age-Appropriate Design Code, part of the 2018
Data Protection Act—itself based on a consultation with
children among other stakeholder groups (Information
Commissioner’s Office, 2019; Revealing Reality, 2019).

In the societal effort to transcend the too-simple
binary choice of education or regulation, it is important
to hear children’s voices, and to recognize their desire
to exercise agency but not to face overwhelming risks
in relation to the digital environment. While children
wish to take responsibility for their own digital lives, this
must rest in part on understanding, and in part on the
design and operation of the digital environment: if the
latter is opaque, highly technical and fast-changing, chil-
dren’s understanding (and that of the adultswho support
them) will continue to be challenged and their privacy
at risk.
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1. Introduction

Mobile media are an integral part of family life today
in the Global North. According to the Common Sense
Census (Rideout, 2017), 98% of American households
with offspring aged 0–8 hold at least one mobile device
accounting for a third of children’s screen time, with
the average child in that age range spending 48 min-
utes a day on it. Nationally representative data from over
16,000 8- to 18-year-olds in the U.S. found that by age
11.53% of children possess their own smartphones, with
a rise to 69% by the time a child turns 12, with time
spent on screen media for entertainment purposes rang-
ing from 5 to 7 and a half hours a day (Rideout & Robb,

2019). Additionally, data from EU Kids Online report that
among European children aged 9–16, 80% go online with
a smartphone or mobile device, with the average child
spending approximately 167 minutes a day connected
(Smahel et al., 2020). Taken together, these studies sug-
gest that using mobile devices is common practice for
many children today in industrialized countries.

A peculiar characteristic of mobile media is their
ubiquity, as users can access them ‘anywhere, anytime,’
crossing traditional boundaries of media usage within
specific rooms in the domestic environment and con-
tributing to “the geographical migration of technolo-
gies” in the household (Caron & Caronia, 2001, p. 43;
Radesky, Schumacher, & Zuckerman, 2015). This means
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that media use and Internet access can become increas-
ingly privatized experiences for children who live far from
their parents’ supervision, potentially fostering a perva-
sive and unsupervised use at every moment of the day
and night. In this regard, survey findings, for example,
show that the 39% of teens owning a mobile device keep
it within reach when sleeping. Of these, the 70% check it
within 30 minutes before falling asleep, while 51% tend
to wake up at night to check social media, and 54% wake
up because of a notification (Robb, 2019). Such ubiqui-
ty of mobile media in the life of youth seems to worry
many parents of children from early childhood to ado-
lescence (Lauricella et al., 2016; Rideout, 2017; Rideout
& Robb, 2019), for traditional parental mediation strate-
gies are hindered by smaller screens and more person-
al devices. A national-representative study of U.S. par-
ents with children aged 8–18, for example, found that
53% of them fear their kids may develop some addiction
to their screens, while 85% agree that monitoring chil-
dren’s media usage is important for their safety, and 67%
believe that it is more important than respecting their
privacy (Lauricella et al., 2016). As children’s screen time
has been framed as a social, yet private, problem calling
for parents’ responsibility in handling it, many tools have
been developed in the past few years to help parents in
this task. In this regard, Common Sense data report that
31% of parents use third-party tools to govern their chil-
dren’s device use, such as Internet filters, Net Nanny, and
Circle (Lauricella et al., 2016). These findings are further
supported by children themselves, as among over 16,000
youth from the abovementioned study from Rideout and
Robb (2019), half of all tweens and a quarter of teens
with a smartphone or a tablet stated their parents use
some apps or other tools to monitor what they do and
how much time they spend online.

On such basis, the present exploratory study seeks
to investigate parents’ perceptions of and experiences
with parental control technological tools as means of
parental mediation of children’s technology use. As an
example of these devices, we specifically focus on Circle,
a small box that connects to the home network for par-
ents to monitor and regulate children’s Internet use from
all devices in the house, promising “to make families’
lives better, online and off” (MeetCircle, n.d.). According
to the website, its features allow parents to: limit chil-
dren’s online activities by filtering contents, setting time
limits and pause the navigation; check pattens of indi-
vidual Internet usage, visited websites, and trace chil-
dren’s location; keep balance, by setting a bedtime for
children’s devices, scheduling off times from the Internet,
and giving motivational rewards by granting extra time
online to give kids a “little boost for good behavior”
(MeetCircle, n.d.).

Drawing on a broader project on the domestication
of parental control tools, here we report on a quanti-
tative and qualitative content analysis of users’ reviews
of Circle posted on Amazon and Searchman in order to
explore how parents understand and rate Circle within

the household, with respect to parents’ perceived advan-
tages and disadvantages of the device, parenting styles,
and (the absence of) children’s voice and agency in the
monitoring process.

2. Literature Review

2.1. Leisure Time, Screens, and Parental Accountability:
What’s New?

Media panics surrounding the relationship between chil-
dren and the media have long historical roots, with every
medium being cyclically considered a potential threat
to moral order (Drotner, 1999), and worries about digi-
tal media use being a topical and daily source of dilem-
mas for many families in the digital age (Blum-Ross &
Livingstone, 2020).

According to Furedi (2016), the emergence of com-
mercial publishing during the 18th century and the
increase in the number of books’ readers led to the fear
of a ‘reading addiction’ in terms of potential alienation
of the consumers and, especially for the youth, copy-
cat effects to emulate characters’ behaviors and deeds.
Similarly, the rise of penny newspapers in the 19th cen-
tury spurred similar controversies, echoing concerns that
came with every 20th century new medium in terms of
their potential disruptive effects on children, from films
to smartphones and tablets. On such bases, it has been
argued that every medium has been accompanied by
broader social discourses on its peculiar advantages and
disadvantages, with society putting particular emphasis
on parents as primarily responsible for their children’s
media-related opportunities while also protecting them
from potential risks (Blum-Ross & Livingstone, 2016;
Wartella & Jennings, 2000). This narrative contributed
to a ‘Jekyll-and-Hyde’ phenomenon, where, on the one
hand, parents receive social pressure to incorporate the
media in the household in order for their children not
to miss out on educational benefits, but on the other,
they are invested with the burden of protecting their
children’s safety and wellbeing. Such an expectation is
in line with the intensive parenting framework, accord-
ing to which parents are to deterministically be deemed
accountable for all of the functional or dysfunctional
outcomes in their children’s lives (Shirani, Henwood, &
Coltart, 2012). When applying this risk-benefit ratio to
govern media ‘effects,’ parents have been asked to focus
both on the amount of time children spend using the
medium, and on the effects of children’s exposure to
media content in terms of knowledge, values, and moral
conducts (Caronia, 2010). In spite of policies aimed at
controlling the access to, and the quality of media for chil-
dren, society has historically framed parents as the pri-
mary gatekeepers for safeguarding children from media’s
potentially harmful effects.

Furthermore, as historical discourses on media tend-
ed to recognize their educational opportunities for kids
(e.g., for school-related activities), questions of media
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governance have always paid particular attention to chil-
dren’s leisure time, where the media could be used by
kids on their own mainly for entertainment purposes,
against socially accepted expectations on how this free
time should be spent (Wartella & Robb, 2008). Governing
children’s time with the media, though, progressively
became a complicated task due to the growing privati-
zation and individualization of media use in the house-
hold (Wartella & Jennings, 2000). Once again, same pat-
terns of social worries and reactions have been seen with
new mobile technologies (Wartella, 2019), where oppor-
tunities for privatization of media use reach a whole
new level.

In light of broader social discourses framing parents
as accountable to find private solutions to public ‘prob-
lems’ (i.e., children’s relationship with media and its
broader societal impacts), specific parental mediation
strategies have been developed to govern (digital) media
in the household. The next paragraph will build on that,
specifically on how new technologies themselves—such
as Circle—can be used to surveil children’s relationship
with mobile media.

2.2. Digital Parenting: Extending Parental Mediation
and Parenting through Space and Time

Since most media use in childhood takes place at home
(Lemish, 2015), as noted above, parents have always
been called upon to regulate their children’s relation-
ship with the media by disciplining both time and con-
tent. The practices, values and norms through which
parents attempt to regulate their children’s use of
media—for example, trying to find a balance between
media use and outdoor activities or encouraging posi-
tive uses of technology—have been traditionally labelled
as ‘parental mediation.’ Parental mediation materializes
parents’ attitudes and imaginaries—hopes and fears—
towards digital media. However, parental mediation
practices reflect more largely the overall parenting and
childrearing cultures of each household (Clark, 2013).
While the study of parental mediation started in rela-
tion to television (co-)viewing, research is in agreement
in pointing out how digital media complicate parental
mediation. First, as anticipated above, digital and mobile
media favor further privatized access to and use of the
Internet and technology, as opposed to shared activities
of co-viewing and a communal family-centered media
experience, which in turn hinders the simple transfer
of traditional parental mediation strategies from tele-
vision to digital media (Valkenburg, Krcmar, Peeters, &
Marseille, 1999). Second, and most importantly, is the
double-faced nature of digital media, that simultane-
ously represent both the object of parental concerns
and their regulatory attempts, and resources for par-
enting through anxiety-reducing devices (Ribak, 2009).
Indeed, digital parenting (Mascheroni, Ponte, & Jorge,
2018) indicates the profound incorporation and natural-
ization of digital tools in the everyday practices of par-

enting, including forms of remote parenting (Clark, 2013)
and micro-coordination of family life, up to the emer-
gent practices of transcendent parenting (Lim, 2020) and
intimate surveillance (Leaver, 2017). Transcendent par-
enting refers to the mobile-based and online-based prac-
tices through which parents transcend physical distance,
and the boundaries between online and offline interac-
tions, in order to be always ‘there’ for their children.
Mobile media and digital media, then, support an exten-
sion of parenting across space, by transcending the limits
of physical proximity, and across time, enabling an inten-
sive and timeless enactment of parenting and a continu-
ous provision of care at a distance (Lim, 2020).

Newer technologies, like mobile media, online plat-
forms, apps and wearable devices become then part
of the household’s moral economy (Silverstone & Hirsh,
1992), by being acquired, domesticated, adopted and
made meaningful in the context of the relation of care
between parents and their children in line with the
house’s moral values and parents’ orientation on par-
enting and the role they (feel they) are supposed to
play in order to manage the relationship between tech-
nology and the offspring. In this way, the monitor-
ing of children’s lives—including their biometrics and
health—becomes normalized as a good parenting prac-
tice. While providing parents with feelings of empow-
erment for adopting a caring and responsive parent-
ing style, such emergent forms of ‘intimate surveillance’
(Leaver, 2017) or ‘caring dataveillance’ (Lupton, in press)
situate business models and logics—namely datafication
and ‘surveillance capitalism’ (Zuboff, 2015)—at the very
heart of the intimate relationship between parents and
children. The ambivalence of digital and mobile media
as tools for empowerment, anxiety-reduction, and con-
trol within the parent–child relationship, first noted in
studies of mobile communication (Ribak, 2009), is now
turned into an everyday dilemma for parents (Cino &
Dalledonne Vandini, 2020). In fact, the digital surveil-
lance of children through various technologies of datafi-
cation is aimed at ensuring children’s safety on and
offline, while actually putting children’s rights to privacy,
protection and participation at risk (Mascheroni, 2018).

3. Methodology

Informed by the abovementioned literature, the present
article investigates parents’ use of and opinions about
Circle through a quantitative and qualitative content
analysis (White & Marsh, 2006) of reviews posted on
Amazon and Searchman. Our approach was informed by
previous studies researching parents’ appropriation of
smart assistants like Alexa or pregnancy apps using the
same platforms as sources of data collection (Barassi,
2017; Purington, Taft, Sannon, Bazarova, & Taylor, 2017).
The rationale behind combining a quantitative and qual-
itative approach rests on our intention to both quanti-
fy basic descriptive information concerning how Circle
is incorporated in the family environment, while also
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interpreting these reviews to consider how they may
reflect or resist broader social discourses on parents,
children, and the media (Mascheroni & Holloway, 2017).
This exploratory research aims to provide the basis for
further inquiry on the topic in order to take a first glance
at Circle’s integration in the household. To this end, we
seek to answer the following research questions:

RQ1: How do parents’ reviews evaluate Circle as a
(digital-)parenting tool in the household?

RQ2: What types of parenting styles and parental
mediation strategies, if at all, do these reviews reflect
and how do they intertwine with broader social dis-
courses on parents’ media governance?

3.1. Data Collection

Data for this study were collected on the U.S. Searchman
and Amazon reviews’ section of Circle Home Plus, the
currently available device which substituted the first
generation of Circle with updated features (such as an
upgraded hardware and a feature to monitor children’s
mobile device use even outside the home). As such, the
reviews are reflective of American users’ experiences
with the latest generation of the device. After an initial
screening of the reviews, a total of 154 posts were col-
lected on December 2019, 11 of which were manual-
ly removed as under-detailed, for a final sample of 143
reviews (66% from Amazon and 34% from Searchman).

3.2. Data Analysis

Data were analyzed following a mixed inductive-
deductive coding approach, where codes were either
derived from the reviews or informed by specific theoret-
ical concepts. After a preliminary analysis of the sample,
the authors prepared a provisional codebook which was
tested by two external coders. Following an initial train-
ing, the research assistants independently coded 20%
of the sample, with Cohen’s Kappa levels of agreement
ranging from .71 to .92. Once disagreements were dis-
cussed and resolved, the sample was split in two parts,
and each coder coded one.

Where available, coders coded for background vari-
ables in order to try to contextualize our findings. These
include: authorship (with four codes being inductive-
ly derived from the reviews of parent, child, grandpar-
ent, and other—𝜅 = .90), author’s gender (female, male,
or other—𝜅 = .83), presence of author’s age (present,
not present, and if present specify—𝜅 = .92), and pres-
ence of child’s age (present, not present, and if present
specify—𝜅 = .91).

Four other variables were included in the coding
scheme. First, the perceived advantages of the device.
The coders coded for presence or absence of advantages
reported in the review through a binary code (𝜅 = .81).
The list of advantages was inductively derived by the

authors when creating the codebook. As advantages
were not mutually exclusive, coders coded each pro with
a binary code to indicate the presence or absence of that
specific asset. Seven codes were used: easy setup, possi-
bility to tailor the device to children of different ages, pos-
sibility to monitor different devices, setting online time
limits, checking websites’ history, filtering inappropriate
contents, and preventing arguments. Levels of agree-
ment ranged from .73 to .80.

Second, the perceived disadvantages of the device.
Coders followed the same procedure as above, coding
for presence or absence of disadvantages in the review
(𝜅 = .84). Nine codes were inductively developed: diffi-
cult setup, slows down the Internet, crashes often, not
flexible enough (used when the device would filter too
many contents, even ‘appropriate’ ones), not enough
monitoring, privacy risks in terms of data clouds, easy to
circumvent, compromises parent–child relationship, and
causes conflicts. Levels of agreement ranged from .75
to .82.

Third, the parental mediation. In line with
Livingstone and Byrne (2018) we understand parental
mediation as the strategies adopted by parents to man-
age the relation between children and media. Following
the authors, reviews were coded as reflecting either a
form of ‘restrictive mediation,’ ‘enabling mediation,’ or
‘neither.’ The ‘restrictive’ code was applied when the
reviews’ orientation pointed towards “restricting or ban-
ning or…supervising” (Livingstone & Byrne, 2018, p. 23)
certain online activities. The ‘enabling’ code was used
when, in turn, reviews spoke for an orientation towards
“undertaking active strategies such as talking to a child
about what they do online or encouraging their activ-
ities” but also “activities that might seem restrictive
(use of technical controls and parental monitoring)…so
that positive uses of the Internet can be encouraged”
(Livingstone & Byrne, 2018, p. 23). The ‘neither’ code
was used when none of the previous codes was pertinent.
Agreement was high (𝜅 = .79). While many frameworks
on parental mediation are available—generally based on
active, restrictive, and co-using strategies (Livingstone &
Helsper, 2008; Nathanson, 2001; Valkenburg, Piotrowski,
Hermanns, & De Leeuw, 2013)—the one provided by
Livingstone and Byrne (2018) and Livingstone et al.
(2017) was particularly relevant here, since not only it
clearly recognizes the use of parental monitoring devices
(in line with the focus of this article), but also that such
an use should be understood in situational and con-
textual terms, as parents’ intentions may in fact be to
enable their children’s Internet experience instead of
hindering it.

Fourth, the parental ‘ethic’ towards digital media.
This variable was conceptualized following Clark’s (2013)
notion of ‘ethic’ as a complex set of principles helping
parents adopt certain courses of action when it comes
to managing digital media within the home. As such,
reviews were coded as reflecting either an ethic ‘of
expressive empowerment,’ of ‘respectful connectedness’
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or ‘neither.’ Reviews were coded as ‘expressive empow-
erment’ when reflecting an orientation toward encour-
aging children’s media use and respecting their indepen-
dence and privacy. The ‘respectful connectedness’ code
was applied when reviews would speak for an orientation
towards children’s use of technology that would respect
parental authority. The ‘neither’ code was used when
none of the other codes was pertinent. Agreement was
substantial (𝜅 = .76).

4. Findings

The first step of this analysis was to look for posters’ back-
ground information in order to better contextualize our
findings, though this is not always feasible when working
with natural online data. With respect to authorship, 67%
of reviews were coded as authored by a parent, 4% by a
grandparent, 2% by children. While contextual cues sug-
gest that the remaining 27% of reviews were authored
by parents as well (among the other reasons because
Circle is specifically marketed as a parental device and
targeted to parents), they were coded as ‘other’ since
no explicit indications were present. Most of the time
authors’ gender was not clear (51%). When it could be
inferred by nicknames or pronouns used in the review,
though, 25% of the reviews were coded as authored by
a man, and 24% as authored by a woman. Authors’ age
was never reported, while children’s age was only report-
ed for 11 children, 7 of which were teenagers, 2 were
pre-teens, and 2 primary schoolers. Below, we report on
parents’ perceptions of Circle and parenting orientations
and approaches to digital media in the household.

4.1. Posters’ Perceptions of Circle

Of all the reviews, 52% indicated at least a perceived
advantage, while 72% at least a perceived disadvantage
of Circle. In terms of advantages, 39% of reviewers appre-
ciated the opportunity to set time limits to their chil-
dren’s Internet use, followed by 35% who indicated as a
positive asset the possibility to use Circle’s functionality
with different devices. 34% liked the device for its abil-
ity to filter contents by limiting access to specific web-
sites, 31% reported the device was overall easy to set-
up, another 31% appreciated the opportunity to check
kids’ navigation history. Furthermore, 20% indicated as
an advantage the ability to tailor the device’s functions
according to children’s age (so to differentiate settings
for older or younger siblings), and 10% reported Circle
could help preventing arguments about Internet use.
When it comes to disadvantages, in terms of technical
problems, 27% of reviewers lament the device is not flex-
ible enough, as when using functions like the contents’
filter. It would risk blocking not only websites parents
found inappropriate, but also others they would have
allowed their children to visit. 26% of reviewers report-
ed the device was difficult to setup, with another 26%
lamenting it would slow down the Internet speed, while

19% reported the device crashes often and needs to be
restarted to function again. 18% of reviewers claimed
Circle failed to offer enough monitoring, as different
posters felt like they could not control their kids’ overall
online experience, while 11% stated children could easily
find a way to circumvent it. Only 5% of reviewers report-
ed that using this device could compromise parent–child
relationships, 4% thought it could cause conflicts within
the household, and just 2% thought it may lead to priva-
cy risks for the information the device could collect and
store in the cloud.

4.2. Parenting Orientation and Approaches to
Digital Media

Among the reviews analyzed, 73 made explicit reference
to a specific mediation style, of which 89% were cod-
ed as ‘restrictive mediation’ and the remaining 11% as
‘enabling.’ With respect to the variable ‘parental eth-
ic towards digital media,’ after excluding the entries
coded as ‘neither,’ 55 reviews were left, of which 87%
reflected an ethic of ‘respectful connectedness,’ while
13% an ethic of ‘expressive empowerment.’ A Chi-square
analysis was run to investigate whether the two vari-
ables were related. Results suggest a significant asso-
ciation between the ethic of respectful connectedness
with a restrictive mediation style and the ethic of expres-
sive empowerment with an enabling mediation style,
X2 (1, N = 55) = 38.46, p < .001, 𝜙 = .83.

The qualitative analysis of the reviews led to the
emergence of two main parental figures associated
with the abovementioned mediation styles and ethics
towards digital media: the anxiety-reducing restrictive
caregiver (as in Ribak, 2009) and the reflexively enabling
caregiver. As we shall see, these social figures both
reflect and resist broader social discourses on the rela-
tionships between parents, children, and the media,
which also contribute to the construction of the child as
a passive or agentive actor in the process.

4.2.1. The Anxiety-Reducing Restrictive Caregiver

Reviewers echoing a restrictive mediation style and an
ethic of respectful connectedness generally expressed
enthusiastic views towards the device, framing it as an
‘answer to prayers’ and a ‘must in every house’ and
emphasizing its function of empowering parents in being
‘in control’ of their kids’ use of the Internet. These
reviews stressed the asymmetrical role between parents
and children, where the former has the right to decide
whether and how the offspring can access the web
while neglecting the latter’s voice in the process. This
excerpt from a father’s personal communication exem-
plifies that:

Kids not responding to you? Pause the Internet. I can
pause everyone or select an individual person or
device. This is helpful in our house….My kids don’t like
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Circle, but we feel more in control of their usage so it’s
a winner for us.

The words of this father are reflective of a recurrent
dichotomy we found across reviews, which can be con-
ceptualized as ‘Parent > Child.’ While children have tra-
ditionally been framed as savvy users of technologies
who can deceive their parents when using media (Facer,
2012), these posters reclaimed their right of turning
the tables on their offspring, building on the monitor-
ing opportunity offered by Circle. A mother, for exam-
ple, praised the device for its being ‘life changing’ and
‘well worth every cent’: “No more haggling with the kids
over rules and enforcement. You can control everything.
I needed something to limit my kids multitasking on
our laptop when he was supposed to be doing home-
work. Success!”

Matters of ‘control’ were recurrent in our corpus of
data with the ability not only to monitor, but also stop
children’s use of digital media making feel parents con-
fident in this task. These agentive feelings contribute
to what we call the construction of an empowered par-
ent, who finds in Circle an ally to his/her parenting and
an anxiety-reducing tool. The above-mentioned excerpt
suggests that according to some the device would allow
parents to avoid traditional discussions on media use,
functioning as a ‘deputy’ caregiver. Such an idea was
reinforced by posters who praised the device for allow-
ing them to successfully ease the task of setting rules
with their kids. An example of that was having chil-
dren respect bedtime during schooldays, which was seen
as a ‘much more manageable’ effort thanks to Circle.
The following excerpt reports on a parent who stresses
that. As using technology would prevent the offspring
from respecting bedtime rules, the device allowed to
enforce this family’s policy by tackling the problem at
its root:

I could not stand constantly telling my children to get
off the computer and then arguing with them, ‘just 5
more minutes.’ Now at bedtime, Circle just turns off
the Internet. Much better than my nightly attempts
to pry them off. If they want more time, they have to
come to me and ask….Unfortunately, we still have to
do some parenting.

Overall, Circle was framed as a needed solution to deal
with parenting challenges that these posters were no
longer able to face through mediation strategies involv-
ing dialogue and authoritative rules with their kids.
Conversely, the possibility to turn the Internet off and
on whenever they wanted, led some parents to embrace
a ‘behaviorist’ approach where allowing more or less
time online could be used either as a positive reinforce-
ment or a punishment. A poster, for example, stressed
she appreciates the ability to “monitor each device and
adjust rewards or punishments accordingly” in terms of
additional or less time online, or—as in the words of

another parent—to “give rewards like more time online
when they do their chores.”

Apart from parents’ right to set rules limiting screen
time, many posters emphasized the importance of mon-
itoring kids’ online activities and the contents they inter-
act with on the Internet as a necessary strategy in line
with their role of ‘good’ caregivers, stressing the need to
protect children from online dangers within the “reper-
toire of official reasons” (Caron & Caronia, 2001, p. 44) for
adopting Circle. This was evident in many reviews taking
a moral stance towards the use of the device which was
described as ‘amazing for a family,’ for it allows to “keep
children safe and their screen time to the right amount”
while giving parents peace of mind with respect to “the
contents they come across often” and, as in the words
of this mother, “sleep at night knowing that my kids
are being safe online.” Again, these example shows how
Circle is discursively constructed as an anxiety-reducing
device, which relieves parents from the burden of pro-
tecting children from exposure to online risks.

The topics of online safety and the ‘right’ amount of
screen time work here as moral imperatives to justify
one’s parenting strategy as ‘good’ and ‘caring.’ The tech-
nologically enabled restrictions and surveillance through
Circle are legitimized as a practice of care. The follow-
ing excerpt exemplifies this ethical duty referring to the
alleged news stories about “naïve” children victim of the
web, providing a morally oriented rationale for making
the adoption of Circle socially acceptable and even desir-
able for a caregiver:

Each day we are bombarded with terrifying stories
in the news about how children are exploited online
just because they are naive, and with Circle Home
Plus I am able to keep an eye on their online activi-
ty….I find this to be a wonderful tool for protecting
your children.

Overall, the reviews supporting an ‘anxiety-reducing and
restrictive caregiver’ discourse converged in disregard-
ing children’s rights to have a voice when making deci-
sions about their online access and use. Parents who are
enthusiastic about Circle seemingly found in the device
a precious ally to enact forms of restrictive- yet morally
informed-mediation while reinforcing an ethic of respect-
ful connectedness that emphasizes parental authority
when using the media within and outside the domes-
tic walls.

4.2.2. The Reflexively Enabling Caregiver

Although strikingly lower in number, reviewers echo-
ing an enabling mediation style and an ethic of expres-
sive empowerment took a more critical stance towards
the device, framing it either as a complementary means
which helped some parents “to surface a lot of deep-
er conversations with kids about why and how we all
use the Internet,” or as a tool to avoid conflicts in the
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family environment. While slightly counterintuitive at
first sight—if anything because one may wonder why an
enabling caregiver may want to use this device—such a
parental figure is theoretically in line with the enabling
mediation style highlighted by Livingstone and Byrne
(2018) and Livingstone et al. (2017) where seeming-
ly restrictive technologically-supported strategies, such
as adopting forms of technical controls, are not inten-
tionally aimed at preventing children from using the
Internet on their own. Rather, by ensuring that children’s
exposure to inappropriate content is minimized, tech-
nology restrictions are adopted within parental media-
tion strategies aimed at encouraging ‘positive’ and ‘con-
structive’ use of the medium, and promoting children’s
autonomous exploration of the Internet. Moreover, the
device is appropriated as an intermediator between the
child’s online experience and the parent’s mediating role,
so as to minimize parents’ supervision and control. The
following excerpt offers some insights on how Circle can
be incorporated in the family life while still respecting
children’s rights to online participation and privacy:

We’re involved parents who understand the benefits
of video and the Internet but also recognize the exis-
tence of inappropriate content for our kids’ ages and
fact that it could become ‘all consuming.’ We don’t
want to eliminate screen time altogether but simply
want to help manage our kids’ overall consumption.
So far Circle Home Plus offers the best solution we’ve
found to manage online access in the house.

In the words of this parent, while children’s right to go
online should be safeguarded, Circle could help manag-
ing this experience to promote a ‘healthier’ approach to
the Internet. This was also evident in the words of anoth-
er poster who claimed that children themselves appreci-
ated the role of the device for its being incorporated with-
in a broader framework of family rules and conversations
about Internet use that helped providing structure to
their relationship with digital media. As this father states:

Circle paved the way for conversations when I’ve seen
excessive use of certain social media/websites/video
streaming. The older teens have actually appreciated
having limits and bedtimes/off-times to allow them
play-time/break-time on their phones without the
stress of being sucked in and losing hours of study or
sleep time.

On the other hand, few reviewers denounced the fact
that using Circle could dismiss children’s voice in the pro-
cess, causing conflicts in the households, and warning
parents to “be ready for some major complaints and very
unhappy kids.” A parent, in particular, claimed: “If you
want to torment your children, purchase this app and
watch their hopes and dreams be flushed down the toi-
let,” alluding to a possible decay in terms of children’s
trust towards their parents and overall wellbeing. Such

a view was interestingly reinforced by a poster who
was allegedly a child reviewing Circle as a tool limiting
children’s ability to explore the Internet on their own,
denouncing the loss of privacy and overall unhappiness
this caused him/her:

I used to feel happy with what little privacy and
Internet time I had but you made the little into none.
If I could have rated a 5 stars then I would have. Now
I feel that I have no privacy. Thanks for ruining my life!

All in all, this corpus of reviews framed the child as an
active actor with the right of reclaiming agency against
the backdrop of restrictive mediation strategies.

5. Discussions and Concluding Remarks: Empowering
Parents, Disempowering Kids?

Taken together, our findings show that parents who
choose to adopt Circle broadly adhere to the hegemon-
ic discourses on children online, reinforcing the polar-
ized identities of youth as ‘vulnerable victims’ and adults
as ‘protectors’ (Facer, 2012). Circle offers a solution in
line with the idea that in order to keep children safe
from risks, their participation online should be restrict-
ed and controlled through strategies of ‘helicopter’ par-
enting (Clark, 2013). The alignment of parental imagi-
naries and practices with hegemonic discourses on chil-
dren and media is also reflected in the recurrent pre-
occupation with the amount, more than the nature, of
screen time (Blum-Ross & Livingstone, 2018). Parents
who share their views on Circle appear to have fully incor-
porated the dominant advice on screen time, that sug-
gest regulating the use of media mainly, if not exclusive-
ly, with time limits. Moreover, the analysis confirms par-
ents’ ambivalent attitudes towards technologies, which
are perceived as both solutions to reduce parental anxi-
ety and provide temporary relief from intensive parent-
ing, and simultaneously as threats to parental authori-
ty and children’s safety. This explains why most reviews
are suggestive of a parenting style and childrearing cul-
ture that responds to online risks through an ethic of
respectful connectedness (Clark, 2013). However, antic-
ipating risks online is not straightforward, as opportu-
nities and risks are positively correlated. Limiting chil-
dren’s time on the Internet through restrictive mediation
is associated with lower skills, lower opportunities, and
lower exposure to online risks, but greater vulnerabili-
ty to the harmful consequences of online problematic
experiences, since lacking experience with the Internet
is associated with lower abilities to cope with situations
where risks translate into harm (Livingstone & Helsper,
2010; Livingstone, Mascheroni, & Staksrud, 2018).

Nonetheless, the analysis offers a more varied por-
trait of parents adopting technological restrictions such
as Circle, revealing that reviewers’ understanding of the
device speaks for different levels of consideration for chil-
dren’s agency. Indeed, the adoption of technical restric-
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tions can take place within a repertoire of enabling strate-
gies in contexts where parents struggle to find a bal-
ance between hopes for a digital future (Blum-Ross &
Livingstone, 2018), concerns for online risks, and anxi-
eties over societal pressure on parents, positioned as the
only gatekeepers to children’s wellbeing and safety.

In line with recursive historical trends of parental
worries about media (Wartella & Jennings, 2001), these
reviews suggest that Circle can help parents face “the
geographical migration of technologies” in the house-
hold (Caron & Caronia, 2001, p. 43). Whether the child
will be framed as an active or passive actor in the process,
though, depends first and foremost on parents’ inten-
tionality, which may reinforce or resist broader discours-
es on parental mediation. Thus, Circle’s adoption needs
to be understood as a situated interactional process tak-
ing into account not only the device itself but also the
actors’ context and background.

This study was limited in nature and scope, rely-
ing only on natural data providing little demographic
information, and a relatively small sample of reviews
reflecting North American perspectives on the matter
that may differ in other countries. Additionally, being
a parent who uses a device such as Circle suggests
some sort media literacy and technological skills, and
in general suggests an enhanced level of concern and
involvement with children’s media-related experiences.
This and the fact that these parents also went online to
provide their feedback on the device gives the idea of
an ‘elite’ sample of reviewers, whose experiences and
opinions should be understood situationally in relation
to this study. Future research, though, can be informed
by our findings to better investigate how the incorpo-
ration of devices like Circle impacts on family dynam-
ics and children’s wellbeing, triangulating these results
using other approaches that would help better contex-
tualize them. Furthermore, researchers can investigate
whether and how the unprecedent challenges caused by
the Covid-19 pandemic shaped parents’ perceptions of
and use of such devices: In a context where screen time
is required for children to attend classes, do their home-
work, and connect with family members and friends, how
do matters of time spent with technology evolve and
what role may devices like Circle play in family life? Last
but definitely not least, future inquiry on the topic should
actively include children’s voices in the research process,
in order to promote a multipart conversation and bet-
ter consider how devices thought for empowering par-
ents may, depending on their use, end up disempower-
ing children.
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1. Introduction

Debate on privacy and data management, and the emer-
gence of discourses such as responsibilization, has grown
considerably in response to recent developments in digi-
tal technologies.

Activists, policy actors, scholars, children’s allies, and
others have pointed out the high stakes for children in
the transforming digital environment—and argued for
the importance of children’s voices to be heard, listened
to, and acted upon, in order for issues of privacy, data,
surveillance, and so on, to be better understood and
addressed (Livingstone & Third, 2017). There has been
important work on privacy and children, and an acknowl-
edgement that this is only the ‘tip of the iceberg,’ as this
thematic issue underscores, in relation to children’s per-
spectives, experiences, and voices.

An especially overlooked group in this regard are
children with disabilities (Ellis, Goggin, & Kent, in press;

Jordan & Prendella, 2019). While significant efforts have
been made to bring attention to and address issues
they face, and to support their participation in shaping
digital technologies and policies, they remain notably
under-represented in the various forums, institutions,
corporate and policy arena. This situation has pro-
found consequences, as Sonia Livingstone and Amanda
Third underscore:

The persistent exclusion of children living with dis-
ability illustrates a host of challenges associated with
intersectionality online as offline. Such challenges are
particularly acute online because of the hitherto lack
of flexibility or contingency in the regulation of dig-
ital resources and infrastructure by comparison with
the nuanced possibilities for shaping social norms and
opportunity structures offline. (Livingstone & Third,
2017, p. 665)
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Hence the importance of the moves to put children on
the wider agenda of disability human rights as well as
disability research. Also, the significance in the past two-
plus decades of children with disabilities being recog-
nized as an important part of the burgeoning area of chil-
dren’s rights, especially rights in relation to digital soci-
eties (Alper & Goggin, 2017; Livingstone & Third, 2017).

Consider, for instance, the overlap between the
rights set out in both the 1989 UN Convention on the
Rights of the Child (CRC) and the 2006 UN Convention
on the Rights of Persons with Disabilities (CRPD; Alper &
Goggin, 2017). The CRC was the first human rights treaty
to dedicate an article to the rights of persons with dis-
abilities (CRC, 1989, Article 23). For its part, the CRPD
includes a standalone article on children with disabili-
ties (CRPD, 2006, Article 7), the mainstreaming of chil-
dren’s rights via specific amendments (Schulze, 2010),
and the inclusion of a number of child-specific issues
such as birth registration, the right of children to family
life rather than placement in institutions, and the right to
play (Lansdown, 2014). The CRPD also includes a number
of articles stipulating accessibility and inclusive design
of digital technology, in particular—something that for
the past fifteen years has been a touchstone for gauging
progress on the wider global achievement of disability
equality and rights.

There are a range of reasons why privacy and data
in relation to digital media technologies stand to be just
as or even more important for children with disabilities.
Consider, for instance, the wide ranging efforts to specif-
ically design and deploy many mobile technologies and
apps to address specific requirements of a diverse range
of children with disabilities; let alone the many ways in
which children with disabilities access and rely upon a
wide range of digital content, formats, and platforms to
undertake many aspects of their daily home. Most of
these technologies are underpinned by data collection
and use, often gathering information from a range of
inputs and interfaces (touch, voice, bodily and environ-
ment moment sensors, as well as traditional and new
forms of user-generated content).

As yet we have little research that charts and the-
orizes these experiences and issues—let alone work by
and with children with disabilities, as well as work that
discusses the complex issues of voice and listening (cul-
tural, social, and political) at play in emerging technolo-
gies, digital cultures, and platforms.

Accordingly, in this article, we offer a preliminary
overview, conceptualization, and reflection on children
with disabilities, their experiences and perspectives in
relation to privacy and data when it comes to existing
and emergent digital technology. To give a sense of the
issues at play, we provide a brief case study of ‘shar-
enting’ on social media platform (that is, sharing by
parents of images and information about their children
with disabilities). We conclude with suggestions for the
research and policy agenda in this important yet neglect-
ed area.

2. Children with Disabilities, Privacy, and Data

As it has been redefined in the past two decades, dis-
ability is now understood as a social, political, cultur-
al, and rights-based matter, rather than some kind of
biomedical condition or charity issue (Campbell, 2009;
Goodley, Lawthom, Liddiard, & Runswick-Cole, 2019;
Shakespeare, 2018).

For example, in accounts such as the social model
approach, which developed fromUK activists and disabil-
ity researchers from the 1970s onwards (Oliver, 2013),
disability is understood as the way that society responds
to the realities of living life with impairments. According
to proponents of the socialmodel, people are disabled by
their environment, by oppressive social relations and sit-
uations, rather than by the diversity of impairment and
disabilities, which are part of what it is to be human and
live in the world. Ideas, understandings, economies, and
cultures, including technological systems, remain deeply
shaped by problematic attitudes and stereotypes of dis-
ability, which are the correlates of the unjust, inequitable
social arrangements that, while powerfully challenged in
recent years, still persist and are unconsciously and delib-
erately reproduced (Beckett & Campbell, 2015). As part
of this rich movement of disability activism, art, media,
and research, there is now a significant, fast emerging
body of work on media, technology, and disability (Alper,
2017; Ellcessor & Kirkpatrick, 2017; Ellis, Goggin, Haller,
& Curtis, 2020; Lazar & Stein, 2017; Roulstone, 2016).

When it comes to childrenwith disabilities andmedia
specifically, the picture is less clear. In disability research,
there is a body of rich research on experiences and per-
spectives of children with disabilities across a number
of areas from health to media and cultural production,
including accounts in their own voices (Ajodhia-Andrew,
2016; Foley et al., 2012; Runswick-Cole, Curran, &
Liddiard, 2018). There is considerable work on inclusive
research, and approaches to co-researching and collab-
orative research with children with disabilities (see, for
instance, Liddiard et al., 2019). From the direction of chil-
drenmedia’s research (Alper, 2014) and especially recent
research on Internet and digital rights of children, there
are significant examples of research co-conceived and
conducted with children aiming to support their inde-
pendency, lived experiences, and ideas (see, for example,
Benjamin-Thomas et al., 2019). As yet, however, there
is little cross-over in terms of specific research on pri-
vacy and data issues and perspectives pertaining to and
generated by children with disabilities. Given this gap, it
is useful to return to some fundamental considerations
about privacy and data, and the specific ways they unfold
in relation to disability.

There is a longstanding discussion over diverse areas
that affect people with disabilities (Montague, 1993).
As Jasmine E. Harris puts it:

Privacy and disability have an odd relationship. States,
communities, and families, sometimes forcibly, have
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hidden people with disabilities from public view and
engagement. In the shadow of a history of forced iso-
lation and as a way of managing the stigma of disabil-
ity, people with disabilities have, at times, rejected
their public identity as disabled. (Harris, 2020, p. 159)

Key starting points include: the complex and important
fundamental issues of an individual’s personal informa-
tion about their disability status; whatmeanings and con-
texts of disability are in relation to privacy and data; and
what kinds of control and rights people with disabilities
should be accorded and be able to exercise—in relation
to what kinds of technologies. As Harris encapsulates it:

While some peoplemay explicitly deny disability iden-
tity for a host of legitimate reasons, more often, peo-
ple with disabilities capable of “passing” choose to
move in the world without disclosing their disabili-
ty identity even when disclosure can lead to greater
access to services, accommodations, or other bene-
fits. At other times, people capable of passing who
wish to disclose are discouraged and, at times, pre-
vented from disclosing. (Harris, 2020, p. 159)

To give an example, in universities and schools across
many jurisdictions, students with disabilities need to dis-
close their ‘official’ disability status, or ‘register’ as a
student with disabilities (and be acknowledged as such)
before they can receive ‘accommodations.’ Of course, this
means that students with disabilities are registered and
tracked by such educational systems—a part of a wider
‘governmentality’ of disability (Tremain, 2015). This also
raises questions of so-called ‘invisible disabilities,’ not offi-
cially recognized or credited as triggering institutional
responses andmanagement. Also the question of the bur-
den of inclusive education often rests on people with dis-
abilities needing to declare disability status, rather than
schools or universities ensuring inclusive, accessible envi-
ronments, teaching, learning, and full membership of
educational communities, as a matter of course (Price,
2011; Whitburn & Plows, 2017). Information regarding
someone’s disability is an issue widely seen as requiring
confidentiality and raising privacy issues when it comes
to employment and work (Twomey, 2010).

The visibilities, roles, and meanings of disability in
the public sphere have been historically complex and
often closely associated with the oppressions of disab-
lism and ableism (Hadley, 2014; Iarskaia-Smirnova, 2020;
Schweik, 2009). In turn, disability in the private sphere
has been subject to other kinds of issues and modes of
regulation (Priestley & Shah, 2011). Thus, the “private-
ness” and “publicness” of disability is a fraught and shift-
ing area, along with other realignments of public and
private life especially new forms of ‘mediated visibility’
key to constituting the public sphere now, amounting to
what J. B. Thompson called a decade ago, ‘mediated pub-
licness’ (Thompson, 2011, p. 56). Here the issues con-
cerning privacy and data facing people with disabilities

can be seen to flow into a larger set of issues about vis-
ibility, recognition (Maia, 2014), justice, voice (Couldry,
2010), and listening (Goggin, 2009).

This situation alsomay lead to some potential contra-
dictions between advancing disability justice and rights,
and older notions of disability privacy. Still we face well-
founded fears that disclosure or communication regard-
ing disability in relation to one’s self—like sexuality or
gender—would be a disadvantage, and lead to poten-
tial discrimination or disadvantage. Hence JasmineHarris
argues for amore “publicity-oriented approach to disabil-
ity, particularly given the success of other social move-
ments with this strategy,” rather than relying upon “pri-
vacy and nondisclosure of disability status” (Harris, 2020,
p. 170). She feels a discomfort with the latter, which she
sees as a well-entrenched strategy that she feels con-
strues privacy in a way that “undermines the very values
disability rights law seeks to develop: the right to live in
the world” (Harris, 2020, p. 170).

This kind of typical framing of disability and privacy
is a main reason why this area remains extremely under-
explored. Yet such investigation and discussion is urgent,
given the intense societies’ reliance on digital technolo-
gies with the issues they pose for privacy and data, as
well as mediated publicness. As McRae, Ellis, Kent, and
Locke (2020) point out, people with disabilities have par-
ticularly important and acute experiences, affordances,
and perspectives on evolving privacy and data issues
associated with digital technologies, and the mixed feel-
ings many users have:

This unease becomes acute when considering people
with disability for whom technology and digital inter-
faces have become an essential and liberating part
of the everyday. The ways in which these individuals
form a node of and for a radical and reflexive engage-
ment with privacy and consent, technology and soci-
ety, and anonymity and visibility offer evocative ter-
rain for consideration. (McRae et al., 2020, p. 423)

For instance, issues of control and consentwhen it comes
to data have been in many ways anticipated by everyday
digital life contexts of people with disabilities:

People with disability monitor the boundaries
between technology, consent, and privacy. Many of
the privacy concerns currently being navigated by
users of social media have been consciously engaged
by people with disabilities who utilize assistive tech-
nologies, participate in cutting edge medical treat-
ments or deal regularly with the medical industry,
and who manage day-to-day intrusions upon their
selfhood from inquiring gazes and invasive ques-
tions about their daily lives. (McRae et al., 2020,
pp. 423–424)

So the kinds of considerations and desirata in
understanding the ‘contextual integrity’ that Helen
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Nissenbaum famously put at the centre of her influential
concept of privacy (Nissenbaum, 2004, 2011) when it
comes to people with disabilities. Such issues are all the
more obscure and in need of discussion when it comes
to children with disabilities. We will turn to this now, but
very much having in mind the ethical, philosophical, and
political trajectory that Harris marks out. That is, how
we can understand privacy for children with disabilities
that advances their rights to “live in the world,” and ade-
quately captures their valid “ways of being in the world”
(Garland-Thomson, 2017, p. 133).

So, what are the kinds of privacy and data issues that
are faced by childrenwith disabilities in relation to digital
technologies?

Privacy conditions, practices, and claims of children
with disabilities in relation to their personal information
and data certainly are strongly influenced by the shared
conditions of digital infrastructures at present. These
are the concerns widely raised by citizens, policymakers,
and researchers alike, especially in relation to the affor-
dances and arrangements concerning data-intensive dig-
ital platforms in recent years.

Concerns include issues related to the impact of
increased commercialization, very sensitive and perva-
sive nature of the data these companies collect and use,
and the potential consequences thereof, of children’s
rights to privacy and data protection, the responsibilities
for companies, and the need for responsive law, regula-
tion, and policy frameworks that take children’s concerns
seriously. Childrenwith disabilities also likely face a signif-
icant impost in terms of the ‘costs of connection,’ and, if
general critiques of disability and data are to be credited,
specific and notable experiences of and subject to ‘data
colonialism’ (Couldry & Mejias, 2019). Such issues are
most likely to be heightened in relation to children with
disabilities—and this is something on which we urgently
need authoritative research and baseline data.

Amidst the reflex focus on risk and responsibility,
there is also the need to better understand, acknowl-
edge, and support the everyday, innovative use of digi-
tal technologies by children with disabilities. A key social
imaginary of children with disabilities and technology
is the great boon, if not salvation, it can confer—as,
for instance, in the way that the advent of iPads have
been acclaimed as a ‘revolution’ in the lives of children
with disabilities (Alper, 2015), supporting learning and
classroom participation, as well as providing enhanced
access to information, entertainment, and communica-
tion. Digital inclusion is crucial especially when it comes
to children with disabilities. This is because emerging
digital technologies if conceived, designed, and imple-
mented by and with people with disabilities can prop-
erly deliver the kind of quantum leap in accessibility
often promised. Also, the new kinds of exclusion that
can be associated with data and digital technologies—
evident in the implementation of automation, machine
learning, and AI, for instance—can be best foreclosed
or addressed.

To understand the various sides of digital futures
alluded to here, it would be helpful if we can learn more
about how children with disabilities’ view, secure, and
finesse their privacy rights, ownership, and control of
their information and data, in the process of forging
their own paths to negotiating digital life and becom-
ing and being citizens. Here we point to the important
work undertaken by Amanda Third, Philippa Collin, Sonia
Livingstone, and other children digital media and rights
researchers in collaboration with UNICEF and NGOs that
seeks to include children with disabilities and their voic-
es, and put these at the centre of research and poli-
cy agenda (Livingstone & Third, 2017; Third, Bellerose,
Oliveira, Lala, & Theakstone, 2017; Third & Collin, 2016).

Having sketched this larger backdrop and agenda, we
offer a brief case study of privacy and data issues raised
from a relatively common and recognizable scenario: the
sharing of information on children with disabilities by
their parents via social media platforms, so-called ‘shar-
enting.’ What this case study vividly indicates is a funda-
mental axis of power relations that shapes privacy and
data for this ground. Namely, children with disability are
rarely considered the owners of their private information.
From their parents, to charity organisations to medical
discourse writ large, the private lives of children with dis-
ability are considered public domain.

3. Scenes from “Sharenting” on Social Media

Just prior to Christmas 2015, the website The Mighty, at
that time ‘disability’ branded and very widely promot-
ed in this way, published an article entitled “Introducing:
Meltdown Bingo” (the article is longer accessible, see
Griffo, 2015). The squares in the bingo card in ques-
tion included sensory and behavioural reactions a per-
son with autism might experience while having a “melt-
down.” The suggestion was that parents could “play bin-
go” while their child has a meltdown brought on by
the sensory overload of the festive season. The article
described the way in which a mother referenced the
Bingo card meme to draw attention to the challenging
aspects of Christmas shopping and other activities for
her family and in particular her eight-year-old son who
has autism.

Themother and author of the piece also identified as
being on the spectrum. However, the article was widely
condemned by both disability and neurodiversity com-
munities as being exploitative and damaging (Gibson,
2016) the dedicated #cripthemighty hashtag emerged
in response, drawing on critical approaches to disability
and autism (see Sinclair, 1993/2012). A critical approach
to autism “[explores] power relationships that construct
autism; [enables] narratives that challenge dominant
negative medical autism discourses and [creates] theo-
retical and methodological approaches that are emanci-
patory and value the highly individual nature of autism
and its nascent culture” (Woods,Milton, Arnold, &Graby,
2018, p. 975; see also Yergeau, 2018).
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The Meltdown Bingo article is one example of a pow-
er relationship that constructs autism. It was interpreted
as an example of both a large media organisation exploit-
ing a disabled child for page views and amassive parental
violation of privacy. Would the eight-year-old feel he was
being made fun of? Would he be subject to bullying at
school? Why would a disability branded website publish
an article that contributed to damaging representations
of disability? The representation took a psychic toll on
adults with autism who described being ridiculed their
whole lives. As a result, The Mighty became embroiled
in an online war with activists that was picked up by
themainstreammedia. Many adult bloggers with autism
were consequently excommunicated from The Mighty
vast online community, others left in protest, and the site
underwent a complete rebranding.

The Mighty now describes itself as a “digital health
platform.” This rebranding from a disability focused site
to one concerned with health is not a subtle change, it
was a recognition that the organisation had nevermoved
beyond a biomedical focus in the first place. Perhaps this
was because it foregrounds the perspective of parents
of children with disability over the voices of people with
disabilities (see Logsdon-Breakstone, 2015).

Drawing on the theory of communication priva-
cy management, we can see these various actors as
engaged in a negotiation of privacy limits generating con-
siderable boundary turbulence. Since this controversy,
the privacy turbulence between disabled adults and so-
called special needs parents has intensified across other
online practices from sharenting to microcelebrity, fam-
ily influencers, and calibrated amateurism (for a discus-
sion of the practices see Abidin, 2017, 2018). Sharenting
and communities of practice are of particular concern
and our focus in this article.

Sharenting, a portmanteau of the words parent and
sharing, refers to online practices of parents who broad-
cast details and/or images of their children’s lives online,
usually on social media. While sharenting is often criti-
cised, some positive aspects are recognized. These often
focus on the formation of communities of interestwhere-
by parents form communities around particular expe-
riences and embark on a process of learning together.
Parents of children with disability can become deeply
embedded in these communities.

More recently, there has been the phenomenon of
so-called family influencers who post videos of their chil-
dren with autism experiencing extreme emotional states
(popularly called “meltdowns”). According to these fami-
lies these videos amass themost views and offer a poten-
tial to monetise content (Borgos-Rodriguez, Ringland, &
Piper, 2019). However, these families emphasize that pro-
viding support and community is their real motivation.
Making aspects of their lives public for the benefit of
others is in stark contrast to offline studies where par-
ents would only disclose their child’s autism diagnosis if
by doing so their child would benefit (Hays & Butauski,
2018). Indeed, some studies show that parents of chil-

dren with disability report less social stigma in online
communities (Ammari, Morris, & Schoenebeck, 2014).

According to Tama Leaver (in press) parents bal-
ance three points of privacy practices with and for their
children in digital contexts: privacy stewardship, bound-
ary turbulence, and intimate surveillance. In relation to
instances such as the “sharenting” cases we discuss, an
issue for disability lies in the ways biomedical and charity
discourses of disability influence conventions surround-
ing this balancing and the creation of “privacy rules.” The
analysis is informed by a social, political, cultural, and
rights-based approach to disability. This approach prob-
lematizes biomedical and charity discourses of disabili-
ty. The image of the cute disabled child has long been
leveraged by charity organisations trying to raise funds
(Hevey, 1992; Longmore, 2005) or more recently as click
bait (Young, 2012; Ellis, 2015). This image is achieving
greater potency in user generated contexts and as mom-
my blogging moves through to microcelebrity and family
influencers. Yet the parents themselves may have differ-
ent motivations.

The theory of communication privacy management,
advanced by Sandra Petronio posits that “people make
choices about revealing or concealing based on crite-
ria and conditions that they perceive as salient, and
that individuals fundamentally believe they have a right
to own or regulate their private information” (Petronio,
2002, p. 2). The decision to reveal also depends on
how this information may affect other people. Petronio
(2002) identifies five criteria of privacy management:
ownership, control, privacy rules, shared ownership, and
boundary turbulence. While Leaver’s (in press) analy-
sis foregrounds an assumption of shared ownership as
optimal, children with disability do not always have
this opportunity as parents often assume full not co-
ownership of private information.

Parents engage in a process of communication pri-
vacy management when they share information about
and/or images of their children online. The issue of shar-
enting on social media has received significant scholarly
and media attention; however, there is none from a crit-
ical disability perspective of which we are aware. In aca-
demic discussions disability is almost always conflated
with health and often functions as a narrative prosthesis
(see Mitchell & Snyder, 2000) for the benefits of sharent-
ing; whereby parents of childrenwith disability can share
their struggles online to gain support, or alternatively
offer support for new parents. In effect, in this dominant
view, parents assume the role as the active and impor-
tant agents in the discussion, with children with disabili-
ty serving as a widely accepted key site of social anxiety.
The sum total of this arrangement is a reinforcement of
pervasive social assumptions that “other” and stigmatize
people with disability.

The oversharing of images and details of their chil-
dren’s lives that would have previously been considered
private on social media is a common practice amongst
parents. As the regulators of their children’s privacy
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limits, these parents, not their children, are the ones
deciding what to reveal or conceal. Academic analy-
sis has largely focused on parental motivation rather
than offering a clear definition of the practice, when
it becomes problematic, and at a deeper level, what
kinds of social relations are at stake in framing children
with disabilities, their voices, data, and privacy (or lack
thereof) in this way. Practical rather than ideological fac-
tors influencing decision making are usually the focus.
For example, in a study focused on mothers, Kumar and
Schoenebeck (2015) observe the development of a com-
munity of practice:

Mothers use the Internet to seek information, advice,
and support. Sharing information about one’s chil-
dren online provides social capital benefits. Women
who participate in ‘mommy blogging’ enjoy validation
and solidarity, develop a sense of community with
others, and may experience greater wellbeing and
increased feelings of connectedness. (p. 1304)

Despite this and other studies’ focus onmothers, fathers
also seek out communities of shared interest and col-
lective learning. In a study of new parents’ use of
social media, Bartholomew, Schoppe-Sullivan, Glassman,
Kamp Dush, and Sullivan (2012) found that while 98%
of new mothers post images of their children for the
purpose of building community on social media, 89% of
fathers do likewise. Indeed, fathers are documenting and
discussing their experiences of fatherhood online as part
of a broader cultural shift and reconstruction of caring
masculinities (Scheibling, 2020). When compared to oth-
er parents, parents of children with “special education
needs” actually use the internet less in general yet report
using a wider variety of devices and spend more time
“seeking information on their child’s health” (Zhang &
Livingstone, 2019, p. 7).

Advice and support are primary motivations for shar-
enting amongst this group. Similarly, from a health
perspective, the creation of peer-to-peer support via
online communities is recognized as “complementing
existing health services” and providing emotional and
practical support to other people who may face similar
issues (Eysenbach, Stendal, Petrič, Amann, & Rubinelli,
2017). Positive aspects of sharenting have been identi-
fied by scholars, especially in when it comes to analy-
sis of the sharenting practices of parents of children
with disability, as Kopecky, Szotkowski, Aznar-Díaz, and
Romero-Rodríguez (2020) explain: “Sharenting can also
support the cooperation of parents whose children suf-
fer from varying degrees of physical or mental disabili-
ty, allowing to share good practice (what parents have
tried and what is proved), they support each other, con-
sult, etc.” (p. 1). The difficulty in this position is that it
is underpinned by a biomedical approach to disability
in which disability is a problem located in the individual
body in need of fixing. This speaks to a broader conflict
between the medical model and social models of disabil-

ity that parents of children with disability must navigate.
As Sonia Livingstone and Alicia Blum-Ross (2020) reflect:

Many parents we interviewed were attracted to the
social model of disability for offering a language that
supported their child as not being less than, along
with its critical lens on “mainstream” society’s inabil-
ity to provide the support they and their child need-
ed. At the same time, they drew on the “medical mod-
el” because this is the language typically employed by
support services, and parentswere often preoccupied
with juggling appointments with medical or learning
specialists inways designed tomanage ormitigate the
effects of their child’s disability. (p. 121)

Another compounding issue inmany online communities
in which sharenting is prevalent is that misinformation
can be rife—for example some private Facebook groups
were found to be advocating the use of bleach enemas
as a cure for autism (Zadrozny, 2019). This is an extreme
and life-threatening example that came to light due to
the efforts of twomothers of childrenwith disability who
joined these groups and reported their activities.

In this way, parents of children with disability can
likewise act as powerful allies. Returning to Livingstone
and Blum-Ross’ (2020) study, the use of online commu-
nication by parents of children with disability is “popu-
lar [though] not without its problems.” There is a diver-
sity of experience, some parents being unable to find
community in an ocean of information and compet-
ing agendas while others report experiencing intense
unwanted attention (Livingstone and Blum-Ross, 2020).
For example, they profile the activities of one mother
who changed her approach to blogging when one of
her posts about parenting a child with autism went viral.
Having approached the blog as a way to blow off steam,
as she would in a social setting, when the post reached
a large audience it suddenly became a privacy violation
of her child’s experience that she may have to answer
to one day. Although blogging about her own frustra-
tions, this mother was also representing her daughter’s
life and struggles. The experience raised ethical consid-
erations about who has the right to speak and potential-
ly being held to account by her daughter at some point
in the future for speaking of her behalf (Livingstone &
Blum-Ross, 2020).

This is a recurring concern for critics of the sharenting
practices of parents of children with disability:

Imagine a child who has behavior problems, learn-
ing disabilities or chronic illness. Mom or Dad under-
standably want to discuss these struggles and reach
out for support. But those posts live on the Internet,
with potential to be discovered by college admissions
officers and future employers, friends and romantic
prospects. A child’s life story is written for him before
he has a chance to tell it himself. (Kamenetz, 2019)
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Scholars and influencers identify some privacy conven-
tions that have been established over time such as
not identifying the child by name and taking photos
from behind, never showing the child’s face. Two impor-
tant privacy conventions observed by influencer Anna
Whitehouse are “ensuring no bathtime or swimming
suit or naked images are used” and considering how
your child would feel reading the post in 10 years’ time
(Whitehouse, 2018). Parents of children with disabil-
ity seeking advice and community online have been
accused of flouting these conventions by high profile
disability activists who highlight the dangers of sharing
medical or personal details (Counsel, 2019). Kumar and
Schoenebeck observe that parents take on a “privacy
stewardship” for their children in which they decide and
enforce what is appropriate to share about their children
(Kumar & Schoenebeck, 2015). However, these parents,
influenced by a medical approach to disability can make
bad decisions. In addition, for some children with disabil-
ity this stewardship may never end. The privacy of dis-
abled children is a concern for disabled adult bloggers
who attempt to intervene by suggesting privacy conven-
tions such as writing anonymously, not sharing details
about their child’s difficult moments and offering tips to
other parents in private (see Sequenzia, 2016).

Clearly, a minimal step required is that discussions
of and practices of sharenting should move beyond a
consideration of parent’smotivations to establish bound-
aries around this mode of communication (Brosch, 2018,
p. 78). Bosch points out, further, that a definition of shar-
enting must also consider the potential for a mass audi-
ence, the possibility of identifying the child and the ways
these come together as a privacy violation. She offers
a framework for establishing the “true level of sharent-
ing and classifying parents” (Brosch, 2018, p. 80) that
takes into account “the amount, frequency, content of
posted information and the audience” (Brosch, 2018,
p. 79). In Livingstone and Blum-Ross’s (2020) example,
the attention of a mass audience prompted that mother
to radically rethink her privacy stewardship to the extent
that she helped her daughter construct her own blog, to
speak for herself. Drawing on Cynthia Lewiecki-Wilson
(2003), Livingstone andBlum-Ross (2020) describe this as
a process of co-constructing language. However, return-
ing to The Mighty controversy with which we began this
discussion, that mother too had claimed to co-construct
the article with her son, yet it could not be described as
giving him voice. The key issue for disability activists was
the way disability was leveraged to attract a larger audi-
ence. In order to provide peer support for parents of chil-
dren with disabilities, The Mighty reinforced “well-worn
negative tropes, clichés, and stereotypes about disabili-
ty” (Bad Cripple, 2016).

In a parallel to critiques of sharenting in online com-
munities, adult disability activists criticise the focus on
memoirs published by parents (Jack, 2014; Sousa, 2011).
For disability activist Emily Ladau (2016) these and oth-
er media directed towards supporting parents of chil-

dren with disability while usually well intentioned can
become problematic if parents do not “relinquish their
positions of authority and move to the role of advocate-
allies, advocating alongside, instead of on behalf of,
disabled people” (Ladau, 2016) as their children age.
Admittedly a fraught relationship, there is evidence too
that strong relationships with parents of children with
disability can be an important and strategic alliance for
disability activists (Carey, Block, & Scotch, 2020).

4. Reflections on Data, Privacy, and Digital Futures for
Children with Disabilities

In this article, we have sought to identify and lay out
some of the issues in approaching and framing concerns
of data and privacy for children in disabilities. One stum-
bling block to advancing research and understanding in
this area is that critical disability approaches and con-
cepts still need to be better understood in the fields of
media and communication. However, there is clearly an
opportunity, aswe have endeavoured to suggest, to think
critically and creatively about disability and privacy in the
lives of children as they rely upon digital technologies.

To convey a sense of the issues and stakes at play,
we focussed on one leading example: that of sharent-
ing in social media. It is a useful and illustrative exam-
ple because it lays bare some of the practices, power
relations, and deeply held views that frame privacy, per-
sonal information, and data of children with disabilities.
As we note, the boundary turbulence occurring through-
out these examples is not so much between the parent
and child but between two discrete communities: adults
with disabilities and special needs parents. These groups
have much in common but digress on key issues related
to the online privacy of children with disabilities. Tama
Leaver (in press) observes a continuum of approaches
parents take to the sharing of their children’s images
online. At one end of the continuum, parents trade pri-
vacy for commercial success while at the other parents
take a more privacy-centred approach. In the tensions
that constitute this field, children with disabilities do not
get much of a “look in,” when it comes to articulating, in
their own ways, via their own social and digital practices,
what they think and feel about privacy.

This is all the more a pity, given it is a zone where
good intentions concerning children with disabilities
abound. Accordingly, if we can disentangle and construc-
tively address the issues involved, this can be a produc-
tive point for understanding the fundamental underpin-
nings and values, as we tackle the issues raised by the
infrastructures, technology companies, and providers
that shape much of the environment in which social
media communities, interaction, moderation, norms,
and rules are constituted and contested, and build
diverse coalitions and alliances of stakeholders around
these. In addition to these overt privacy violations from
parents, children with disability are also subject to more
intense regimes of digital surveillance and the subse-
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quent privacy issues that arise from having to use cer-
tain types of devices, wearables or even the many issues
concerning surveillance, privacy, and data in relation to
voice interfaces via Google, Facebook, or Amazon speak-
ers. So, the agenda is wide and deep indeed.

To close on a positive note, there is good reasons
to suggest that children with disabilities’ evolving digital
use practices themselves represents an opportunity for
inclusion in conceptualization and debates concerning
privacy—especially in relation to imagining and enact-
ing good data frameworks and practices (Cranmer, 2020).
This is an important area for future research, bringing
together scattered work that does exist. Crucially, in
research as well as policy and practice, the hallmark of
genuine conceptual and social advance will be efforts
that feature and are driven by children themselves
reimagining good data futures for privacy-respecting dis-
abled childhoods.
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Abstract
Media and communication scholars studying young people’s privacy often involve them in research in order to better
understand their interactions with digital technologies. Yet there is a lack of research on how, when, and why it makes
sense to involve young people in the design phase of new technologies and how data protection safeguards can be taken
proactively by design. By engaging with the body of literature at the intersection of media and communication studies,
participatory design, and child–computer interaction research, this article discusses how youth-centred design efforts risk
falling into three traps of privacy by design, relating to: 1) the different degrees of decision power within and between
child-centred design guidelines and participatory design with young people; 2) the involvement of young people in design
as citizens versus consumers; and 3) the conditions under which their participation in design is empowerment rather than
mere decoration. The contribution of this article is a critical, sociotechnical reflection on the challenges and opportunities
of involving young people in privacy by design decision-making. The article concludes by outlining an agenda for participa-
tory design within an encompassing empowerment and digital citizenship framework that invites young people to reflect
on who they want to be in a data-driven society.
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1. Introduction

Media and communication scholars are consulting young
people during research in order to better understand
their unique notions of privacy. Little is known, howev-
er, about the research efforts that feed into the design
of new technologies and the role that young people
(can/should) take in these efforts. This is a missed oppor-
tunity, as research insights should not only have soci-
etal value for policy-making, education, and parenting
but also inform the design of new digital technologies
(Donoso, Verdoodt, VanMechelen, & Jasmontaite, 2016;
Mainsah & Morrison, 2012). Research insights can form
the basis for decisions on how to implement technical
safeguards of data protection and adapt digital tech-
nologies to young people’s needs, competencies, and
expectations. Young people have the right to be heard
in all matters affecting them, including with respect to

digital technologies, not only as consumers and data
providers but also as active co-designers. This gives
them the opportunity to question, negotiate, and gain
a better understanding of privacy and data protection
issues (Dowthwaite et al., 2020), which in turn creates a
pathway to digital skill development for empowerment
(D’Ignazio, 2017; Iversen, Smith, & Dindler, 2018). The
right of minors to be heard in all matters affecting them
is a central premise of Article 12 of the United Nations
Convention on the Right of the Child (UNCRC; United
Nations, 1989). In UNICEF’s comments on this provision,
it is explained that this can be achieved either via direct
consultation of young people or through a representa-
tive or an appropriate body (Viviers, 2014).

When designing digital technologies, companies gen-
erally consider the regulatory framework to be the max-
imum level of data protection, whereas the needs and
expectations of Internet users go beyond these legal
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provisions (Culnan & Williams, 2009; imec, 2019). Data
protection regulation tells us what not to do with data,
but gives little guidance on how to protect young peo-
ple’s interest and respect their rights by design (Lievens
& Verdoodt, 2018). Clearly, there are many social and
ethical challenges at stake that research on and with
young people can reveal. An example is the rich research
insights that show how teenagers enjoy online public
exposure and social prestige within what they perceive
and co-construct as meaningful, intimate peer networks,
outside parental control and beyond technical age lim-
its (Balleys & Coll, 2017; De Leyn, De Wolf, Abeele, &
De Marez, 2019; Lievens & Verdoodt, 2018; Marwick &
boyd, 2014). A decade ago, Culnan and Williams (2009,
p. 674) called upon organisations to not only pursue legal
compliance but also to take up a moral responsibility
to protect consumer data and avoid causing harm. They
argued for a culture of privacy with managerial moral
responsibility and accountability for the organization’s
privacy behaviours and the implications these may have
for people personally.

Waiting for digital technologies to be launched
before considering measures that would better protect
young consumers’ best interests, gives very little incen-
tive to companies to implement change. The incentives
for the end-user to take privacy matters into their own
hands are also anything but attractive. Even though
young people like having control of their personal data
(Dowthwaite et al., 2020), they avoid the hassle need-
ed to achieve this (Compañó & Lusoli, 2010). People of
all ages express paradoxical perceptions of responsibili-
ty for data protection, attributing responsibility to com-
panies or to themselves (Fiesler & Hallinan, 2018), even
if they believe they do not have the necessary skills to
do so (Compañó & Lusoli, 2010). As it is difficult to make
changes once technologies are on the market, both for
companies and for users, more research is needed on
how best to serve the interests of young people from
the very beginning of the conceptualization anddesign of
digital technologies. This would make it possible to take
proactive rather than reactive measures.

Although involving young people in the design of
new technologies is a key value in the field of child–
computer interaction research (Kawas et al., 2020), lit-
tle attention has been given on how to engage them in
decision-making with respect to privacy and data protec-
tion (Hourcade et al., 2017). Child–computer researchers
have called for privacy issues to be addressed more
explicitly by adopting a participatory and multidisci-
plinary perspective (Hourcade et al., 2018). Privacy
researchers in both computer sciences and social sci-
ences have arrived at a similar conclusion: Privacy is not
simply a technical matter, it must be understood in terms
of situated and collective, networked practices (Dourish
& Anderson, 2006; Marwick & boyd, 2014). In order
to (re)consider privacy in the context of today’s tech-
nological affordances, as this article will further argue,
insights from science and technology must be combined

withmedia and communication studies in a participatory
approach that accounts for the views and experiences of
young people.

In response, this article provides a critical sociotech-
nical reflection on the potential of young people as co-
designers of a youth-friendly, privacy-sensitive digital
future. Based on the insights in the fields of participa-
tory design, child–computer interaction research, and
media and communication studies, three traps of privacy
by design are identified. In what follows, this article dis-
cusses for each trap where and why the involvement of
young people in design presents challenges and opportu-
nities. The findings will show that young people’s involve-
ment in privacy by design efforts is as much about the
improved and better design outcomes that can lead to a
better quality of life in the long term, as it is about how
young people can benefit from the process of participat-
ing in design.

2. Trap #1: Questioning Where the Decision Power
Resides

Design decision-making is a matter of exercising power
(Frauenberger, Good, Fitzpatrick, & Iversen, 2015). It pro-
vides an opportunity for the redistribution of power by
including the typical “have-nots” in shaping their future
(Arnstein, 2019, p. 24). Design decision power general-
ly resides in adults who develop and design technologies
for young people andwho create policies and regulations
for their use. There are regulations relating to design that
pay particular attention to the protection of personal
data for those under the age of 18. Examples include the
European Union’s General Data Protection Regulation
(European Parliament, 2016), the Children’s Online
Privacy Protection Act in the United States (Lievens &
Verdoodt, 2018), and child-centred design guidelines,
such as the list of 16 ‘standards of age-appropriate
design’ of the UK’s Information Commissioner’s Office
(ICO; Livingstone, 2019). Child-centred design guidelines
are a good example of a knowledge dissemination format
that can build a much-needed bridge between academia
and practice (Donoso et al., 2016). It can also help
to alleviate some of the difficulties implementing the
data regulations into concrete design decisions that sup-
port young people’s best interests (Dowthwaite et al.,
2020; Lievens & Verdoodt, 2018). For instance, the ICO’s
list promotes the protection of personal data, compli-
ant with the GDPR and UNCRC, and documents con-
crete child-centred design principles revolving around
issues of ‘data minimisation,’ ‘transparency,’ ‘default set-
tings,’ and ‘parental controls’ (ICO, 2019). Child-centred
design guidelines such as the ICO’s are not neutral
design resources. Even though they were introduced as
“technology-neutral design principles and practical pri-
vacy features” (ICO, 2019, p. 16), they do serve as nor-
mative expectations about young people’s interactions
with technology (Yu, Stoilova, & Livingstone, 2018). Each
list of guidelines will always make certain aspects sig-
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nificant, while ignoring or giving less weight to other
aspects and different values, for instance by emphasizing
specific risks or opportunities. They implicitly or explicit-
ly communicate what can be understood as acceptable
and adequate media use. Even in the way design doc-
umentation seeks credibility, it is not neutral. Does it
report on the consultation of experts (and what kind
of experts) to justify the content? And to what extent
were young people heard in this process? The answers to
these questions reveal the extent to which these guide-
lines are an instrument in the hands of the typical haves
or have-nots. Child-centred design guidelines are not ful-
ly prescriptive either. There will always be a dozen possi-
ble ‘translations’ in concrete design features, and hence
this gives considerable room to exert influence. As long
ago as 1985, computer ethics researcher James H. Moor
compared writing a computer programme with build-
ing a house: “No matter how detailed the specifications
may be, a builder must make numerous decisions about
matters not specified in order to construct the house”
(Moor, 1985, p. 7). Reaching the right practical level is
a challenging undertaking. If the guidelines are too spe-
cific, they lose their applicability to a broad realm of
services; too abstract, they risk becoming opaque and
hard to interpret. This difficult balance brings both chal-
lenges and opportunities. On the one hand, there is
always a risk of getting lost in translation, because the
design guidelines do not say how they should be trans-
lated into concrete design features, how to assess and
choose from the different alternatives, or how to ensure
and evaluate whether the design choices are sufficiently
youth-friendly and future proof to embrace all possible
use(r)s and transformations. On the other hand, open-
endeddesign guidelines also offer opportunities because
they give flexibility for those involved in the design pro-
cess to respond to cultural practices and context-specific
demands (Nissenbaum, 2010). If open-endedness is built
into the final design, then it also lowers the barriers
for people to appropriate digital technology, as a co-
designer during use.

In order to overcome the translation and implemen-
tation challenges mentioned above, previous research
has argued for the participation of young people in
design efforts. This would avoid overly adult-oriented
interpretations and ensure that privacy by design choic-
es are meaningful, attractive, and understandable to
young people (Dowthwaite et al., 2020; Lievens &
Verdoodt, 2018; Wauters, Donoso, & Lievens, 2014).
Next to pragmatic considerations, the involvement of
people in design can also be driven by a moral com-
mitment to redistribute decision-making power. The lat-
ter approach has been amply described in the field of
participatory design research. Its roots are situated in
the political economy and worker’s movement of the
1960s and 1970s in Scandinavian countries. It built on
the premise that people who must live with the conse-
quences of the introduction of technologies have the
right to influence the changing conditions. Since its ear-

ly years, the scope of participatory design research has
been expanded by moving beyond the work context
(Halskov & Hansen, 2015), and by diversifying collabo-
ration, including research with young people as design
stakeholders (see e.g., Druin, 1998; Markopoulos, Read,
MacFarlane, & Hoysniemi, 2008). Notwithstanding more
than 30 years of research on participatory design, there
is a lack of a shared definition of what exactly it is. The
field is characterized by a great diversity of design prac-
tices (Halskov & Hansen, 2015) that build on a number of
common key features. One of those common character-
istics being the use of participatory methods as a means
to give people influence on design decisions (Halskov &
Hansen, 2015). It provides an alternative model to the
hierarchical expert (adult) versus (child) user power rela-
tions (Cumbo, Eriksson, & Iversen, 2019). Participatory
design is more than the mere involvement of people
in design; it is primarily a political commitment that
“places the power of defining and reshaping use situa-
tions” in the hands of those affected by the technologies,
“allowing them to transform their own lives” (Halskov
& Hansen, 2015, pp. 89–90). In doing so, participatory
design pursues change. In the narrowest sense, change
refers to the exploration of design alternatives that could
yield improved or better products. Beyond the product
focus, there is also a concern about the benefits of par-
ticipation in the process, for instance linked to learn-
ing opportunities. In the broadest sense, participatory
design has become increasingly concerned with explor-
ing the role of technologies in improving the quality of
life (Halskov & Hansen, 2015).

Within the diversity of participatory design practices,
we discern various levels of participatory power depend-
ing on who (e.g., which young person is recruited?) is
participating; why (e.g., to create a better product or
because young people have the right to be heard?); how
(e.g., which role do young people take in the design
process?); to what extent (e.g., how is decision power
shared between young people and adults?); and with
what gains (e.g., how do young people benefit from
participation?). In addition, we can distinguish between
approaches that only focus on people’s agency in the
design and production of new technologies, and partic-
ipatory design that continues when the project funding
ends and that is also concerned with people’s agency
during use and consumption. Traditionally, participatory
design typically involved young people in one or more
iterative design phases aiming at a better or improved
end product or system. The participation then finished
with the creation of a product or system, as a rather fixed
result developed within the project time. This contrasts
with participatory design processes that fully account
for the sociotechnical processes that unfold over the
long term; here participation is seen as an important
condition of building an ongoing, dynamic infrastruc-
ture, which does not finish when the project ends. This
long-term perspective unfolds the range of activities for
co-shaping technological affordances, from design time
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to ongoing design practices during use and consumption
(Bjögvinsson, Ehn, & Hillgren, 2012; Löwgren & Reimer,
2013). Media scholars have linked the latter practices
under the umbrella of young people’s ‘rights by design,’
which allow them, for instance, to check, rectify, erase, or
edit personal data (Yu et al., 2018). Lievrouw (2006) the-
orizes this as design opportunities for creatively recon-
figuring the technological artefacts and for remediating
content and forms of interaction practices. Similar voic-
es emanate from international organisations, including
companies, as part of an initiative that sets out the princi-
ples for a safer andmore empowering positive future, led
by Tim Berners-Lee. It includes principles that explicitly
call upon adaptation, appropriation, and redesign prac-
tices that are part of the design in use time. As part of
their proposed ‘Contract for the Web,’ people are invit-
ed to be engaged as co-creators, actively shaping online
content and systems and building strong online commu-
nities (Contract for the Web, 2019). Approaching people
as co-creators is also relevant in the context of privacy
by design, “because contexts shift and overlap over time,
privacy is an ongoing, active practice” (Marwick & boyd,
2014, p. 1062). Young people are active agents in this pro-
cess, as they co-construct and give activemeanings to pri-
vacy norms and contexts, not only during the design time
of new technologies (Dowthwaite et al., 2020) but also
as part of the use time once the technologies have been
implemented (De Leyn et al., 2019; Marwick & boyd,
2014; Steijn & Vedder, 2015).

In sum, with the identification of the first trap, we
made explicit that there are differences both within and
between child-centred design guidelines and participato-
ry design efforts, and that these differences reveal where
the design decision-making power resides. We discussed
that although design guidelines can create youth-centred
sensitivities that feed into design decision-making, they
should not be understood as a prescriptive list telling us
exactly what to design. Considering how we can design
for andwith young people, we pointed to the importance
of embracing young people’s rights by design, not only
as part of their consumption and use of technologies,
but also during the conceptualization and design of these
technologies before their actual implementation.

3. Trap #2: Young People Are More Likely to Participate
in Design as Consumers Than as Citizens

As part of the second trap, this article elucidates how
the different manifestations of participatory design are
likely to boil down to an involvement of young people
as consumers instead of citizens. One way of seeking
genuine participation is to engage young people as citi-
zens. Such an approach is being advocated in a reinvigo-
rated research strand on participatory design concerned
with building dynamic infrastructures that enable long-
term engagement in a project or with respect to a soci-
etal issue (Bjögvinsson et al., 2012) through the forma-
tion of publics, for instance bymatchmaking citizenswith

local organisations and governments, and by fostering
civic engagement and building capacities to connect to,
set up, and sustain communities (Le Dantec & DiSalvo,
2013; LeDantec& Fox, 2015;Mainsah&Morrison, 2012).
However, if young people are only involved because they
represent the target group of the envisioned product,
then we are likely to reach out to them in their economic
role instead of that as a citizen. Their economic position
can point to their role as a future consumer, future pro-
ducer co-shaping infrastructural elements, or as future
data provider (van Dijck, 2009). The reasoning then goes
that if young people, as experts of their own lives, are
given a voice in the design of products they will eventu-
ally use, we are likely to increase future adoption and cre-
atemore successful (read: more useful and economically
viable/competitive) products.

If ‘learning from youth’ is the only reason young peo-
ple are involved, thenwemust face its downsides. Simply
inviting young people to deliver ideas and inform us
how they perceive issues of privacy management, and
then stopping their participation once we have ‘taken’
from them what we need for research is not an empow-
ered form of participation (Zimmerman, 2000). In a com-
mercial setting, co-creation creates a tension between
people’s voices enabled by the professional entities ver-
sus those who are exploited for their ideas or labour
(Banks & Humphreys, 2008; van Dijck, 2009). While aca-
demic research goes through a rigorous process of eth-
ical reviewing, commercial participatory design projects
in industry do not (Hourcade et al., 2017). The involve-
ment of young people in the design process may even
create datafied users before technologies are on the
market and under regulatory scrutiny. Nowadays, the
spheres in which participatory design unfold no longer
operate in isolation from each other. The neoliberal
21st century research and technology commercializa-
tion ecosystem pursues innovation through collabora-
tion and co-creational interactions that group industry,
university, government, and societal stakeholders to bet-
ter align commercialization efforts with the needs of
society (Markman, Siegel, & Wright, 2008; McAdam,
Miller, & McAdam, 2018). It remains to be seen how
and whether the latter evolution serves the interests of
young people.

Unfortunately, many design projects in which young
people participate are in fact nothing more than a
‘crowdsourcing of ideas’ (Read, Fitton, Sim, & Horton,
2016). This reminds us of the ‘work as play’ trap and
the technology-discourses that circulated in the geek
culture of the digital creative industries that built on
the volunteerism and digital labour of early adopters,
enthusiasts, and hobbyists who loved to tinker with
media (van Dijck, 2009, p. 51). Furthermore, the com-
mercial context is dominated by a technocratic view on
innovation that trumps social innovation and that pro-
motes what Morozov (2013, p. 6) refers to as ‘techno-
logical solutionism’: the “unhealthy preoccupation with
sexy, monumental, and narrow-minded [computational]
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solutions—the kind of stuff that wows audiences at TED
Conferences—to problems that are extremely complex,
fluid, and contentious.” Technology design would there-
fore benefit from a holistic understanding of the problem
space, to which participatory design research can con-
tribute, because “what many solutionists may presume
to be ‘problems’ in need of solving are not problems at
all” (Morozov, 2013, p. 6).Morozovwarns against techno-
utopian discourses that suggest that technologies will
save the world, just as he warns against unintended
consequences of technological solutionism. As far as
research into privacy by design is concerned, there is
a possible (intended or unintended) side effect, namely
that the mere involvement of young people would make
them responsible for finding solutions to privacy issues
or even relieve institutional responsibility. This would
fall into the same trap as many technical and legal dis-
courses around privacy that have made the individual
responsible for maintaining control over personal data,
even when it is clear that users do not fully understand
what they are giving permission to and that people suf-
fer from consent fatigue (Royakkers, Timmer, Kool, & van
Est, 2018). Simply striving to improve the accessibility
and readability of privacy policies and terms and condi-
tions is not enough, as it still passes the responsibility for
making informed choices on to the end-users (Fiesler &
Hallinan, 2018). The current networked privacy context
makes the focus on the individual untenable (Marwick &
boyd, 2014). Therefore, privacy by design must be holis-
tically understood as the mutually constitutive interac-
tions between and among the people who use technolo-
gies as well as the platforms, third parties, policymak-
ers, educators, and regulators who are all embedded
in particular data practices. We must also refrain from
reducing privacy to a micro-level concern as if the ‘prob-
lem’ and ‘solution’ is only to be found in design prop-
erties. Economic, governance, and cultural issues play
a role in shaping any privacy by design effort. A multi-
stakeholder and multi-layered notion of privacy is thus
needed to respond to the societal and technical complex-
ity and messiness of today’s data-driven society (Barassi,
2018; van Dijck, 2009). Just like techno-utopian discours-
es can cause blind spots, so too techno-dystopian dis-
courses andmedia panics have side effects. The latter dis-
courses may incite companies to take actions to protect
young people against what adults see as risks, which is
not always experienced as such by young people them-
selves (Lobel, Granic, Stone, & Engels, 2014). It may
even prompt companies to stop offering their services to
young people altogether, thereby thwarting their digital
participation rights (Lievens & Verdoodt, 2018).

Applauding participatory design with young people
to some extent mirrors how we have hailed the surge of
young people using the digital space as part of the partic-
ipatory culture (van Dijck, 2009). If we draw lessons from
how the participatory culture has evolved, we learn that
a transformation has taken place, whereby participatory
media have transformed from small initiatives towards a

mastodon ecosystem of media conglomerates. Similarly,
for the first research-driven participatory design projects
that operated on a small scale, it was easier to pur-
sue safeguards for democratic participation, both with
respect to processes and outcomes. In contrast, today,
with digital platforms that place young people’s media
consumption practices in the hands of big tech giants (van
Dijck, 2009), the question is whether and how participa-
tory design must follow and be adjusted to this new com-
plexity (Bannon, Bardzell, & Bødker, 2018). Just like the
participatory culture promoted by Web 2.0 did not suc-
ceed in opening real possibilities for democratic empow-
erment (Barassi, 2017), so might we question whether
today’s participatory design efforts risk falling victim to
corporate exploitation of user’s digital production and to
biases caused by fake and commodified forms of empathy
with the end-user (Robertson & Allen, 2018). Moreover,
with technologies increasingly controlling life for us, the
design choices underlying them risk promoting techno-
logical paternalism whereby, at design time and through
design, what is best is decided, with less control for the
diverse user group to make it work for them in a mean-
ingful way (Royakkers et al., 2018, p. 131). Floridi (2014,
p. 190) similarly argues “that ethics by designmaybemild-
ly paternalistic, insofar as it privileges the facilitation of
the right kind of choices, actions, process, or interactions
on behalf of the agents involved.” In response, Floridi
calls for ‘pro-ethical design,’ which privileges facilitation
of reflection instead of the search for the ‘right’ choices.

In sum, with the identification of a second trap, this
article argued that young people aremore likely to partic-
ipate in design as consumers than as citizens, and point-
ed to problematic discourses and practiceswhen the sole
motivation to involve young people in design is pragmat-
ic and functionalist driven. Continuing the line of thought
developed earlier that design guidelines can never be
fully prescriptive, this statement is now reconsidered by
positing that design guidelines must never be prescrip-
tive either, but for ethical reasons. Deciding upon the
‘right’ privacy options for and by design, includes the risk
of taking rigid moral decisions on what is right or best.
Even when driven by good intentions, designing for good
canmean different things for different people. Especially
as by ‘othering’ those for whom the product is designed,
as people in need of help, we easily risk being pater-
nalistic (Vandenberghe & Slegers, 2016). Participatory
design, then, should instead be seen as an opportunity to
negotiate design options for continued meaning-making
and for reflection by diverse user groups, rather than a
momentary act to arrive at a single and fixed solution.

4. Trap #3: Young People’s Participation in Design is
More Often an Act of Decoration Than of
Empowerment

An analysis of the last decade of research on the design
of technologies for and with young people has revealed
that more research is needed to understand how partici-
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pation in design is linked to empowerment (Kawas et al.,
2020). The third and last trap aims to address this issue by
discussing the differences between acts and outcomes
of empowerment versus decoration. Genuine participa-
tion should imply giving a certain degree of decision-
making power to young people and to be, therefore,
more than a tokenistic assurance that they will hear and
be heard—without any ability to influence or change
(Arnstein, 2019; Hart, 2008). In design, this would enable
young people to negotiate the issues that concern them,
by creating and deciding upon design choices (Wagner,
2018; Zimmerman, 2000). This boils down to empower-
ment as ‘inclusion’ in decision-making processes (Floridi,
2014). Additionally, we can think of empowerment in
the ‘more opportunities’ sense, that is empowerment
as ‘improvement’ (Floridi, 2014). The latter is pursued if
the involvement of young people as co-designers aims
for both a higher quantity of available choices and a
higher quality of opportunities. Empowerment-led forms
of participatory design resemble action research. They
both build on an agentic notion of non-academic people,
including youths, acknowledging their right and capacity
to actively participate in research on topics that matter
to them. Moreover, both action research and participa-
tory design share a similar moral commitment to explore
alternatives and possibilities for change through the par-
ticipation in and outcomes of the research (Frauenberger
et al., 2015; Kemmis, McTaggart, & Nixon, 2014). The
envisioned change is typically linked to social and educa-
tional values that the research participants can benefit
from. Both in action research and participatory design,
researchers use terms as ‘empowerment,’ ‘gains,’ ‘ben-
efits,’ ‘democracy,’ and ‘mutual/collaborative learning’
to describe the goals of their participatory research
endeavours (see e.g., Donoso et al., 2016; Frauenberger
et al., 2015; Halskov & Hansen, 2015; Iversen et al.,
2018; Kemmis et al., 2014; Kinnula et al., 2017; Schepers,
Dreessen, & Zaman, 2018b). From the perspective of
empowerment theory, the impact of change can be sit-
uated at the individual, community, and/or organisa-
tional levels (Zimmerman, 2000). Most empowerment
efforts pursue individual benefits, for instance, linked
to acquiring decision-making skills or critical aware-
ness (Zimmerman, 2000). Although participatory design
projects have also mainly been concerned with individu-
al empowerment (Bjögvinsson et al., 2012), we are wit-
nessing an increased interest in organizational and com-
munity concerns (Le Dantec & DiSalvo, 2013; Le Dantec
& Fox, 2015; Mainsah & Morrison, 2012).

Empowerment theory not only accounts for individu-
al, organizational, and community levels, and empower-
ment as inclusion versus empowerment as improvement,
it also distinguishes between the ‘empowering’ process-
es and being ‘empowered’ as an outcome (Zimmerman,
2000). In the field of participatory design, both aspects
have been addressed, with researchers investigating the
empowering potential of themethods and procedures of
participation in design as well as the positive change that

is envisioned with it (see e.g., Halskov & Hansen, 2015;
Iversen, Smith, & Dindler, 2017; Schepers, Dreessen, &
Zaman, 2018a; Schepers et al., 2018b). Both processes
and outcomes should not be understood as momentary
acts, or as individual one-off events. From the very out-
set, the participatory design community was built on
the principle of dialectical exchanges and mutual learn-
ing (Bratteteig, Bødker, Dittrich, Mogensen, & Simonsen,
2013; Halskov & Hansen, 2015). This implies a commit-
ment to the involvement of people in design, as well as
a commitment to give something back. In and through
participatory design with young people, researchers and
designers learn about young people’s opinions, per-
ceptions and experiences, and their situated actions.
By opening up dialogue, adults learn about the particu-
larities of youth culture in which privacy is perceived and
negotiated. Young people, in turn, through their partic-
ipation in research and design, acquire new competen-
cies, such as the knowledge, skills, and attitudes to crit-
ically and constructively engage with technology, which
Iversen et al. (2018) have called ‘computational empow-
erment.’ In line with empowerment theory, computa-
tional empowerment builds on a moral commitment to
co-create positive change and identify strengths,which is
more than just ameliorating negative aspects or identify-
ing risks. As computational empowerment accounts for
the educational aspects of engagement with technolo-
gies, as well as the economic and civic/political opportu-
nities, this article argues, it is an important steppingstone
towards digital citizenship. Building on a review of over
35 frameworks on youth and digital citizenship over the
world, Cortesi, Hasse, Lombana, Kim, and Gasser (2020)
have put forward a definition for what they term ‘digital
citizenship+ (plus),’ that is, “the skills needed for youth
to participate fully academically, socially, ethically, polit-
ically, and economically in our rapidly evolving digital
world” (p. 28). Through co-design activities with young
people, Cortesi et al. (2020) mapped 17 interconnected
areas of life that they believe youth digital citizenship pro-
grammes should address, including amongst others arti-
ficial intelligence, civic and political engagement, compu-
tational thinking, data, and privacy and reputation. As it
is an encompassing, balanced term, open for contextu-
alized interpretations, it holds the potential to provide a
valuable framework for future contributions in the realm
of privacy by design theory and practice.

By identifying the third trap, this article aims to
reverse the trend that young people’s participation in
design is more often an act of decoration than of
empowerment. Thiswould require reflection onboth the
processes and outcomes of the involvement of young
people (“are these empowering processes resulting in
young people being empowered?”), the flavour of being
empowered (in a sense of both inclusion and improve-
ment), as well as a consideration of both the challenges
and opportunities for digital citizenship that reside and
interact at an individual, organizational, and communi-
ty level.
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5. Conclusions

The rationale for this article followed from the observa-
tion that most media and communication studies deal-
ing with youth and privacy have only been concerned
with hearing young people’s voices regarding their inter-
action with existing technologies. Yet, considering the
timeline of a technology’s trajectory, this article argued
that we should not only study (the broad array of soci-
etal changes that may arise from) the adoption and use
of digital technologies but also consider how design deci-
sions are being made prior to their implementation (see
also e.g., Bailey & Barley, 2020). This would give scholars
opportunities to support young people’s best interests
proactively rather than reactively when privacy issues
are flagged, e.g., by legislative bodies or through bad
publicity (Culnan & Williams, 2009; Fiesler & Hallinan,
2018). This article aimed to address the gap in research
on how, when, and why it makes sense to involve young
people in design decision-making prior to the implemen-
tation of digital technologies. It did so by engaging with
literature from existing schools of thought that speak to
media and communication as well as to disciplines con-
cerned with the (participatory) design, evaluation, and
implementation of interactive computing systems. The
contribution of this article revolves around the identifi-
cation of three traps of privacy by design. The first trap
pointed to different degrees of decision power in rela-
tion to the use of child-centred guidelines and participa-
tory design research with young people. The second trap
revealed thewide variety of approaches that all fit within
the umbrella term of participatory design, but that differ
in whether they involve young people as consumers or
citizens. Finally, the third trap made clear how participa-
tory design with young people can serve empowerment
rather than being a decoration.

In conclusion, it is argued that participatory design
situated within an encompassing empowerment and dig-
ital citizenship framework is a future-proof direction ben-
eficial to young people. In today’s increasingly complex
and messy digital society, we must not blindly focus on
the question of whether young people have comprehen-
sive knowledge (see also Article 12 of the UNCRC) of
the privacy issues at stake. We must also move beyond
the discussion of whether young people can really imple-
ment change at the levels of commercial and institu-
tional privacy, areas that they are not immediately con-
cerned with (Steijn & Vedder, 2015), and that rather call
for a reflection on data governance strategies on amacro
level. In a world where humans are increasingly losing
power and control to machines, and where even adults
and the traditional institutes have a hard time follow-
ing the rapid pace of technology, it is more beneficial
to rethink our traditional notions of participatory design,
as the entire ‘human-centred design’ logic seems to be
at odds with current developments. Rather than seek-
ing input through participative design with young peo-
ple on what must be designed, and deciding upon the

‘right’ design choices, it ismore fruitful to seek an answer
to the question of what kind of society we want regard-
ing our interactionwith technology (Frauenberger, 2019),
as well as how we can build in mechanisms for an ongo-
ing reflection on this compelling question (Floridi, 2014),
both during design in production time and during design
in use and consumption. This approach would also help
us to reflect on how privacy issues are interlinked with
other public values, that is not only with the value of
security—as amply covered in public debates—but also
with public values that are given less attention, such
as autonomy, human dignity, and control (Royakkers
et al., 2018, p. 128). Future researchers and designers
are therefore called upon to take the unique meaning-
making processes and experiences of young people as
a starting point, not only to improve or mitigate risky,
harmful, and undesirable (privacy-related) design issues,
but also to facilitate a contextualized reflection on who
young people want to be in a data-driven society.
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