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Abstract
The editorial discusses the relevance of analyzing some problematic aspects of online participation in consideration of
events that happened during the preparation of this thematic issue. It critically challenges the eponymous ‘dark participa-
tion’ concept and its reception in the field, and calls for a deeper exploration of epistemological questions — questions
that may be uneasy and difficult to answer, as they also refer to the issue of balance and scientific positioning in the face
of threats to public communication and democratic ideals.
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1. The Season of Light, the Season of Darkness

It was the best of times, it was the worst of times,
it was the age of wisdom, it was the age of foolishness,
it was the epoch of belief, it was the epoch of incredulity,
it was the season of Light, it was the season of Darkness.
(Dickens, 1859, p. 1)

The famous opening paragraph of Dickens’ A Tale of
Two Cities masterfully describes the major conflicts
and extremes of a chaotic time of social and political
upheavals. Set in the years leading to the French revolu-
tion, the historical novel is referring to a specific period
and location (to be more precise, two specific locations:
the eponymous two cities London and Paris)—but the
opening paragraph has gained a life of its own in pub-
lic, (pop) culture and science. I am not a native speaker,
but it always struck me with awe: It’s an ingenious way
of expressing the duality of revolutionary times, and
in some ways, also of how some of our current times
feel like.

Dickens’ opening paragraph transcends the specifics
of the novel’s plot and localization, and that is proba-

bly why so many people since the original publication in
1859 could connect to its deeper meaning, especially so
if they found themselves in periods of profound social
change. Indeed, his magnificent lines sound more cur-
rent than ever, and they also resonate with this the-
matic issue’s topic—especially as they literally refer to
the duality of light and darkness as two opposing posi-
tions and potentials.

A figurative understanding of light and dark, refer-
ring to a larger duality of the social, is a seed concept of
this current issue.When being approached byMedia and
Communication to serve as the editor of a thematic issue,
I had just published an article in said journal on “dark
participation” (Quandt, 2018), focusing on the “bleak
flip side” (p. 18) of citizen participation in online envi-
ronments, including phenomena like trolling, bullying,
strategic disinformation and hate campaigns. Based on
the strong, and sometimes even quite emotional reac-
tions to this piece (which are certainly not the stan-
dard for a publication in a scientific journal), its core
topic looked like a perfect candidate for deeper explo-
ration. Little did I know what would happen in the short
time between the call for papers, the subsequent review
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process of the amazing pieces the journal received, and
the release of the issue—and how this would make both
the topic (and the introductory Dickens quote) more cur-
rent than ever.

In barely 18 months, the world witnessed the out-
break and rapid development of a pandemic, paralleled
by a confusing cacophony of voices, conspiracy theories
and disinformation regarding the Coronavirus, some of
it originating from dubious sources on the web and dark
participation in online forums. Early on in the crisis, the
WHO labeled this an ‘infodemic’ (WHO, 2020)—a highly
contested (but yet popular) term to describe the social
and communicative situation in the pandemic. Naturally,
the critics are correct: As a start, it would need to be
called a ‘disinfodemic,’ if the core problem is intentional
falsehoods and not just an exponential growth of infor-
mation in a short time—and there are other limitations
of this concept that cannot be discussed in a brief edi-
torial. Yet, it still underlines the timeliness of this issue’s
core ideas, which seemed to gain even more urgency in
the Coronavirus crisis.

Shortly before release date, the world’s longest-
standing democracy—the United States of America—
were shaken by pictures of a mob storming the Capitol,
incited by a president who had lost the election, but
did not accept the results of the election and called it
rigged on multiple occasions (without presenting sub-
stantial proof for these claims). For that infamously ‘twit-
tering’ president, traditional media were primarily ‘fake
news,’ and many of his supporters organized themselves
via social media and online platforms—the most radi-
cal ones just trusting their own sources and stirring up
themselves in a rather hermetic information environ-
ment. While communication studies has rightfully ques-
tioned the existence of “filter bubbles” in general (Bruns,
2019), it became apparent that there are related issues
on the extreme edges of an increasingly polarized soci-
ety, where opinion formation is (self-)organized in rad-
ical pockets of a rather ‘wicked’ web. Indeed, public
observers identified some forms of ‘dark participation’
in online environments as a danger to democracies, and
numerous politicians around the world called for action
against populism, hate and disinformation.

These incisive developments call for a short moment
of reflection regarding the conceptual core of this the-
matic issue, its changing context and resulting epistemo-
logical questions. Therefore, this editorial slightly devi-
ates from the expectation of giving an overview of the
enclosed articles. Luckily,my colleagueOscarWestlund—
editor of the journal Digital Journalism—was asked to
comment on the thematic issue, and he does a much
better job at an introduction than me here (Westlund,
2021). Reading his commentary before working through
the issue is highly recommend, and then re-reading it
after that procedure as well. Further, the current pres-
ident of the International Communication Association
Claes de Vreese adds some crucial contextual thoughts,
putting some of the arguments in this thematic issue in

(disciplinary) perspective (de Vreese, 2021). Reading his
commentary as a concluding remark will certainly widen
the scope of how the issues at stake can be discussed.

2. Darkness, Debates and Discipline

Asmentioned above, the idea for this thematic issue had
its origin in an earlier, quite personal exploration of dark
participation in online environments, published in this
very journal roughly two years ago. Like this editorial,
I chose to partially deviate from a traditional article for-
mat there. If you haven’t read it and still plan to do so—
then please stop reading exactly here→⭐←, as the fol-
lowing will include ‘spoilers’!

The piece itself was, on the surface, an exploration of
the concept of ‘dark participation,’ which was depicted
as a counter-concept to a ‘naïve,’ abundantly positive
and ‘pure’ concept of user participation discussed in
communication studies and journalism roughly around
the turn of the millennium and the subsequent decade.
The ‘dark participation’ concept was developed in a sys-
tematic, yet intentionally generic way in the middle sec-
tion of the piece. However, this systematic discussion of
dark participation was also meant as a device to lead
the reader astray: The plan was to get the reader nod-
ding her or his head and agreeing with the argument.
The reader should fully embrace the focus on dark par-
ticipation as an innovative and convincing concept. Then,
in the last third of the article, it was revealed that such a
one-sided debate of the ‘dark’ side would be equally mis-
guided as the overly optimistic and normatively narrow
expectations regarding participation, and that some cru-
cial and balancing counter-arguments were left out on
purpose to get her or him agreeing with the intended
position. So the article was actually a call for balance
in the discussion, despite its title and core concept: Just
focusing on dysfunctional effects and being fascinated by
the doom and gloom of the dark side would be as wrong
as naïvely expecting every user in online environments to
be a heroic, liberal savior of democracy. Metaphorically
speaking, the pitch black of ‘dark participation’ in the
piece was poured into the crystal white of some earlier
approaches to end up with a more fitting grey.

As noted above, the article lead to some surprisingly
emotional, even visceral reactions,which are uncommon
for a scientific journal article: Some readers loved it, and
some really hated it. And in both groups, there were peo-
ple who just referred to the dark participation concept
itself without the proper ‘balancing’ contextualization—
maybe overlooking the mirror trick this article really is.
Now I mention this article and its history not for self-
reflection, but to point out the issues of doing research
on participation in general, and how personal and emo-
tional it can be: This is not an ‘empty’ concept by defini-
tion, as the participation in public communication and
social processes logically refers to democratic ideals—
and therefore ideas that may be close to our heart. It can
be theoretically argued that citizen participation always
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entails an ethical component, therefore something like
‘dark participation’ does not exist or is a “perversion”
(Carpentier,Melo, & Ribeiro, 2019) of participation—and
indeed, the ‘pure’ form of citizen participation is a shim-
mering star in the sky thatmay be needed as guidance for
our actions. On the other hand, there is ample of empiri-
cal proof that there are grave issues with some forms of
participation in online environments—and we as social
scientists cannot ignore the fact that parts of the political
elite and public inmany countries regard some of these a
danger to society (and even call for measures to restrict
dark participation).

In that sense, a discussion of such phenomena leads
to difficult epistemological questions, and calls for a
reflection on our positioning and perspective as individ-
ual scholars and our discipline(s) at large.

3. Out of the Grey Zone, Back into the Light?

Following the above argument, can we as scientists stay
in the secure space of the ivory tower and observe these
issues from afar, with the impartial gaze of a neutral
observer, painting the world in a diffuse grey? Or do we
even stand on top of it, and observe through a normative
lens with conceptual nobility, far above the lowlands of
confusing empirical contradictions? And all of this while
we receive alarming evidence of concepts like participa-
tion being turned into a dark counter-image of what we
hoped they would be?

As noted above, the initial piece on dark participa-
tion argued for balance—based on my personal per-
ception of a dominant one-sidedness both in the early
debate on participation and its much darker counterpart
as of recently. However, such a call for balance may also
lead to a situation where scientists hide in a hazy and
shapeless ‘grey zone,’ where no position is taken, every-
thing appears value free—and everything looks similar.
Given the events that happened during the production
of this thematic issue, and based on the findings and
approaches assembled here, I have somenagging doubts.
Figuratively speaking: Can we as scientists hide in shad-
ows when the times are getting darker and darker—
and won’t the safe grey zone disappear with the fading
light? Maybe we cannot be fully neutral here, as open
science itself is also part of open debates and open soci-
eties? And therefore, shouldn’t we have a vital interest
in their success?

Naturally, this refers to well-known epistemological
questions of social sciences and the dispute between
normative positions and a (arguably) ‘value free’ critical-
rationalist position, and between neutral and activist
research. While some of these questions have been dis-
cussed in great depth in other fields, and while they
were always somewhat present in communication stud-
ies, I feel that they need to be discussed in a more sub-
stantive way, given the current challenges we observe in
online communication and the social alike. It is no coin-
cidence that difficult times of social change often breed

epistemological questions and paradigmatic changes in
science as well—as change and the related anomalies
reveal fractures in existing paradigms. The eventswe saw
unfold during the preparation of the thematic issue may
be partially cause and effect of such change. Some of it
is related to the evolution of online communication and
the transformation of society in an increasingly ‘digitized’
world, where information flows do not adhere to the log-
ics of traditional media and journalism. Dark participa-
tion (or whatever label you prefer) is certainly not its sole
cause, but part of this.

In this short editorial, I could only hint at these
deeper, epistemological issues that parallel the fine
pieces of research in this thematic issue. Naturally, there
is notable variance here: The authors come from differ-
ent world regions—Europe, Asia and the United States—
they analyse multiple forms of ‘dark participation’ in
online communication, and they favor various empirical
and theoretical approaches. However, they are united by
their deep interest in the given phenomena, often driven
by an implicit or explicit goal: exploring dark participa-
tion and delineating it from its light counterpart. And by
doing so, they may be helping in saving citizen participa-
tion from the destructive ‘doom and gloom’ that seems
to be so pervasive these days. Thismay also be an answer
to my concerns that an occupation with the dark side
may result in a diffuse gray—researching dark participa-
tion in such awaymay contribute to a better understand-
ing of other forms of participation as well, and therefore
help in identifying factors that protect these from being
dragged into the dark. So instead of ending up in a diffuse
grey zone, such research may result in a much sharper
contrast between light and dark.

The introductory quote from Dickens’ A Tale of Two
Cities brilliantly expresses this dualitywhere the light and
dark coexist in all their variety. Applied to the many neg-
ative observations our field has recently made in relation
to forms of dark participation and their dangers to soci-
ety, this also holds a hopeful promise: that if we observe
chaos and foolishness in democratic crisis, then there is
also the potential for stability, elegance and wisdom.
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Abstract
In the digital age, the crisis of journalism has been exacerbated by antagonistic actors infiltrating the journalistic system
without adhering to its norms or logic. Journalism itself has been ill-prepared to respond to this challenge, but journalism
theory and research have also had trouble in grasping these phenomena. It is thus the aim of this article to propose a theo-
retical perspective on a specific set of antagonists characterized by its paradoxical nature. It is ‘the excluded third, included’
as described by Serres, the parasite that is both part of the system and its antagonist. From the perspective of systems
theory, the parasite is a subsystem that threatens the integrity of the primary system. Thus, the parasite is defined by the
relations that describe its position, its behaviour towards the host system. Due to these peculiarities—this contradiction,
this vagueness—it evades a classical bivalent logic. This may be one reason why the paradoxical nature of the antagonist
from within, the ‘uninvited dinner guest,’ has not been described as such until now. The parasitic practices follow the logic
of the hacker: He is the digital manifestation of Serres’ parasite. Accordingly, parasitic strategies can be described as news
hacks whose attack vectors target a system’s weak points with the help of specific strategies. In doing so, they not only
change the system output but also compromise its values and exploit its resources.
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1. Introduction

From a journalistic perspective, the digital age can
be described as a phase of differentiation and
de-differentiation (Wang, 2020). The clash of old and
new media logics in the hybrid media system (Chadwick,
2017) creates a need to engage in boundary work
(Carlson& Lewis, 2019). In our participatorymediaworld,
these processes of translation and synchronization do
not take place exclusively within the journalistic system.
Its blurred, fluid, and permeable boundaries also allow
third parties to make an impact without having to sub-
ject to system norms. This is the type of actor this article

is about—according to Serres, it is “the excluded third,
included” (Serres, 2007, p. 76), or also: the parasite.

These actors are distinguished from other antagonis-
tic actors by four particular characteristics: (1) They do
not act from outside, they do not try to combat jour-
nalists through physical violence or oppression, such as
censorship—they act from within; (2) by doing so uni-
laterally they avail themselves of journalistic resources;
(3) they take advantage of the freedoms of a democratic
public in pursuit of their strategic goals, compromising
the very values on which these freedoms are based; and
(4) they are an inherent part of the system (while at
the same time being alien to the system) and therefore
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cannot be eliminated without restricting the freedoms
(or values) of the system itself.

In recent years, central terms have been coined and
frameworks established, which now allow us to ana-
lytically describe and classify these actors and their
strategies: The term ‘information disorder’ (Wardle &
Derakhshan, 2017), for example, focuses on various
forms of false information and its effects in the hybrid
media system (see also Bayer et al., 2019); ‘dark partici-
pation’ (Quandt, 2018) denotes the destructive potential
inherent in every participatory technology (see also ‘data
craft,’ Acker, 2018; or ‘digital influence machine,’ Nadler,
Crain, & Donovan, 2018; or ‘alternative influence,’ Lewis,
2018); ‘source hacking’ (Donovan & Friedberg, 2019)
refers to strategies to manipulate digital journalism (see
also Phillips, 2018). Despite this great wealth of differ-
ent concepts, we still lack models to describe these rela-
tionships on a theoretical level. To close this gap, we
draw on The Parasite, a work by French philosopher
Michel Serres (2007). In addition to the biological mean-
ing of the term parasite as an organism living off a host
animal (p. 50), Serres (2007) uses an inductive-iterative
approach to explore various linguistic levels of mean-
ing of the term ‘parasite’—as an uninvited house guest
(p. 50) or as disruptive noise (p. 47), called a ‘signal par-
asite’ in French. Serres’ analyses usually depart from an
analogy (for example, a parable, see Section 2.2) and are
then projected onto a more general context. Through
this abstraction, he is able to overcome the classical biva-
lent logic, introducing the parasite as an inevitable third
party. Serres’ trivalent logic has also been incorporated
by Luhmann into his systems theory (Luhmann, 2008).
Here the parasite is the actor that undermines the func-
tional differentiation of social systems and weakens the
boundaries to their environments (Leanza, 2014).

As we study the dynamics of the digital world, the
datafication of human behaviour (Couldry & Yu, 2018),
the platformisation of the web ecosystem (Nieborg &
Poell, 2018), and hacking as “digital parasitism” (Aradau,
Blanke, & Greenway, 2019, p. 2548), it becomes clear
how relevant and on-point Serres’ and Luhmann’s the-
oretical foundations are today. They allow us to clas-
sify the above-mentioned sample cases of antagonistic
behaviour. For instance, source hacking practices such
as “keyword squatting” (Donovan & Friedberg, 2019,
p. 37) or “evidence collages” (Donovan & Friedberg,
2019, p. 26) can be described as parasitic news hacks
that operate on an attack vector (see Section 4.3),
in which they apply strategies, exploit vulnerabilities,
manipulate output, compromise values, and appropri-
ate resources.

Themodel of the news hack thus not only defines the
constellation of actors in relation to journalism but also
describes the process of a one-way transfer of resources
and the gradual undermining of the system’s values.
It thus associates these parasitic practices with findings
on the erosion of trust in the media (Newman, Fletcher,
Schulz, Andı, & Nielsen, 2020, p. 14) or the normaliza-

tion of right-wing rhetoric in the mainstream (Larson &
McHendry, 2019, p. 518).

2. Framework: Theory of Parasites

2.1. Paradoxes

In order to underscore the desideratum of a new ter-
minology for antagonistic actors, we will take up the
figure of the “rogue actor” (Entman & Usher, 2018,
pp. 302–303), a notion that suffers from an unre-
solved theoretical contradiction: According to Entman
and Usher (2018), rogue actors violate norms while act-
ing outside of them—they are actors who attack journal-
ism from outside. At the same time, they use the codes
of the system, for example, by spreading “entirely base-
less false information formatted like traditional news”
(Entman & Usher, 2018, p. 303). Their success is there-
fore also based on the fact that they do not act exclu-
sively outside the norms, but rather partially harness
themwhenever it suits their need. We are facing the log-
ical problem of the ‘excluded third,’ which Serres (2007)
describes as follows: “Which is the third part? Or who
or what is the third, in this logic of the trenchant deci-
sion? Is the third excluded or not? Here we have a triva-
lent logic where we expected only a bivalent one” (p. 78).

In the concept of ‘dark participation,’ this trivalence
resonates as “negative, selfish or even deeply sinister
contributions” (Quandt, 2018, p. 40) to the news-making
process. It describes the alien intruder that negates the
systemic process, in Serres’ words: “The dark side of the
system” (Serres, 2007, p. 61). The present study takes up
Quandt’s concept and adds a relational dimension to it.
By describing actors as ‘parasitic,’ we do not attribute an
ontological quality, but rather assign a relational position
to antagonistic actors (Leanza, 2014, p. 37) within the
journalistic system.

2.2. Analogies

The meaning and functioning of a parasitic element is
best described via relationships, as Serres shows in his
powerful analogies. In his rat parable, he draws on a tradi-
tional fairy tale to describe a chain of parasitic constella-
tions (Serres, 2007, pp. 47–65). In keepingwith the literal
meaning of the Greek word parasite, which refers to an
organism that feeds on another (from pará, ‘beside,’ and
sitos, ‘food’), the parable is about a city ratwho is hosting
his visiting cousin, a country rat, at a meal under his land-
lord’s table. Themetaphor of the uninvited dinner guests
describes the transfer of resources, not only of food
but also of social capital—the embarrassment of the rat-
infested landlord contrasts with the country rat’s admira-
tion of his sophisticated cousin. On the other hand, the
parable illustrates the reflexive mechanism (i.e., a mech-
anism that applies to itself, Luhmann, 1970) of a parasitic
relationship: One parasite opens the door to the next by
creating access.
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In his systems theory, Niklas Luhmann specifically ref-
erences the information-theoretical elements of Serres’
concept of parasites. Like Serres, albeit in a less abstract
way, he uses a parable to illustrate his concept of a para-
sitic subsystem, which is based on Serres. This is how he
describes the commercialization of art:

The opportunity to sell becomes a seduction, quickly
attracting parasites who take advantage of this prob-
lematic relationship between art and the market,
offering advice and mediation services: Please don’t
make the artwork too large; yes, make it original,
because in the language of the market, originality
means scarcity, but don’t be too eccentric in your exe-
cution; perhaps it would be best if you ‘redescribed’
previous art styles, quote them, parody them, break
common boundaries, but make sure the market can
still recognize it and relate it to existing art. (Luhmann,
2008, p. 389, authors’ translation)

2.3. Position

The parasite can be described as a subsystem, an inter-
mediary that mediates between the inside and the out-
side of the system. Its actions are paradoxical in that
it “confirms and rejects the operational closure of its
host system” (Leanza, 2014, p. 28). Serres describes it
as a “semiconductor” (Serres, 2007, p. 341), its rela-
tionships are “one-way streets” (Serres, 2007, p. 106).
To this end, the parasite positions itself “in themost prof-
itable positions, at the intersection of relations” (Serres,
2007, p. 107)—like highwaymen at trade route junc-
tions. Parasites thus also highlight the fault lines of
existing orders, their vulnerabilities: “The places where
you can shake up a system” (Schmitt, 2011, p. 45,
authors’ translation).

2.4. Relation

The interaction between the embedded parasite and the
system can be described by two relations. The first one
simply is the parasite’s draining of resources without pro-
viding any service in return (Serres, 2007, p. 59). This rela-
tion of imbalance inevitably leads to the destruction—
of both the host and the parasite that only exists in
relation to it. The second relation is less one-sided—it
describes how the presence of the parasite affects the
system. According to Serres, a parasite is also the “sim-
plest and most general operator on the variability of sys-
tems” (Serres, 2007, p. 324). If we imagine the system as
a network, a parasitic node “disidentifies from the net-
work but continues to be appended to it” (Mejias, 2010,
p. 615). These nodes introducenoise, interferingwith the
network “while forcing it to adjust to [their] presence”
(Mejias, 2010, p. 615). For Serres, the parasite is, there-
fore, a disruption “that changes the order, and thus its
meaning” (Serres, 2007, p. 313). We call this interdepen-
dence the ‘compromising relation.’

2.5. Reflection

Lastly, the paradox of the parasite is also reflected in the
fact that it creates something new. By acting in a differ-
ent mode of relationality: “The parasite invents some-
thing new….He establishes an unjust pact; relative to the
old type of balance, he builds a new one” (Serres, 2007,
p. 95). The primary parasite thus enables the next para-
site to position itself in a similar relation to the system:
“Parasitic orders are parasite-enabling orders” (Leanza,
2014, p. 37, authors’ translation). The reflexive mecha-
nism of the parasite manifests itself as a chain.

In summary, a parasitic element is characterized by
four points: (1) The parasite positions itself as an inter-
mediary at system boundaries, more precisely, at exist-
ing fault lines. Its interdependence with the system can
be described by two relations, which we call (2) a rela-
tion of imbalance and (3) a relation of compromise. (4) Its
mechanism is reflexive, i.e., it acts as a catalyst for other
similar parasitic relations.

3. Parasites of Journalism: A Relational Approach

3.1. The Eufunctional Relation

Serres’ statement about parasites, in general, has always
applied to the media system as well: “Real produc-
tion is undoubtedly rare, for it attracts parasites that
immediately make it something common and banal.
Real production is unexpected and improbable; it over-
flows with information and is always immediately par-
asited” (Serres, 2007, p. 49). The interdependence
between media is therefore always fraught with imbal-
ance. In pure newspaper markets, this tendency towards
parasitic mimicry used to be compensated for by the
value of topicality—information loses its value over time
and an information parasite who steals from the printing
press would always face a certain time delay. However,
the more this time lag was reduced, the more each
wave of media innovation was accompanied by clam-
ouring voices accusing the newcomer of parasitically
profiting from the original production, with those who
were once considered parasites later accusing the next
crop of parasites of exploiting their one-sided advan-
tage: Representatives of the printing press successively
denounced telegraph companies and their ticker ser-
vices (Kielbowicz, 2015, p. 27), then the radio (Patnode,
2011, p. 87), and later television (Davies, 1998, p. 25), as
parasitic media.

These waves aptly illustrate the phenomenon of dif-
ferentiation and de-differentiation of systems triggered
by parasitic disruption. The evolution of the media ecol-
ogy’s complexities can be described as a re-calibration of
system boundaries and a constant re-definition of what
is ‘inside’ and what is ‘outside’ (see ‘boundary work’ of
Carlson & Lewis, 2019).

It becomes clear that the system is capable of inclu-
sion up to a certain point—that every differentiation
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is accompanied by a parasitic stage of imbalance that
lasts until a new equilibrium is established. This inclusion,
however, presupposes that the host and parasite have
certain structural similarities. In this context, Schneider
distinguishes between parasites “that latch on to the
reproductive process of a functional system in either a
eufunctional or a dysfunctional way” (Schneider, 2014,
p. 100, authors’ translation). While eufunctional para-
sites push into the existing order, dysfunctional parasites
don’t strive for inclusion, but rather profit from their
intermediate status.

3.2. The Dysfunctional Relation

The classical dysfunctional parasite, similar to Luhmann’s
example of the art market, is the actor that commod-
ifies communication—for example through advertising
or public relations. Here too, there is a transfer of
resources: As McAllister (1996) writes, ads “leech cred-
ibility, like a parasite” (p. 140)—he further describes
the one-sidedness of the relation as a promotional con-
tamination of the host. The parasitic logic of adver-
tising thus constantly demands new hosts providing
ever new, fresh resources. The current stage of this
escalation consists of para-journalistic forms that profit
from a steady de-differentiation of journalistic system
boundaries. Schauster, Ferrucci, and Neill (2016, p. 1416)
emphasize that trust in journalism and its credibility
suffer particularly from these new forms of advertising
(e.g., Native Advertising or Brand Journalism).

The decisive difference between eu- and dysfunc-
tional parasitism is therefore that the latter functions
within the system without being fully integrated into it;
it follows a logic that is foreign to the system, implanting
this logic into the system in the form of noise, thus forc-
ing it to adapt. This not only leads to a loss of resources
but also to its values being compromised.

Similarly, we can locate other forms of persua-
sive communication in a dysfunctional relationship to
these values and their vehicles. For instance, the often-
observed paradoxical relationship between populism
and journalism—Haller and Holt speak of “paradoxical
populism” (Haller & Holt, 2018, p. 1665)—also fits the
inherently paradoxical notion of the parasite. In fact,
populism has repeatedly been described as a parasite
of democratic values (Fournier, 2019; Urbinati, 2014).
Fournier (2019) also points out its paradoxical nature
when he writes that populism is “inherent to the fea-
tures of constitutional democracy” (p. 381) while at the
same time pursuing the “objective to destroy the same
constitutional system” (p. 364). Urbinati (2014) stresses
that once populism attains its goal of dominating a demo-
cratic state, “it can modify its figure radically” (p. 135).
This mechanism of destructive modification from within
is what we mean by the ‘compromising relation.’ Bayer
et al. (2019) describe this process with the help of the
populist method of strategic disinformation:

False information in itself (if it does not violate others’
reputation, for example) enjoys the protection of free-
dom of expression, but when the whole environment
of public discourse becomes occupied and dominated
by falsehood, it frustrates the primary purpose of free-
dom of expression. (Bayer et al., 2019, p. 79)

The parasite thus uses the freedoms of the system to
compromise the values from which these very freedoms
are derived. The strategy of compromising becomes par-
ticularly clear in the example of the “lying demagogue”
(Hahl, Kim, & Zuckerman Sivan, 2018, p. 1), who violates
various norms (in particular, truthfulness) so obviously
that the establishment is compelled to distance itself
from this actor: “But this very need by the establishment
to distance itself from the lying demagogue lends credi-
bility to his claim to be an authentic champion for those
who feel disenfranchised by that establishment” (Hahl
et al., 2018, p. 8). As a consequence, anyone who abides
by the norms, who is not ostracized by the establishment
as a pariah, appears “less obviously committed to chal-
lenging it” (Hahl et al., 2018, p. 8). This also, and primar-
ily, concerns the authority of journalistic actors who act
as watchdogs within the norms of a competitive democ-
racy (Strömbäck, 2005, p. 332).

This pattern can be applied to various strategies
employed by antagonistic actors. For example, the strat-
egy of “leak forgery” (i.e., a politically instrumentalized
data breach; see Donovan & Friedberg, 2019, p. 18) is
parasitic to the value of anonymity and the journalistic
freedom of source protection. The strategy of “pseudo-
science” (Hartzell, 2018, p. 17), i.e., camouflaging strate-
gic information as a study, etc., is parasitic to the delib-
erative value of rationality. The value of representation
is compromised by dark participation, by “sock puppets”
or “deep cover” strategies (Acker, 2018, p. 14). The free-
dom of identity and self-development is undermined by
‘hate spins’ (George, 2016), the value of political agonism
(Mouffe, 2000) is undermined by “strategic controversy”
(Lewis, 2018, p. 31), etc.

It remains unclear, however, what changes to
the journalistic system enabled these parasitic chains.
As was the case with earlier disruptions, the decisive
impulse for differentiation is technological innovation.
In contrast to earlier differentiation waves, however, this
one has spawned an actor who opens the system bound-
aries to the outside, positioning itself as an intermediary
on the system boundaries: the platform.

4. Parasites of the Digital Realm

The relationship between journalism and the major
information intermediaries (Helberger, Kleinen-von
Königslöw, & van der Noll, 2015)—i.e., the platforms
Google, YouTube, Facebook, Instagram, Twitter, etc.—
can be described as a process of differentiation and
mutual dependence, attraction, and repulsion, aptly cul-
minating in the paradoxical term ‘frenemies’ (Bell, 2015),
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which means the same thing as Serres’ notion of the
‘included third.’ In fact, in a relatively short period of
time, platform companies managed to create a situa-
tion where the direction of the parasitic relation is not
always evident. The example of the platforms makes it
all too clear that this relation is a matter of perspective:
In the polygon between user, platform, content provider,
advertiser, etc., anyone can be host or parasite. In fact,
the platform completely dissolves the bivalent distinc-
tion between parasite and host.

In the digital sphere, “life-processes must be con-
verted into streams of data inputs for computer-based
processing” (Couldry & Yu, 2018, p. 4473). The para-
sitic medium—a by-product of the actual interaction—
materializes in this process of datafication. Nowhere
is this more obvious than in the digital world, where
any instance of communication opens a door to para-
sitic third-party use—datafication is a “legitimate means
to access…people’s behavior” (Van Dijck, 2014, p. 198,
emphasis in the original). In a second logical step, the par-
asite itself acts as host, enabling and catalysing the very
type of interaction whose secondary product it desires—
to use another one of Serres’ analogies (2007, p. 160):
The “farmer parasites the fauna.” In the digital world, this
evolution of a parasitic logic is described as platformisa-
tion: “The penetration of economic, governmental, and
infrastructural extensions of digital platforms into the
web and app ecosystems, fundamentally affecting the
operations of the cultural industries” (Nieborg & Poell,
2018, p. 4276, emphasis in the original). The parasite
becomes an infrastructure in its own right, striving for a
monopoly and exponentially increasing its influence.

Assuming the perspective of journalism, we quickly
grasp the extent of the parasitic behaviour of the actor
‘platform’ towards the system. The relation of imbalance
is most clearly reflected in the “parasitic relationship to
news production” (Siapera, 2013, p. 17), along with a
radical redistribution of advertising revenues in favour
of digital platforms (Bell & Owen, 2017). They combine
and scale up the above-described logics of advertising
communication and competing media. At the same time,
they leverage their position as a parasitic host to disrup-
tively de- and recode system norms. For the Facebook
algorithm, Caplan and Boyd (2018) describe this compro-
mising effect as an isomorphism. They observed: “How
algorithms structure disparate businesses and aims into
an organizational field, leading them to change their
goals and adopt new practices” (Caplan & Boyd, 2018,
p. 2). In the tradition of isomorphism and bureaucracy
research, algorithms are therefore to be considered an
“extension of bureaucratic tools such as forms” (Caplan&
Boyd, 2018, p. 3). Similarly, Serres describes the bureau-
cratic power “to edit the laws and to withdraw knowl-
edge from the greatest number” (Serres, 2007, p. 98).
This particular “theft of information” (Serres, 2007, p. 97)
is also characteristic of the platforms’ algorithms—they
act as unproclaimed laws without having to be transpar-
ent. For journalism, this means that “by defining and re-

defining the concept of relevance or ‘value’ of informa-
tion and news media, Facebook increasingly writes the
rules, or code, that defines which content succeeds or
fails” (Caplan & Boyd, 2018, p. 5).

4.1. Parasitic Infrastructure

But platforms are not the only parasites feeding on
journalism. Due to the reflexive nature of parasitism
described above, they also function as “opportunity
structures” (Ernst, Esser, Blassnig, & Engesser, 2019,
p. 170) for other actors to act co-parasitically along-
side. They form a powerful sub-system that opens the
boundaries of the journalistic system to various forms
of attackers who use the platform logic as a para-
sitic infrastructure.

Bayer et al. (2019) note that “the interests of the
technology providers (online platforms, social networks,
and digital advertisers) and the actors behind [the] dis-
information campaign[s] are to some extent aligned” (p.
31). Both seek the users’ attention, yet rather than com-
peting for this resource, they support each other sym-
biotically: The actors behind disinformation campaigns
have a “full suite of services” (Bayer et al., 2019, p. 32)
at their disposal, made available to them by the plat-
forms. Central tools for this are monitoring, profiling,
targeting, and automatic optimization of target publics,
as well as having the timing, placement, and content
of influence campaigns based on consumer data and
real-time feedback (Nadler et al., 2018, p. 11). Many of
these strategic communication techniques are not new—
but the parasitic infrastructure “accelerates their reach,
hones their precision, and offers the means to evade
detection and penalties” (Nadler et al., 2018, p. 27). This
behaviour contrasts starkly with the platforms’ projected
self-image as champions of democratic values such as
neutrality and equality (Gillespie, 2010, p. 352). They
“largely deny responsibility for quality and accuracy of
the frames they disseminate and profit from, thereby giv-
ing rogue actors and ideological media power to distort
democracy” (Entman & Usher, 2018, p. 306).

4.2. Border Crossers

The current omnipresence of political-strategic actors
who position themselves mid-way between journalistic
mainstream discourse and extremist ideologies can only
be understood in the context of this co-parasitic synergy.
Here too, parasitic relations are at play, following the
paradoxical logic of the included third. From their inter-
mediary position, they are able to draw attention away
from the democratic discourse (relation of imbalance),
to mobilize and recruit; while at the same time invoking
the values of democratic discourse to claim a role as a
legitimate spokesperson, thus successively undermining
it (compromising relation).

They benefit from their “lack of ideological cohe-
sion, leadership and organization” (Fielitz & Marcks,
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2019, p. 7)—a blurry strategy in whose haze they can
cross back and forth between the mainstream discourse,
dominated by journalism, and the undemocratic out-
side. Accordingly, the ‘alt-right’ functions “as a rhetorical
bridge between white nationalism and the mainstream
public” (Hartzell, 2018, p. 24). As Hartzell (2018) explains,
this intermediary position allows right-wing actors to
either act in proximity to extremist ideology or to tem-
porarily distance themselves from it (e.g., after a terrorist
attack or right-wing riots), whatever ismost opportune in
a given situation (p. 24).

A parasite defines itself through its relation, which
also means that it cannot exist without a reference point
or host. Here, this need to act in relation to a host is
reflected in the euphemistic claim to represent an alter-
native (see also Holt, Ustad Figenschou, & Frischlich,
2019; for alternative media; Lees, 2018; for ’Alternative
for Germany,’ etc.). As Mészáros (2005) aptly puts it,
the strategy of these “alternative” groups consists in
“dismissing their adversary with an aprioristic negativ-
ity, remaining thus entirely dependent (i.e., intellectually
parasitic) on the arguments” (p. 257, emphasis in the
original) of the other side.

The ‘alternative’ aspect is thus primarily a pose
intended to legitimize the demand for visibility in the
democratic discourse. Right-wing actors consequently
present themselves as marginalized and discriminated
against by the mainstream. On social media, they
share stories about their ‘coming out’ as conservatives,
demanding “ideological diversity” in the mainstream
(Lewis, 2018, pp. 21–22). As Lewis (2018) points out, this
countercultural positioning is misleading: “These influ-
encers are adopting identity signals affiliated with previ-
ous countercultures, but the actual content of their argu-
ments seeks to reinforce dominant cultural racial and
gendered hierarchies” (p. 24).

It is therefore important to distinguish this mimicry
from the phenomenon of counterpublics (Fraser, 1990),
which can be classified as eufunctional parasites:
Although they do not always strive for symbiosis with the
dominant public, they share the basic values of the dom-
inant system. In contrast, Larson and McHendry (2019)
describe the alleged ‘alternative’ publics as “parasitic
publics…that feed off of oppressive conditions in the
public sphere by articulating with dominant discourses
to exploit dominant publics’ centripetal force” (p. 519).
Here, too, the compromising relation becomes evident:
The value of diversity, the inclusive centripetal force
of the democratic public sphere, is abused in order to
weaken it and thus cause a “societal norm shift” (Quandt,
2018, p. 43).

4.3. Parasitic Strategies

Contrary to the public image projected by its repre-
sentatives (as ‘alternative’ or ‘countercultural’), a par-
asitic element is not capable of creating something
original on its own—its innovative power consists solely

in putting existing things into new relations, channelling
away resources, and compromising values. In a network-
like information environment, the parasitic element is
the node that generates noise, thus stirring up ‘informa-
tion disorder’ (Wardle & Derakhshan, 2017): It disidenti-
fies from the network by means of disinformation (false
information shared to cause harm) or malinformation
(genuine information shared to cause harm), thus forc-
ing other nodes to adapt (or at least irritating them).
One result, for instance, is the spread of misinformation
(spreading false information without malicious intent;
for the distinction between dis-, mal-, and misinforma-
tion, see Wardle & Derakhshan, 2017, p. 5).

The parasitic strategies stem from a variety of ori-
gins: Propaganda techniques (Lukito et al., 2020) work
synergistically with (online) marketing tools (Donovan
& Friedberg, 2019) and the insider knowledge of for-
mer journalists who now publish in partisan or alter-
native media (Phillips, 2018, p. 12). In parasitic chains,
the function of such ‘alternative’ journalists is to “laun-
der” (Donovan & Friedberg, 2019, pp. 16, 24), i.e., lend
legitimacy to slogans and narratives from social media
for populist actors to pick up and carry into the politi-
cal discourse.

Moreover, many parasitic techniques can be traced
back to the digital subculture of hacking or its sub-
forms “social hacking” (Kerr & Lee, 2019, p. 11) or
trolling (Phillips, 2018, p. 19). Like “a parasite, hacking
draws all its strength, strategies and tools from the sys-
tem on which and in which it operates” (Gunkel, 2001,
p. 6). At the same time, hacking does not introduce
anything new into the system: “It derives everything
from the host’s own protocols and procedures” (Gunkel,
2001, p. 6). According to Aradau et al. (2019), hacks
are thus “‘acts of digital parasitism,’ which create par-
asitic interferences by working beside or alongside dig-
ital technologies and assembling collectives of coders
and non-coders’’ (p. 2548). In this sense, hacking can be
understood as an overarching umbrella term for a wide
variety of parasitic practices in the digital world.

The news hackers’ strategies—called ‘exploits’ in IT
security lingo—target the weak spots of the journalis-
tic system or, to use the term from earlier, its predeter-
mined fault lines. It is often difficult to identify whether
such vulnerabilities are due to a lack of journalistic dili-
gence, a lack of competence, or digital naivety (“any-
thing x.0”; see Quandt, 2018, p. 38), or research prac-
tices that are prone to manipulation (Lukito et al., 2020;
McGregor, 2019)—or whether it is simply a lack of finan-
cial resources to defend against attack. News hacks aim
to manipulate editorial output, i.e., distort the tone, vol-
ume, and journalistic agenda (cf. media bias of Eberl,
Boomgaarden, & Wagner, 2017). However, as we have
seen, the attack vector does not end here—it also com-
promises values and exploits resources (Figure 1).

Thus, certain newshacks such as “keyword squatting”
(co-opting of keywords or accounts related to break-
ing news events, social movements, etc., to manipulate
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Figure 1. Parasitic attack vector. Note: The starting point is identifying a predetermined fault line or vulnerability (e.g., lack
of resources, lack of competence etc.), in the case described here a lack of resources for verification of user-generated
content; then an exploit is applied (keyword squatting, leak forgery, strategic controversy etc.), manipulating an output
(volume, agenda or tonality of reporting) leading to resources being appropriated by the parasitic relations (e.g., infor-
mation, reputation, credibility, trust, authority, attention) and values being compromised (e.g., truthfulness, rationality,
representation, identity, agonism).

search traffic; Donovan & Friedberg, 2019, p. 37) or “evi-
dence collages” (compiling a blend of verified and unver-
ified information; Donovan & Friedberg, 2019, p. 26)
not only prey on weaknesses in journalistic practices
(e.g., lack of resources/competencies for verification,
homophilia, metrics orientation, partisan bias, false bal-
ance) and distortions of journalistic content (e.g., manip-
ulated saliences in the agenda). The relational-parasitic
angle highlights that beyond this, newshacks unfold their
real impact by also diminishing journalistic resources
(credibility, authority, attention, etc.) and damaging val-
ues (participation, diversity, truthfulness, etc.).

5. Conclusions

The antagonist of the journalistic systemdescribed in this
article is characterized by its paradoxical nature. It is the
‘the excluded third, included’ as described by Serres, the
parasite that is both part of the system and its antago-
nist. From the perspective of systems theory, the para-
site is a subsystem that threatens the integrity of the pri-
mary system.

The notion of the parasite is not new to the media
system—as we have retraced in this article, the differen-
tiation and integration of new media or logics that are
alien to the system (e.g., advertising) and the resulting
tensions can be described as parasitic relations. While
these tensions between the host and structurally sim-
ilar, eufunctional parasites can be resolved by way of
de-differentiation or inclusion, the presence of dysfunc-
tional parasites will successively weaken the system.
These parasites do not strive for inclusion but benefit
from their intermediate position, from which they drain
resources (relation of imbalance) and introduce noise
into the system to force a de-coding of system values
(compromising relation).

Thus, the parasite is not defined by characteristics
in the ontological sense, but mainly by certain relations
that describe its position, its behaviour towards the
host system. Due to these peculiarities—this contradic-
tion, this vagueness—it evades a classical bivalent logic
(Serres, 2007, p. 275). This may be one reason why the

paradoxical nature of the antagonist from within, the
‘uninvited dinner guest,’ has not been described as such
until now. The present work seeks to help close this gap
by adding a relational perspective to concepts such as
‘rogue actors’ (Entman & Usher, 2018) or ‘dark participa-
tion’ (Quandt, 2018).

Intermediary platforms were identified as a central
parasitic infrastructure in relation towhich strategic com-
municators behave co-parasitically in the sense of a
reflexive mechanism. Their practices follow the parasitic
logic of the hack, which draws all its “strength, strate-
gies and tools from the system” (Gunkel, 2001, p. 6).
The hacker is the digital manifestation of Serres’ parasite.
Accordingly, parasitic strategies can be described as news
hacks whose attack vectors target a system’s weak points
with the help of specific exploits. In doing so, they not
only change the system output, but also compromise its
constitutive values and exploit its vital resources.

This systematization of parasitic relations can serve
as a starting point for future analyses of antagonistic
actors and their practices. In this article, we were only
able to merely allude that from the perspective of the
journalistic system, various forms of strategic communi-
cation can be described as dysfunctional parasites, for
example populist rhetoric, demagogy, but also practices
of the alt-right. Follow-up case studies could be con-
ducted to further deepen these analyses. For a com-
prehensive view, research projects could use the attack
vector model, starting by questioning how journalists
behave in the digital space and which journalistic prac-
tices make them vulnerable to attack (analytical focus:
journalistic practice, as seen, for example, in McGregor,
2019; McGregor & Molyneux, 2020). The second step
would be to identify and describe the strategies news
hackers use to exploit these previously identified vul-
nerabilities, with a special focus on the technical infras-
tructure that makes the attack possible in the first place
(analytical focus: parasitic practice and infrastructure,
as seen, for example, in Donovan & Friedberg, 2019;
Phillips, 2018). At the output level, the question is how
content is manipulated, how parasitic strategies change
reporting (analytical focus: content, as seen, for example,
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in Lukito et al., 2020). These three levels and their asso-
ciated mechanisms are put into an analytical context
by their parasitic relations. For example, the relation of
imbalance could be operationalized as a loss of news
credibility, caused, for instance, by a lack of civility in
user comments (for example in Prochazka, Weber, &
Schweiger, 2018). At the same time, following the notion
of a one-sided exchange, the question would be which
actors benefit from this loss of resources; whether, for
example, the loss of credibility on the journalistic side
goes hand in hand with an increased willingness to
believe in alternative media (see ‘displacement effect,’
for example, in Omar & Ahrari, 2020).

Lastly, the relation of compromise allows us to
evaluate parasitic practices in the context of demo-
cratic values. News hacks are always based on liberal
system norms, degrees of freedom that can be lever-
aged with various intentions—and not always in accor-
dance with their original rationale. Parasites exploit this
ambivalence, thus compromising the value of the norm.
Measures taken against these harmful practices are
therefore often directed against the freedoms and values
themselves. This restrictive backlash can be observed
at various levels: Newsrooms shut down their comment
sections (Quandt, 2018, p. 37), platforms delete harm-
less content in response tomanipulation attempts (Acker,
2018, p. 4), journalists’ rights are restricted in favour
of secret services’ scope of authority (cf. the discussion
on the German ‘state Trojan’ and digital source protec-
tion in Meister, 2020). Measures like these are a con-
tradiction of the very system, which in turn can lead to
loss of credibility and legitimacy. Referring to Popper,
Fielitz and Marcks (2019) claim that this dilemma is an
inevitable consequence, a “reloaded ‘paradox of toler-
ance,’” “being intolerant of (liberal) structures produc-
ing intolerance” (p. 3). Destructive measures, however,
can only be legitimate as a last resort and must be crit-
ically questioned if presented as the only alternative.
Preference should be given to constructive measures
that identify vulnerabilities and apply ‘patches’ to elimi-
nate them (for example in journalistic training or in terms
of resources).

One limitation of these perspectives is the fact that
they are retrospective, meaning that they are only par-
tially suited for prevention. If research does not want to
be reduced to taking stock of damage done and recon-
structing events that have already happened, itmust find
ways to anticipate future developments. As a possible
solution to this communication science dilemma, Schäfer
and Wessler (2020) suggest considering sociotechnical
innovations “that are (potentially) relevant to public com-
munication” (p. 308), and to thus identify potential risks
at an early stage as “interventionist innovation research”
(p. 309). In addition, it could be useful to look into IT secu-
rity strategies (simulated attacks, honeypot scenarios,
sensitization) or organizational and design principles for
risk management, such as diversification, to see whether
they could be adapted for preventive research.
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Abstract
The hopes regarding the positive impact of the Internet and digital participation in civic society have faded in recent years.
The digital realm is now increasingly discussed regarding its role in putting democracy in jeopardy and polarizing public
debate by propagating extremist views and falsehoods. Likewise, the perception of so-called alternative media as benefi-
cial carriers of counter-public spheres and as important complements to mainstream positions in social debate has flipped.
Alternativemedia are nowoften associatedwith the “Wickedweb” of disinformation, political populism, or even radicaliza-
tion. Following Quandt’s (2018) notion of ‘dark participation’ and Phillips and Milner’s (2017) description of the Internet
as ambivalent, this article asks, whether the same holds true for the users of alternative media: a segment of the audi-
ence traditionally discussed in terms of community, engagement, participation, and strong ideological identification with
progressive political causes. Do users of ‘dark’ alternative media bond with their media in similar ways to constitute com-
munities of darkness? Based on interviews with 35 users of alternative media from a left-leaning, right-wing, Russian-tied
and/or conspiracy spectrum users, uses of alternative media are pictured as grey rather than black or white. The find-
ings illuminate the ambivalences within alternative media users as audiences and communities. Ambivalences are found
regarding the use of alternative sources as audience or community members, regarding a shared attitude of criticality and
anti-systemness, which connects trans-medially and trans-ideologically, as well as the experienced comfort of community,
which can become a main motivation for use.
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1. Introduction: Into Darkness

The tide has turned. The high hopes regarding the pos-
itive impact of the Internet and digital participation in
civic society have faded over the last couple of years.
We do live in times ‘after the hype’ (Kaun & Uldam,
2017) and optimistic aspirations that democracy would
be enhanced by the blooming of social movements and
digital media activism, allegedly enabled by the Internet,
have sobered. The digital realm is now increasingly dis-
cussed in terms of its role in putting democracy in jeop-
ardy and polarizing public debate by propagating extrem-
ist views and falsehoods. The dark side of digital media

technologies is that they can also be means of suppres-
sion rather than tools for empowerment (Treré, 2016).
Likewise, the perception of so-called alternative media
as beneficial carriers of counter-public spheres giving
voice to minority positions and critique as important cor-
rectives to mainstream positions in social debate has
flipped. Previously romanticized oases of voice and delib-
eration providing a fresh breeze for democratic progress
are now suspected to represent foul swamps of disinfor-
mation ecologies, vile tools for political agitation, or even
drivers of radicalization.

But with alternative media now increasingly being
discussed in the nexus of populist or extremist politics
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(Holt, 2020) and regarding political agitation, disinfor-
mation dissemination, and its allowing propaganda to
bypass the checks and balances of professional jour-
nalism, what does this reveal about their audiences?
Traditionally, these users—a gravely under-researched
and hardly known species—have been discussed in
terms of community, engagement, participation, and
their high levels of identification with alternative media
products. When alternative media are considered tools
for ill intent, does this suggest that their users are shroud-
ed by darkness? And do they knowingly or unknowingly
support vile causes through their participation? This arti-
cle investigates the users, user communities, and usage
of alternativemedia to better comprehend their relation-
ship with sinister goals and anti-democratic tendencies.

Quandt (2018, p. 44) when proposing his concept of
‘dark participation’ emphasized that although there “is
a large variety of participation behaviours that are evil,
malevolent, and destructive,” the future of digital com-
munication “is not all doom and gloom,” as the past was
not all bright. By “adding some black to the pearly-white
idealism of citizen engagement” (Quandt, 2018, p. 37) in
digital contexts, one “might end upwith amore appropri-
ate grey,” instead of the high hopes or sombre sorrows
concerning the digital realm’s role for democracy and
communication. Other authors have also contributed
to the “deconstruction of earlier, naïve ideas” (Quandt,
2018, p. 37) regarding the web as a happy place for the
betterment of society. Phillips (2015) argues that malig-
nant online practices, e.g., trolling, widely condemned
as obscene and deviant, are not that deviant but must
be understood as integral elements of digital culture,
supported and nourished by a responsive environment.
In this sense, practices may arguably be offensive, weird
or obscene, but they are ‘normal’ and a characteristic
of the online ecosystem nonetheless. Phillips and Milner
(2017, p. 5) describe the Internet as ambivalent, and
argue that digital communication practices can be “simul-
taneously antagonistic and social, creative and disruptive,
humorous and barbed, [and hence] are too unwieldy,
too variable across specific cases, to be essentialized as
this as opposed to that.” Considering digital culture as
ambivalent “collapses and complicates binaries within
a given tradition” (Phillips & Milner, 2017, p. 11), e.g.,
between alternative and mainstream, abhorrent and
admirable, odd and normal, light and dark participation.

In order to approach users and user communities
around alternative media, the article first provides a
glimpse at the rich history of competing understandings
of alternative media and impeding characteristics and
features. This is followed by addressing the profound
lack of research into the audiences and users of alterna-
tive media and discussing the little knowledge we have
about it. Then, the findings of an exploratory and theory-
generating interview study with users of “dark alterna-
tive media” are presented. The results aim to highlight
that the users of alternativemedia cannot simply be clas-
sified based on the orientation or content of the plat-

forms they tend to use, rather, their motives, practices,
and identification with the alternative media are varied
and ambivalent.

2. Alternative Media and Their Respective
Mainstreams

There is a lot of ‘conceptual confusion’ (Holt, 2020)
around the notion of alternative media, and we can
look back on decades of rich debate on what consti-
tutes alternative media and in how far they pose alter-
natives to exactly what. “Endless discussions about its
key features and practices” (Hájek & Carpentier, 2015,
p. 365) in academia have reinforced a conceptual bina-
ry between alternatives and their respectivemainstream
counterparts. The notion of ‘alternative’ implies that it
must be a complementary, substitutional, additional, or
simply different version to something else. As Holt, Ustad
Figenschou, and Frischlich (2019) have described, the
active positioning of so-called alternative media vis-à-vis
an alleged mainstream is a key dimension for approach-
ing and understanding alternative news media. Instead,
this juxtaposition is also crucial for identity management
and self-perception of (some) alternative media outlets,
which feast on their status as a corrective or even as
being an explicit opposition to themainstream, including
purportedly one-sided or incomplete representations of
social reality proposed by legacy media (Figenschou &
Ihlebæk, 2019; Holt, 2019). Furthermore, nurturing such
a collocation of alternative and mainstream as opposing
blocks, can also contribute to essentializing either side
as uniform and suggest homogeneity and negate actual
diversity and pluralism in the discussed area.

To help dissolve the binary between mainstream
and alternative and find a more nuanced and sensi-
tive understanding of the notion, Downing (2001) pre-
ferred to speak of alternative media with a dedicated
political agenda as radical media. He described such
radical media as being “generally small-scale and com-
ing in many different forms, but with the common
characteristic of presenting, proposing and providing
alternative visions to hegemonic policies, priorities and
perspectives’’ (Downing, 2001, pp. v). While Downing
foregrounded the political and ‘resistance potential,’
Atton (2002) in his take, emphasized a broader under-
standing of their transformative potential as a key char-
acteristic of radical alternative media. The transforma-
tive potential can also extend beyond more narrow polit-
ical contexts. Also, Fuchs has emphasized the potential
of alternative media to resist and reform, when he mod-
elled them as critical media (Fuchs, 2010). For Fuchs,
alternative media as critical media question domina-
tion, express the positions of the oppressed, and dis-
pute “for the advancement of a co-operative society”
(Fuchs, 2010). Alternative media has traditionally been
seen as associated with the progressive left and some-
what idealized by scholarship (Holt et al., 2019). This
development was historically consistent with the hopes
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and expectations regarding the democratic potential of
digital participatory culture of the coming Internet.

‘Alternative media in the service of repression’
(Downing, 2001), on the contrary, were rather sidelined
or neglected. While their existence and perilous poten-
tial were acknowledged, they mostly remained out of
focus, and ‘rebellious media,’ fighting for more positive-
ly perceived causes in the reform of culture and society
were brought to the mainstage of scholarship. In recent
years, this has (slightly) changed and the other alterna-
tives (Atton, 2006), typically depicted as darker alterna-
tives to their positive counterparts, becamemore promi-
nent in research (Haller, Holt, & de la Brosse, 2019).
These darker alternatives are alternative media, which
are often described as linked to political extremes, most-
ly far-right populism (Holt, 2019), to conspiracy theo-
rists, or having ties to Russia. Instead of a potential, they
are regarded as a peril for democracy and this recent
research on alternative media has emphasized their role
in the spread of disinformation and as drivers of politi-
cal polarization or even radicalization. Studies on alter-
native media are hence likely to actually speak of very
diverse phenomena using a similar vocabulary. Some
authors such as Hájek and Carpentier (2015) hence advo-
cate that media theory should better protect the ‘alter-
native media signifier’ against being too widely applied,
lest it also be applied to those who have simply claimed
the alternative label for themselves andwhodonotmeet
the requirements and features to be defined as such.

The apparent diversity of alternative media and the
many versions of what they can be alternatives to sug-
gest considering alternative and mainstream as a shift-
ing continuum rather than absolute categories (Holt
et al., 2019; Kenix, 2011; Rauch, 2016). For instance,
based on her analysis of audience’s understandings of
the mainstream alternative dialectic, Rauch (2015) has
described—similar to others (e.g., Atton, 2002)—how
being an alternative can either relate to the product or
the process. She speaks of organizational alternatives
(for instance amateurism vs. professionalism, commer-
cialism vs. non-commercial orientation) or of content
alternatives (offering other views, other topics, voic-
ing critique). With changing media landscapes, chang-
ing political systems, and evolving public debates, what
is alternative at one point can become mainstream and
vice versa (Kenix, 2011, p. 17). Holt et al. (2019) argue
that alternative and mainstream hence must be inter-
preted as strictly contextual and relational. Speaking of
alternative or mainstream then only makes sense ‘in
regard to’ something:

By considering alternative news media as an “alter-
native” and “in regard” to—allows to put them into
context. It accommodates alternative news media
inspired by diverse political (left as well as right
wing), religious (e.g., fundamentalist or extreme lib-
eral) or philosophical (e.g., animal rights) ideologies
that outspokenly describe themselves as counter-

hegemonic correctives to mainstream newsmedia or
are described as such by their audience or third par-
ties. (Holt et al., 2019, p. 866)

I will follow this relational understanding and focus on
such alternative media, typically regarded as dark alter-
natives, which are alternative regarding their political
position and characterized by what Holt (2018) speaks of
as anti-systemness. These alternativemedia outlets posi-
tion themselves as opposed to the alleged mainstream
media, which are regarded as representatives of the sys-
tem and hence accomplices to the political establish-
ment, distorting or concealing reality for their interest
(and against the manipulated people). Such a kind of
anti-systemness, combined with an anti-elitist and anti-
establishment attitude has also been identified as a char-
acteristic feature of populism (Krämer, 2018; Mazzoleni,
2008). Anti-systemness, however, is not necessarily pop-
ulist, and traditionally alternative media as carriers of
counter-public spheres have also featured this stance.
Like alternativemedia, counter-public spheres (Fenton &
Downey, 2003) also have a history of being romanticized
in media and communication scholarship as inherently
progressive and pro-democratic.

The anti-system stance supports the idea that alter-
native media platforms can blend well with populist pol-
itics and provide mutual sustenance (Holt, 2020). These
media “do not have to follow commercial logic, journalis-
tic conventions, or ethical principles: they can be as rad-
ical and polemical as they wish” (Noppari, Hiltunen, &
Ahva, 2019, p. 26). A lack of commercial orientation has
traditionally been seen as a characteristic of alternative
media. However, not following journalistic conventions
and being highly polemic and polarizing as well as par-
tisan can also be part of a flourishing business model.
Right-wing platforms such as Breitbart and InfoWars
in the US; the Austrian unzensuriert, and the German
KenFM espouse their alternative (political) views with
ideological as well as financial interests.

Additionally, alternative media platforms can be
attractive for users susceptible to political populism.
For instance, studies have shown that alternative media
are strongly featured and referenced in the (socialmedia)
communication by populist political actors (Bachl, 2018).
Several studies have found similar strong links and mutu-
al referencing between alternative media platforms and
populist political parties or populist politicians (Haller &
Holt, 2019). Yet, while new alternative media in the dig-
ital realm can cater to problematic causes and help pur-
sue darker political goals, this cannot automatically be
assumed for their users. The audience and users of alter-
native media remain widely unknown.

3. In Search of the Virtually Unknown—The Audiences
and Users of Alternative Media

17 years ago, Downing (2003, p. 625) argued that there
was “a distinctly disturbing gulf between our currently
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fragmentary knowledge or debates concerning how audi-
ences and readers use alternative media” in comparison
to “the mass of descriptions and theorizations of alter-
native media,” their potential impact and their role for
social movements or in critical counter-public spheres.
Back then, he described the research into audiences and
usage of the myriad and ever-growing numbers and out-
lets within the alternative media spectrum as a “mini-
mally developed” area of research. The “virtual absence”
(Downing, 2003, p. 626) of audiences and users has since
not changed drastically and audiences still remain the
neglected foster child of research into alternative media.
For instance, among the 50 chapters in the Routledge
Companion to Alternative and Community Media (Atton,
2015), not one is specifically dedicated to the audience
of alternative news media. There is, however, a section
on the communities and identities, which form around
the practices of producing, contributing to, and being
part of an alternative news media cosmos. Especially
with alternative media associated with or linked to par-
ticular social movements, people in the vicinity of alter-
native media are regarded as part of distinct or amor-
phic activist groups constituting ‘interpretive communi-
ties’ (Rauch, 2007), rather than news audiences. But the
people who are served by and use alternative media,
mostly remain out of the picture.

Especially regarding the users of the aforementioned
darker alternatives, Noppari et al. (2019, p. 24) note
that their users “have stereotypically been labelled as
misguided and as having insufficient media literacy.”
The authors further see such characterizations as being
mostly based on assumptions, as little empirical research
has been done on users (and producers) of such media
offerings. One of the rare exceptions is provided by
Müller and Schulz (2019, p. 3)who also describe research
on the users of alternative media as “scarce.” In their
own take on the audiences of “alternative media with an
affinity for populism,” Müller and Schulz (2019) focused
on political attitudes and patterns ofmedia use as predic-
tors for the likeliness of exposure to alternative media.
While they differentiated between occasional and fre-
quent, recurring users of alternative media, details of
howpeoplemake use of alternative sources and how this
might play out in their media use or media repertoire
over time, were not under scrutiny.

A study that looked more closely into the how and
why of using alternative media platforms, or as they call
them ‘counter-media,’ was presented by Noppari et al.
(2019). Based on their interviews with users of Finnish
right-wing alternative media platforms, they distinguish
three different types of users. According to them, sys-
tem sceptics, as a first type, can be described as soci-
etal outsiders, with strong political or ideological beliefs.
This type of users shows high hopes into the counter-
public sphere in which they actively participate and hope
for a change of the system. They often actively support
the alternative media they consume or try to share their
views on their own social media profiles. Instead of being

generally sceptical, the distrust and scepticism of the sec-
ond type, agenda critics, was aimed at specific topics, in
which they believed legacy media would push its own
particular agenda and be hostile to their personal opin-
ions. This type of user would share alternative media
content and often belong to social media groups around
them. For the first and second type, active contribution
and associationwith the alternativemedia they usewere
relevant. The third type, the casually discontent, are crit-
ical of certain journalists or topics and seek alternative
positions in alternative media but use them only sporad-
ically. They did not show ideological commitment to the
partisan alternativemedia but rather were characterized
by what the authors call savvy scepticism and constant
irony. A crucial takeaway from this study is that for dedi-
cated users, seeking contact to and comfort in a commu-
nity of likeminded people was fundamental. Antagonism
against legacymedia and their allegedly lopsided agenda
was a vital building block of community efforts.

Particularly in today’s high-choice digital media envi-
ronments, fresh contact and first-time exposure to
alternative media outlets can easily occur incidentally
and without further intention or attention of would-
be users. Due to algorithmic curation of content selec-
tion and content presentation, follow-up interaction can
become more likely after the initial contact with a par-
ticular source (O’Callaghan, Greene, Conway, Carthy, &
Cunningham, 2015). Initial contact can play a role in the
process of red pilling, i.e., making fresh contact with
alternative news media and then being attracted into a
sphere of increasingly extremist content. Red pilling, as
Marwick and Lewis (2017) describe, often begins with
contact to a content which appears attractive (a topic,
an idea they can identify with, or a style of presenta-
tion, e.g., dark humour) and eventually spreads from
there. However, people who occasionally have contact
with alternative media platforms are not automatically
drawn into a spiral of radicalization (Munn, 2019).

The argument that people who do distrust legacy
news media are likely to refrain from accessing alterna-
tive news sources and search for alternative and alleged-
ly independent sources has been supported by multiple
authors at different times (e.g., Jackob, 2010; Newman,
Fletcher, Kalogeropoulos, Levy, & Nielsen, 2018); albeit
with broad and diverse understandings of alternative
media. According to Leung and Lee (2014), using Social
Networking Sites for the purpose of news consumption is
strongly related to coming across alternative media and
being exposed to their content. Users in social media set-
tings often struggle to differentiate the trash from the
treasure and to identify the valuable or reliable sources
from the dubious (Edgerly, 2017; Schwarzenegger, 2020;
Tandoc et al., 2017); strategies of news authentication
or verification tend to be either unsuccessful or pursued
only until users’ pre-existing assumptions about a topic
are confirmed. In an exploratory study, Schwarzenegger
(2020) compared digital news navigation and informa-
tion verification strategies of users of alternative media
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with non-users. He found that users of alternativemedia,
in particular, made paradoxical calls for unbiased report-
ing and perceived legacymedia coverage as biased or not
neutral. They also thought highly of themselves as critical
thinkers and competent at detecting wrong information
as well as balancing the biases, when using alternative
media as complementary sources. While they typically
pictured themselves as sceptical against all sides, their
media practices revealed that they were highly selective
in their criticality and did not doubt alternative sources
in the same way as legacy media.

As mentioned above, the users of alternative media
are often rather discussed with regards to communi-
ty building and identity work (see respective chapters
in Atton, 2015) than in terms of audience research.
Alternative media, like other digital communities in gen-
eral, can become ideological touchstones for their users
and provide them with a sense of belonging and com-
munity (Rauch, 2007) which might have a particular
allure for those considered as ‘societal outsiders’ else-
where. While the foundation for this sense of belong-
ing can be found in ideological beliefs or coherent world-
views, the appeal of an online community can also be
based on shared practices or expectations. For instance,
Topinka (2018) described how users can sustain com-
munities based on their shared sense of a twisted and
somewhat abusive humour and the lustful breach of
societal taboos. In this trajectory users of alternative
media platforms can also find comfort by perceiving
themselves as members of (at least loosely connected)
collectives rather than being alone. Whether it is the
political direction of the content, the support of being
sceptical together, or the thrill of following something
that is deemed harmful in the public eye is an empiri-
cal question. The community perspective can be benefi-
cial for understanding what attracts users to alternative
media and howusers socialize and bond (both online and
offline) even if they do not fully identify with media ide-
ologically. But as Dagron (2007) has criticized, the image
of alternative media communication as small, isolated,
and pure forms of community communication does not
correspond to reality anymore, if it ever did. Following
Postill (2008), the dominant role of community as the
all-encompassing gaze on users of activist and alterna-
tive online media can obscure the fact that the uses can
be impure (Dagron, 2007) and ambivalent or casual and
incidental. Digitalization has supported an unprecedent-
ed increase in news media platforms, by legacy media
and alternative sources alike. In high-choice media envi-
ronments, alternativemedia can become part of amedia
repertoire without their users even being aware of or
giving weight to their alternativeness, as they encounter
them embedded in social media environments, as they
do with legacy media. In this sense, not assuming that
users of alternative media can be classified as a close
community of likeminded people, but discussing them in
terms of audiences, “as the people who, in their capac-
ity as social actors, are attending to, negotiating the

meaning of, and sometimes participating in the multi-
modal processes initiated or carried out by institutional
media” (Schrøder, 2019, p. 160). Audiences are typically
researched regarding theirmotives and criteria regarding
selection and interpretation of media and its contents.
Hence, applying an audience perspective on alternative
media users can help to unravel the granular motives
and uses as well as the ‘nuanced gratifications’ (Sundar
& Limperos, 2013) that can be found in the use of alter-
native media.

4. Method

This article is based on 35 guided interviewswith users of
alternative media. Alternative media titles were general-
ly differentiated as left-leaning, right-wing, Russian-tied,
or as belonging to the conspiracy/esoteric spectrum
based on previous research (e.g., Bachl, 2018; Schweiger,
2017) which guided the recruitment of participants.
Interviews were conducted with German, Austrian, and
Suisse alternative media users (aged 22 to 63) in 2019
by the author and a team of student assistants in
a research seminar; the analysis was performed by
the author alone. The interviews were semi-structured
and conversational, lasting between 43 and 113 min-
utes. Most interviews took place face-to-face, some via
Skype. With permission, each interview was digitally
recorded in its entirety and transcribed subsequently.
Pseudonyms have been used for quoted material to pro-
tect the privacy of participants. The recruitment pro-
cess for the study was organised in both consecutive
and parallel steps. First, a series of media outlets relat-
ed to the four different camps discussed here were
included based on the previous research, self-positioning
of the media, and public debate. The left-leaning out-
lets included NachDenkSeiten and Rubikon; the right-
wing outlets comprised, for example, Compact and
PI-News; the Russian-tied outlets contained, among oth-
ers, RT Deutsch and Sputnik News; and the outlets
belonging to the conspiracy/esoteric spectrumwere e.g.,
KenFM and kla.tv. In a second consecutive step, users
of these outlets were identified and contacted in two
ways: Student assistants in the research seminar func-
tioned as ‘mediators’ (Kristensen & Ravn, 2015), and
were asked if they knew someone who was a dedicat-
ed, visible, or self-declared user of the identified alter-
native media outlets. Additionally, active users on the
alternative media outlets’ social media sites were iden-
tified based on their online practices and participation
in the online comment sections and contacted via the
respective social media channels. This was difficult, as
the effort to make contact would often be filtered out,
simply not seen, or wilfully ignored. As a third and com-
plementary strategy, we followed a snowball principle
(Goodman, 2011), asking interview partners who were
already participating in the studywhether they could rec-
ommend other users they knew who might be interest-
ed in participating in the study. The final sample included
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users from different countries, which is rather an effect
of a shared German-speaking mediascape and transna-
tional connectivities among alternative media users. For
instance, RT and Sputnik in their German versions cater
to the different countries. Austrian right-wing alterna-
tive media find some resonance among German users
(e.g., unzensuriert,Wochenblick and Alles Roger), where-
as right-leaning German platforms are also used and
shared in the neighbouring countries. Subjects of the
interviews were: Participants’ general media use and
repertoires in the everyday now, and as remembered,
their media ideologies and media beliefs including trust
and criticism of themedia, and their political orientation.
Further, interviews addressed how the respondents ini-
tially came in contact with alternative media, and the
role played by alternative media outlets for them both
in their media repertoire and regarding their general
worldview and outlook on (political) issues. Of particular
importance in the interviews was the topic of commu-
nity participation. Hence interviews addressed the ques-
tion of how far and in which way respondents were par-
taking in community activities around alternative media
and in how far they perceived their online activities
as community-related. Data analysis followed a qualita-
tive content analysis coding-scheme and was supported
with QDA-Software f4-analysis. The analysis was guided
by the deductive categories reflected in the interview
guidelines (e.g., community participation, media ideolo-
gies and beliefs), which were applied to the material.
In the process of coding, these deductive categorieswere
inductively refined, and additional categories, as well
as new subcategories, were introduced whenever new
themes and issues emerged in the data. In the last step,
the material was coded once again with the final cod-
ing scheme and theses were formulated as a result of
the coding.

5. Findings: Users of Alternative Media beyond Dark
and Light

The findings of the study are organized in three theses,
each addressing a particular shade of grey and ambiva-
lence among the communities of users and audiences of
dark alternative media.

5.1. 1st Ambivalence: Sometimes Users are Just Users
and Rather Audience Members Than Community
Members

Users of alternative media—when addressed in
research—are typically discussed in terms of identifica-
tion and community. Following the study presented here,
this is important for some, but is far from being relevant
to all informants. On the contrary, users of all types of
alternative sources in the research spectrum expressed
that alternative media are one type of sources they turn
to, in order to complete their picture or add additional
layers to their information spectrum:

In my opinion, no address or source always reports
authentically and always brings the facts in the nec-
essary depth. In my opinion there is no such thing.
Instead, you have to get the information on the sub-
ject from diverse sources. (Ralf, 30)

The search for alternative viewpoints can be motivated
by distrust or scepticism towards legacy media. As in
previous research, the informants expressed that they
frequently find mainstream coverage to be incomplete,
biased, and omitting or concealing relevant aspects of
the issue, partially to fit their own agenda or, equally
important, for commercial interests. Besides political par-
tisanship, blatant sensationalism and poor reporting also
deter users. However, scepticism rarely turns into hostility
towards the media or reproaches of wilful manipulation.

Rather than being hostile media illiterates, some
of the informants display a rather sophisticated
understanding of affordances and challenges of news
reporting, e.g., time constraints for reporting and limited
capacities that demand selection of topics and perspec-
tives presented. Alternative media as news sources are
then sometimes sought out as the other part and com-
plementary voices, but without necessarily considering
this information more trustworthy or complete. Quite
the opposite, some of the users of RT or Sputnik argued
that they would, of course, consider these platforms
openly biased and driven by Russian agendas. However,
as users assumed to know what the biases are, they
thought they were able to balance or filter them on
reception. Additionally, other media were believed to
also carry biases, but in an obscured way. Similar obser-
vations could be made with right-wing media platforms,
which were sometimes seen as amplifiers of German
populist party AfD politics, but users would trust their
individual competence to cope with this partisanship.
Probably, this is an indicator of users overestimating
their capability to verify information and check sources.

An interesting example of the variety of uses and
motives that can result in recurrent consumption of
alternative media sources is represented by Sabrina, a
53-year-old flight attendant and avid user of right-wing
alternative media. She doesn’t identify with their polit-
ical views but recurrently frequents such platforms to
check out “what they are up to next” while often think-
ing “this must be bollocks.” Sabrina frequently engages
in online-discussions and aims to debunkmisinformation
and advocate for a civilized discourse among online users.
To this end, she wants to know what “the other camp”
is currently discussing and sharing, to brace herself for
arguments to expect and misinformation that is likely to
be referred to in debates. A similar practice could also
be observed in a different direction. Some media scep-
tical alternative users, with low levels of trust in lega-
cy media, would even intensify their use of public ser-
vice broadcasting news, to unravel “manipulations”: “It’s
not that what they show didn’t happen, but as soon as
the interpretative framing begins, when they move away
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from plain and simple reporting, there are other powers
and interests at play” (Anton, 43).

Although some users will buy into virtually every-
thing the alternative media offers and doubt the main-
stream positions with similar intensity, it was quite
common that also alternative media were handled with
care and distanced scepticism. Informants like electronic
engineering student Theodor expressed that they trust
legacy media overall, which constitute by far the largest
portion of their media diet. Yet, they garnish and com-
plement it with alternative news media. Still, the expec-
tation is that they will only occasionally find an opposing
(ideological) counterweight to the mainstream, rather
they access such sources for variation and nuance: “One
is not necessarily more balanced informed I would say,
but more varied….In any case, you get a larger overview,
which address others or concern others or something like
that” (Theodor, 26).

Some informants have rather sporadic contact with
particular alternative media titles, while others follow
them continuously as part of their media repertoires.
But, and this is important, some treat them as sources
among other sources, neither privileged nor condoned,
others rather trust legacy media and use alternative
sources for cross-referencing, while others rather believe
alternative sources and use them to check and challenge
mainstream reporting. Users do not necessarily identi-
fy with them but become a—frequently critical, amused,
and oppositional—audience.

5.2. 2nd Ambivalence: Alternative Media Users are
Diverse but Anti-Systemness Connects
Trans-Ideologically and Trans-Medially

Although informants were recruited based on their use
of at least one ‘dark’ alternative media title, the inter-
views demonstrate, that users hardly ever remained
exclusive users of just one platform. As they reported,
the share of alternative media they frequented grew
over time. This modification of the composition ofmedia
repertoires was partly furthered by digital recommender
systems but also following the personal recommenda-
tions of other users and online commentators. One infor-
mant explains:

It’s the thirst for knowledge, the curiosity, that stimu-
lates it and I think understanding. If I may go back to
the picture of the puzzle, the puzzle grows exponen-
tially. So it is growing, in comparison, if I only focus
on the mainstream media, then I might just have the
edge together…through the alternative media and
the mixture with the established media, but I also
manage to put the inner part together slowly and
leisurely and part by part. At least I am convinced of
that [laughing]. (Bettina, 38)

The example of Luise (59) demonstrates that the growth
of alternative newsmedia rarely follows a clear-cut politi-

cal agenda nor happens entrenched in ideologies or polit-
ical camps. Hence, classifying users as either left-wing
or right-wing sympathizers based on the particular plat-
forms they use is problematic. Luise’s initial contact with
alternative media was with rather esoteric titles, which
are also crosscutting (partially cloaked) right-wing narra-
tives. From there, her diet expanded via Facebook and
YouTube to include alternative media allocated to the
conspiracy and left-leaning spectrum. This pattern was
very common, with the committed users of right-wing
alternative media being least likely to expand beyond
their own segment and the left-leaning and conspir-
acy titles being most commonly part of a combined
diet. Luise’s user type represents an ideological bricoleur,
taking fragments of different ideological and political
camps as long as they fit an overall orientation of discon-
tent, anti-systemness, and critique. The platform KenFm,
regarded as a conspiracy platform, was popular with
users who would otherwise either prefer left-leaning or
right-wing platforms. Also, media with links to Russia
were popular across political orientations or did blend
with all other types of alternativemedia in the study. This
orientation-dominated use of alternative media outlets
became also apparent in users from different countries
who could relate to the anti-system reasoning provided
by the alternative media and transferred stances to their
own particular original political contexts.

In sum, the same alternative media platforms are
used by users with a variety of political and ideologi-
cal orientations and different motivations. At the same
time, users with highly different backgrounds and orien-
tations may pick their arguments and pieces of informa-
tion from the same or similar alternative media outlets.
This ideological flexibility was not limited to picking from
a wide array of ideologies from alternative media, lega-
cy media content, e.g., public broadcasting satire for-
mat Die Anstalt was also highly acclaimed for its anti-
systemness. These findings foster the importance of
media repertoire or media ecology perspectives, which
do not analyse particular platforms and their users in iso-
lation, but in a relational perspective, and with regard to
the use of other news sources, both legacy and alterna-
tive media.

Users of alternative media may cut across different
ideological areas and not belong to coherent communi-
ties around them, yet still have common attitudes and
features. Across all types of alternative media under
scrutiny users typically thought of themselves as being
very critical media users and critical thinkers in general,
better informed and more knowledgeable than regular
media audiences and their acquaintances:

Much more critical than others. I notice that in con-
versations with others. They are clearly less informed
than me, they have less general knowledge and yes,
but some of them don’t want to, they are less inter-
ested. I can say that quite clearly, I am obviouslymore
critical than the average. (Michael, 52)
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These third-person effects of users of alternative media,
who would consider themselves savvier and more com-
petent to identify disinformation arewell in line with pre-
vious research. Schwarzenegger (2020) has shown, how-
ever, that high confidence in one’s competence to make
sense of and assess the veracity of information does not
necessarily reflect actual skill but may keep users from
actively challenging information.

5.3. 3rd Ambivalence: The Comfort of Community Can
Outshine Ideologies, Bringing Light to the Darkness

So far, I have shown that users of dark alternative media
do not necessarily convert to a community. But there are
also cases in which the cosy experience of belonging and
sharing commonalities is crucial, and can become even
more important than the alternative news per se. The
comfort of not being alone in their scepticism, the feel-
ing of being understood by likeminded people and not
considered weirdos, loonies, or conspiracy theorists for
their divergent views—an imminent fear of some of the
informants—is an illuminating experience for users with-
in their alleged darkness:

You can discuss about everything and you are not
looked at crookedly if you have a different opinion
about the news from the traditional media. So that
you can exchange views and also say that what the
other media say is often nonsense. So that you also
know that others also recognize this and you are not
alone. (Felix, 30)

Some users expressed that they rather refrain from try-
ing to convince others of their alternative views or to
openly convert them. Partly, because they want to avoid
confrontation or objection, partly because ‘waking up’
is someone everyone needs to do on their own terms.
In this case, participants seek and find support, social
interaction, and validation in the social media commu-
nities built around alternative media outlets. The sig-
nificance of the community for individual users is best
illustrated by the case of 38-year-old Bettina. She is
an avid user of a platform which belongs to the con-
spiracy spectrum of the sample and is notorious for
its anti-systemness. Since Bettina started following this
platform and its YouTube channel, she also engaged in
their Facebook fan group. The group name indicates it
is open ‘for system critics’ only and Bettina since start-
ing out with a few user-comments she made it to the
rank of group administrator. Outside the web, Bettina
is a trans-woman. In the interview, she described that
since her transition and due to her current personal
situation—working lots of night shifts, being alone at
work and mostly alone during the days—for her, engag-
ing in online discussions and alternative media related
online groups is one of a few “chances to talk to peo-
ple.” Through her personal background, she is sensitive
regarding gender-related issues, which she thinks are

blatantly addressed badly in mainstream and alterna-
tive media alike. In the group, however, she only rarely
engages in discussion when “gender stuff” is addressed.
Bettina does not want to be “outed” in the group as
trans and does not want to endanger her status within
the group. At least occasionally, for Bettina, the sense of
community and belonging she experiences in the group
can outshine the ideology. The personal situation and
experience of Bettina is certainly exceptional. But her
case is nonetheless a focal glass for other informants’
experiences. Peaceful co-existence in like-mindedness is
also highlighted as an important community feature by
Luise and Marianne, who are also part of an alternative
media fan community on Facebook. “It is important that
we are on the same page, share similar viewpoints, are
on the same level. Neither too far to the left, nor to
the right” (Marianne, 62). However, while the demand
for non-radical and balanced positions was very com-
mon and positions too extreme were considered out of
place, it was the users of right-wing alternative media
in particular who would object to a qualification of the
media outlets they used as far-right, and would rather
reframe them as conservative or “how the common peo-
ple think.” Theywere hence generalizing and normalizing
the worldviews they found in these media. Communities
provided themwith an environment that helped imagine
right-wing worldviews as commonsensical.

6. Conclusions

Over the last couple of years, a growing interest in alter-
native media, especially those in the digital realm and
catering to an anti-system stance can be observed in
media and communication research. However, the noto-
riously “weak appetite for user research within alterna-
tive media” diagnosed by Downing (2003, p. 627) was
not stimulated in the same fashion as the general atten-
tion for alternative media has increased. This study set
out to generate an appetite for further investigative
research into audiences and users of allegedly dark alter-
native media and their communities of darkness.

The findings sketched here suggest that users of alter-
native media are not a homogenous lot: their practices,
motives, and orientations are more nuanced than sim-
ply aligning a populist media with a populist audience.
However, at this point, this study does not aim to provide
a renewed definition of the audience of the wide diver-
sity of platforms and outlets referred to as alternative
media. Instead, the empirical part of the study set out to
question some purported certainties and to advocate for
greater ambivalence when researching users of alterna-
tive media. Treré (2020) highlights the potential of recog-
nizing the ambivalent nature of digitalmedia and commu-
nication practices. According to him, this does not equal
simply acknowledging that technologies can be used for
the good or the bad. Instead, it means critically chart-
ing the social, cultural, and political conditions under
which certain kinds of media practices, technological
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appropriations, and media imaginaries were generated,
combined, and implemented by concrete individual and
collective actors in specific historical contexts. Thinking
of the users of alternative media as both audiences and
communities enable the highlighting and foregrounding
of particular moments of their engagement with the
media in their repertoire, which can be caused by not
only various but even contradictory impulses. At the
same time, it also prevents hasty universalism based on
an overemphasis or neglect of community aspects.

The three theses presented here aimed to illumi-
nate the ambivalences within alternative media audi-
ences and open avenues for future research. First, when
alternative media use is not necessarily linked to ideo-
logical identification and community participation, but
can simply be part of diversified media diets in high-
choice media environments, it is important to learn
more about the effect and long-term impact that the
use of alternative media can have for the composition
and interplay of media in media repertoires over time.
Second, the findings invite further investigation of the
commonalities and differences across alternative media
and users from different political camps and ideolo-
gies in trans-ideological and transmedial combinations.
The cross-references, entanglements, relations, interde-
pendencies, and mutual influences that the use of alter-
native media has on the media repertoire, the informa-
tion horizon, and political participation and orientation
can only be understood in the long run through a trans-
media or media ecology perspective.

This can help prevent claims of exceptionalism and
universalism alike. It further helps to understand the
potential problematic impact that alternative media and
their anti-systemness can have on public discourse at
large, beyond the sometimes irrelevant niches in which
they circulate and reinforce their positions (Holt, 2020).
At the same time, it can help deconstruct superficial
views of “pure” users, that qualify them according to
their assumed political ideologies, as conspiracy-loons
with insufficient media literacy or even prone for rad-
icalization based on an alleged impact the alternative
media may have on their users—an overemphasis of
effects and identification supported by the community
view, which would be considered an overcome position
in audience research. Third, the results suggest that the
role of belonging and community require further atten-
tion. Media literacy programs and initiatives which raise
awareness of the perils of online disinformation and
propaganda need take into account that fact-checking
and literacy can’t be effective antidotes when their side
effect would be the dissolution of users’ important per-
sonal social bonds.

As with every kind of self-reported data, one has
to be careful about particular elements of the users’
accounts. It would be naïve to simply take the self-
presentation as critical thinkers, well informed and open-
minded citizens equally wary against falsehoods from all
sides for granted. Further, it could be said that the find-

ings of this study are influenced by the sample compo-
sition. In all steps, the recruitment process was tedious
and not without setback: Besides a rather typical low
response rate when recruiting via social media, sever-
al people who were approached as potential partici-
pants declined for a variety of research-related reasons.
For instance, people feared that the findings would be
used to further discredit alternative media, which in the
view of some respondents were treated unfairly in pub-
lic debate. Another line of reasoning when declining to
participate can be explained by the anti-system stance
described above: University researchers would then be
seen as associated with the system if not even repre-
sentatives of what they saw themselves in opposition
to. A third line of decline was due to the EU’s General
Data Protection Regulation and the requirement to fill
in official University forms to express consent, as users
did not want to be associated and/or recorded in some
cases. In general, the responses of those who actively
declined the invitation to participate suggest that those
users who were especially highly entrenched in the ide-
ological camps behind the respective alternative media
and with a strong anti-systemness were likely not to par-
ticipate and hence rathermoderate usersmay have been
open to contributing to the study.

The lack of political hardliners, the absence of stub-
born ideologists and of incompetent media-illiterates
may signal too reflexive, too openminded, and too
few misguided, ill-informed views. However, there were
some of these negatives in the sample, and probably
even more so among the users who refused to partici-
pate in this study. But at the same time, this limitation
is also a main takeaway from the study. Users and uses
of alternativemedia are ambivalent, not a secluded com-
munity of darkness, but diverse peoplewith diverse back-
grounds andmotivations, who happen to use alternative
media as part of their media repertoires. They are nei-
ther black nor white. There is a whole lot of grey to dis-
cover around them.
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Abstract
‘Fake news’ has been a topic of controversy during and following the 2016 U.S. presidential election. Much of the scholar-
ship on it to date has focused on the ‘fakeness’ of fake news, illuminating the kinds of deception involved and the motiva-
tions of those who deceive. This study looks at the ‘newsness’ of fake news by examining the extent to which it imitates
the characteristics and conventions of traditional journalism. Through a content analysis of 886 fake news articles, we find
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and real—news. Most of their articles included the news values of timeliness, negativity, and prominence; were about
government and politics; and were written in an inverted pyramid format. However, one point of departure is in terms
of objectivity, operationalized as the absence of the author’s personal opinion. The analysis found that the majority of
articles analyzed included the opinion of their author or authors.

Keywords
content analysis; disinformation; fake news; inverted pyramid; news values; objectivity; traditional news

Issue
This article is part of the issue “Dark Participation in Online Communication: The World of the Wicked Web” edited by
Thorsten Quandt (University of Münster, Germany).

© 2021 by the authors; licensee Cogitatio (Lisbon, Portugal). This article is licensed under a Creative Commons Attribu-
tion 4.0 International License (CC BY).

1. Introduction

‘Fake news’ became a topic of controversy during and
following the 2016 U.S. presidential election. False sto-
ries, such as those reporting that the Catholic Pope had
endorsedDonald Trumpor that Hillary Clinton had autho-
rized the sale of weapons to a terror group, went viral on
social media. The phenomenon has called into question
the responsibilities of social media giants like Facebook
in providing a platformwheremisinformation can spread
quickly (Carlson, 2018; Johnson & Kelling, 2018) while
several governments across the world have considered
legislative interventions to address the spread of fake
news (Haciyakupoglu, Hui, Suguna, Leong, & Rahman,
2018; Katsirea, 2018; Tambini, 2017).

Fake news stands in contrast to ‘real news,’ which
is produced by journalists who have long commanded

an important gatekeeping role in deigning events as
newsworthy and in separating fact from falsehood.
Journalism’s normative standing does not appear out of
thin air but is the result of norms and routines built up
over time, into which new entrants are socialized. Such
norms and routines helpmaintain journalism’s epistemic
authority as a reliable arbiter of what is true and what is
not (Carlson, 2017). Simply, this is what helps journalism
be believed. It follows, then, that ‘fake news’ producers
would imitate the conventions of ‘real news’ to leech off
of journalism’s authority and convince readers that the
material presented to them is an authentic account.

This seems a logical presumption, but does it hold
true? There has already been ample research on fake
news (for a review, see Tandoc, 2019) and, in particu-
lar, its ‘fakeness,’ taking into account the motivations of
its producers, its conceptual contours, and its relation-
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ship with other forms of deceptive communication (see,
e.g., Allcott & Gentzkow, 2017; Finneman & Thomas,
2018). However, there are far fewer works looking at the
content characteristics that make ‘fake news’ look like
‘real news.’ Mourão and Robertson (2019) analyzed arti-
cles published during the 2016 election season in the U.S.
by 50 American websites that have been labeled as fake
news sites, finding that such articles,many ofwhichwere
not outright falsehoods, generally “employed moderate
levels of sensationalism, clickbait, misleading content
and partisan bias” (p. 2090). But what about the extent
to which fake news comports with established journalis-
tic conventions?Whilemany studies have focused on the
‘fakeness’ of fake news, fewer have examined its ‘news-
ness.’ Such an inquiry would illuminate the extent to
which ‘fake news’ stories incorporate elements of ‘news’
into their design and thus draw on those elements as
markers of authority. Therefore, this study examines the
content characteristics of fake news stories through a
content analysis of articles from identified fake news
sites in the U.S.

2. Literature Review

2.1. Fake News in Context

Legacy journalism has been beset by a series of inter-
secting challenges to its legitimacy, from the diffusion
of technologies of content creation to economic tumult
to collapsing public trust (Carlson, 2020; Tong, 2018).
Meanwhile, a growing number of people consume news
via social media (Gottfried & Shearer, 2016), eroding
the relationship between traditional journalism organiza-
tions and their audiences due to the insertion of a medi-
ator, allowing for the rapid diffusion of information with
little regard to its veracity. Fake news, then, is emblem-
atic of a collapse of journalistic sensemaking author-
ity and “highlights the erosion of long-standing institu-
tional bulwarks against misinformation in the Internet
age” (Lazer et al., 2018, p. 1094). In the U.S., these
events occur against a backdrop of political polarization,
where partisanship influences how people respond to
messages (Nyhan & Reifler, 2010). This is itself layered
onto a political culture characterized by relatively easy
uptake of conspiracy theories (Oliver & Wood, 2014).
The result of these trends, it has been argued, is that “we
are now facing a situation in which a large share of the
populace is living in an epistemic space that has aban-
doned conventional criteria of evidence, internal consis-
tency, and fact-seeking’’ (Lewandowsky, Ecker, & Cook,
2017, p. 360).

2.2. Fakeness and Newsness

The term ‘fake news’ is not new. It has, for example,
been used to refer to the political satire of figures like
Jon Stewart and Stephen Colbert, who have approx-
imated the conventions of broadcast news (and, in

Colbert’s case, partisan punditry) for comedic effect
(Baym, 2005; Borden & Tew, 2007). The underlying
concept of deceptive mass communications is also, of
course, not a new phenomenon. From the colonial era
to the ‘professionalization’ period of journalism in the
early 20th century, the journalists of the day would rou-
tinely use hoaxes, sensationalism, and exaggeration as a
means of selling newspapers (Fedler, 1989; Finneman &
Thomas, 2018).

Fake news is a complex and somewhat controversial
concept due to wide variation in the way it is used in
public discourse. It is notoriously difficult to define, draw-
ing hoaxes, conspiracy theories, state-sponsored propa-
ganda, partisan-slanted information, manipulated con-
tent, satire, and parody into its orbit (Tandoc, Lim, &
Ling, 2018). Scholars have attempted to navigate this
terrain by offering definitions of the concept. Such def-
initions have included “the intentional deception of a
mass audience by nonmedia actors via a sensational
communication that appears credible but is designed to
manipulate and is not revealed to be false” (Finneman
& Thomas, 2018, p. 358); “information that has been
deliberately fabricated and disseminated with the inten-
tion to deceive and mislead others into believing false-
hoods or doubting verifiable facts” (McGonagle, 2017,
p. 203); and “news articles that are intentionally and ver-
ifiably false, and [that] could mislead readers” (Allcott &
Gentzkow, 2017, p. 213).

In their analysis of the definitions provided to date,
Tandoc et al. (2018) demonstrate how the different con-
ceptualizations offered vary in two dimensions: level of
facticity and intent. With regard to facticity, while satire
and parodies use deception for the main purpose of
humor, propaganda and manipulation mainly seek to
deceive. Satire mimics and makes fun of the news but
ultimately still depends on facts, while parodies rely on
fictitious accounts for humor. The intent behind the pro-
duction of fake news also vary. When outrageous head-
lines trick readers into clicking a story or if they get drawn
to a particular story and visit the page, their clicks get con-
verted into advertising dollars; this is a financial motive.
This seems to be what motivated some Macedonian
teenagers to create fake newswebsites and produce fake
news articles; their earnings from their fake election sto-
ries dwarfed the Macedonian average monthly salary
(Subramanian, 2017). By contrast, an ideological motive
would be to intentionally muddy public discourse or
discredit particular personalities or institutions in order
to advance (or prevent) particular political outcomes.
For example, Russian forces marshalled a sophisticated
disinformation operation in fulfilment of their strategic
aims (Haigh, Haigh, & Kozak, 2018).

What is noteworthy is the extent to which exist-
ing definitions of fake news focus on its ‘fakeness’—
that is, its degree of facticity and the intent behind its
production—while far less attention has been afforded
to its ‘newsness’—the extent to which it imitates estab-
lished journalistic conventions, using them to convey
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truthfulness. For example, Finneman and Thomas (2018)
note that fake news “appears credible” (p. 358) but how,
precisely, does it appear to be so? If fake news is “fab-
ricated information that mimics news media content in
form but not in organizational process or intent” (Lazer
et al., 2018, p. 1094) then what exactly is this form?
The literature to date has not explored these questions.
To understand the newsness of fake news, we need to
first examine the newsness of real news.

2.3. ‘Real News’ and its Routines

Journalism is identifiable by its adherence to a set of rou-
tines, which are “patterned, repeated practices, forms,
and rules that media workers use to do their jobs” and
“practical responses to the needs of media organizations
and workers” that “optimize the relationships between
an organization and its environment” (Shoemaker &
Reese, 2014, pp. 165, 168). These routines not onlymake
the process of newswork more efficient but also help
maintain journalism’s authority as a reliable arbiter of
what is true and what is false (Carlson, 2017).

Though scholarship emphasizes how fake news sto-
ries are built on falsehoods, the assumption that fake
news stories mimic real news is often taken for granted.
This is an important assumption to test, as it has impli-
cations for how we understand and deal with fake news
as a social problem. One way to examine to what extent
fake news articles mimic real news is to compare them
based on attributes that characterize traditional news,
on top of being based on facts. Defining news is not
easy. Schudson (2018) defines it as “usually” referring
to “novel information about relatively recent affairs”
(p. 999). News writing textbooks also usually refer to
news as an account of a recent, significant, extraordi-
nary, and interesting event (e.g., Harcup, 2015; Kershner,
2005; Richardson, 2007). But aside from what news is
about, conceptualizations of what news is have also
included conventions on how it is produced and commu-
nicated; for example, news is marked by several content-
related conventions, such as the use of an inverted
pyramid format (e.g., Harcup & O’Neill, 2017; Thomson,
White, & Kitley, 2008; Vos, 2002).

In comparing real news with fake news based on
some content markers of real news, this study is mod-
elled on prior work that has looked at emergent journal-
istic actors that, in producing news, adopt the norms and
routines of the ‘mainstream,’ rather than actively depart-
ing from or challenging them. For example, Tandoc
(2018) examined the extent towhich BuzzFeed, a relative
newcomer to the journalistic field, abided by the same
set of rules as The New York Times, long regarded as an
industry leader and national newspaper of record in the
U.S., finding that, with regard to the presence of partic-
ular news values, the dominant topic, news format, and
use of objectivity, BuzzFeed behaved verymuch like a tra-
ditional news organization. This current study adopts this
framework and considers the following as representative

(albeit not definitive) markers of ‘real news,’ which can
be used to measure the ‘newsness’ of fake news: News
values, news topic, news format, and objectivity.

2.3.1. News Values

Oneway that journalism can be distinguished from other
forms of writing is through journalists’ use of news
values, which refer to journalists’ “shared operational
understanding” that informs “themediated world that is
presented to news audiences” (Harcup & O’Neill, 2017,
p. 1470). These criteria for determining newsworthi-
ness are “passed down to new generations through a
process of training and socialization” (Harrison, 2006,
p. 153). Though different news organizations may pri-
oritize different news values according to market orien-
tation, national context, and the degree of journalistic
autonomy, it suffices to say that the identification or
combination of any mix of news values serves as a cue
to the newsworthiness of a story, and the more criteria
an event satisfies, the more likely it is to become news
(Harcup & O’Neill, 2017).

No taxonomy of news values can be definitive. We
focus here on four specific news values that recur in
empirical studies of traditional news content and inmeta-
analyses of the literature (see, e.g., Harcup & O’Neill,
2017; Shoemaker & Reese, 2014). These are the news
values of timeliness, negativity, prominence, and impact.
Though proximity is a commonly studied news value, it is
operationalized in terms of the issue or event’s proximity
to the newsroom; since most fake news sites come and
go and operate anonymously, it is difficult to ascertain
their respective geographic locations.

The news value of timeliness pertains to the recency
of the information and “responds to the impetus of the
news being recent and up-to-date” (Kilgo, Lough, & Riedl,
2020, p. 270). Timeliness is not only a long-established
news norm, but also one that is embraced by emergent
journalistic actors, such as BuzzFeed, that incorporate
it into their reporting (Tandoc, 2018). Negativity refers
to ‘bad news’ stories possessing unpleasant undertones
that disrupt the normal state of affairs, such as those
involving conflict or tragedy (Harcup & O’Neill, 2017).
The news value of prominence refers to the involve-
ment of prominent individuals or organizations and has
been found to be key to the ‘shareworthiness’ of con-
tent on social media (García-Perdomo, Salaverría, Kilgo,
& Harlow, 2018; Kilgo et al., 2020). Finally, impact relates
to the significance, magnitude, or effects of the issue
or event at hand in terms of their scale, reflecting how
news stories spotlight “themost severe storms, themost
damaging fires, the most deadly accidents, the most
important speeches, and the most interesting organiza-
tions because these are likely to affect the most readers
and viewers and have the most serious consequences”
(Fedler, Bender, Davenport, & Drager, 2001, p. 110).
Working from the premise that fake news tries to mimic
traditional news, we ask:
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RQ1: What percentage of articles published by fake
news sites contain the following news values: a) time-
liness, b) negativity, c) prominence, and d) impact?

2.3.2. Topic

The news production process is also traditionally char-
acterized by the classification of stories by topic, such
as politics, crime, business, health, or entertainment.
This classification affects how stories are organized in
a newspaper or online (Dick, 2011) and shapes stories’
shareability (García-Perdomo et al., 2018). There are nor-
mative judgments associated with this, where stories
about politics and government are treated as possessing
greater normative import than other kinds of journalism
(Schultz, 2007). Indeed, research by Tandoc (2018) found
that both BuzzFeed and The New York Times published
stories about government or politics most frequently, fol-
lowed by crime or terrorism stories. Thus, we also ask:

RQ2: What news topics do fake news sites write most
frequently about?

2.3.3. News Format

Analyses of journalistic content have also focused on
the format of journalistic prose. The inverted pyramid
style, where the most important information is placed
at the top, dominates mainstream news reporting. This
is likely due to its normative purchase, being associated
with objectivity due to the way it standardizes the pre-
sentation of news content as an authoritative account of
events (Thomson et al., 2008; Vos, 2002). Though alter-
natives exist, such as the narrative style common to liter-
ary journalism (see Johnston & Graham, 2012) or emer-
gent forms such as the ‘listicle’ (see Tandoc, 2018), the
inverted pyramid persists in the U.S. as a dominant for-
mat of organizing news, somuch so that the format itself
can trigger heuristics that affect the perceived credibil-
ity of a message (Sundar, 2008). It follows, therefore,
that fake news producers would attempt to imitate this
style of narrative to appear authoritative and thus be
believed. Thus:

RQ3: What percentage of articles published by fake
news sites use the inverted pyramid format?

2.3.4. Objectivity

Finally, a common marker of traditional journalism in
the U.S. is the use of objectivity, which casts journalists
in the role of impartial scientists pursuing the evidence
wherever it leads and demonstrates “faith in ‘facts,’ a
distrust of ‘values,’ and a commitment to their segrega-
tion” (Schudson, 1978, pp. 4–5). As a signaling mecha-
nism, objectivity implies that journalists have obtained
“all relevant information” and vetted it to “determine
why accounts conflict and which more accurately reflect

reality” (Ryan, 2001, p. 4). Objectivity is frequently cited
as being at the root of journalism’s epistemic authority—
that is, its credibility as the arbiter of what is factual
(Carlson, 2017).

Though opinion remains a prominent part of U.S.
journalism (e.g., opinion columns, public affairs talk
shows), within the output of mainstream news organi-
zations it is compartmentalized away from news and
given its own section. This is both a literal and symbolic
separation, reinforcing the norm that opinion ought not
intrude into news reporting (Thomas, 2018). Accordingly,
empirical studies of news content have operationalized
objectivity as the absence of opinion (see, e.g., Lawrence,
Molyneux, Coddington,&Holton, 2014;Molyneux, 2015;
Tandoc, 2018; Tandoc & Thomas, 2017). It follows, then,
that fake news producers may seek to take advantage
of this journalistic credibility in order to be believed, by
putting on a semblance of objectivity. Therefore:

RQ4: What percentage of articles published by fake
news sites exclude personal opinion of the author?

3. Method

3.1. Sampling

Seeking to examine the extent to which fake news mim-
ics real news, this study is based on a content analy-
sis of 886 articles from 23 fake news sites. Sampling
took several stages. First, we built a list of fake news
sites by relying on lists published by news and enter-
tainment site BuzzFeed and fact-checking sites PolitiFact
and FactCheck. BuzzFeed’s list was based on “the top-
performing Facebook content from 96 fake news web-
sites…built up over the past two years of covering this
topic” and cross-referenced against a chart by Hoaxy
(a tool that visualizes the spread of articles online) result-
ing in “amore comprehensive list of pure fake news sites”
(Silverman, 2016, para. 4). PolitiFact’s list was based on
“every website on which [they had] found deliberately
false or fake news stories since we started working along
with Facebook” (PolitiFact, 2017, para. 5). FactCheck
offered “a list ofwebsites that have posted deceptive con-
tent” (FactCheck, 2017, para. 1). As has been noted (e.g.,
Mourão & Robertson, 2019), differences in the ways that
fake news is conceptualized and measured result in chal-
lenges in this line of empirical work. None of the lists we
draw upon claimed to be exhaustive but are indicative
of efforts at legitimate news and fact-checking organiza-
tions to catalog fake news sites. A combined list based on
these three sources included 230 fake news sites.

Next, we randomly selected 23 sites from the list, rep-
resenting 10% of the listed fake news sites. Then, for
each randomly selected site, we collected links to all
their published articles between February 28, 2017, and
February 28, 2018, using BuzzSumo, a social media mar-
keting online tool that allows tracking of online content
and their social media engagement metrics that has
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been used by studies on social media content (see, e.g.,
Cadman & Galvin, 2019; Sommariva, Vamos, Mantzarlis,
Đào, & Martinez Tyson, 2018; Waszak, Kasprzycka-
Waszak, & Kubanek, 2018). This yielded 9,915 articles,
fromwhich we randomly selected 992 articles, again rep-
resenting 10% of the sample. Some of the links, however,
were no longer active when we conducted the study,
leaving the final study with a total of 886 articles for
content analysis. We analyzed the selected articles by
reading them on the actual webpage where they were
published—that is, we clicked on the links we collected
fromBuzzSumo to access the articles.We focusedon cod-
ing the article’s main text and excluded any complemen-
tary materials, such as accompanying visuals. Thus, the
unit of analysis for this study is the article’s main text.
Due to the transitory nature of fake news sites, our sam-
ple is only representative of the fake news sites repre-
sented in these lists and not of the continuously evolving
fake news ecosystem in the U.S.

3.2. Variables

Two coders were trained using a content analysis manual
adapted from an earlier study (Tandoc, 2018). The man-
ual included measures of what previous studies have
considered as markers of traditional news. Following
three training sessions, two practice coding sessions, and
acceptable intercoder reliability values, the actual cod-
ing began with each coder independently coding half of
the sample. The first practice coding involved 20 recent
fake news articles collected from a fake news site not
included in the sample. The purpose of the first practice
coding was to introduce the coders to the process of cod-
ing as well as obtain initial feedback on the coding man-
ual. The second practice coding involved 20 randomly
selected fake news articles from the population of arti-
cles where the actual sample came from. These 20 arti-
cles were excluded from the final sample.

3.2.1. News Values

The articles were coded for the presence or absence of
four news values common in the literature: timeliness,
negativity, prominence, and impact. Timeliness refers to
whether the article was about something recent, timely
or seasonal. Negativity refers to whether the article
focused on the negative aspects of the issue or event.
Prominence refers to whether the article involved well-
known or elite sources, either individuals or organiza-
tions. Finally, impact refers to whether the issue or event
in the article has high significance in termsof its effects or
consequences to the population. The coders consistently
coded for news values (Krippendorf’s 𝛼 = 0.74).

3.2.2. News Topics

The articles were also coded for their main story topic.
Drawing on an integrated list of recurrent topics iden-

tified in the literature (Becker, 2009; Becker, Lowrey,
Claussen, & Anderson, 2000; Magin & Maurer, 2019;
Maguire, 2014; Schierhorn, Endres, & Schierhorn, 2001;
Sjøvaag, 2015; Tandoc, 2018), stories were coded if
the main story topic was about: government and poli-
tics; crime or terrorism; economy and business; educa-
tion; environment and energy; transportation and pub-
lic works; accidents and disasters; science, health, and
technology; religion; social problems and human rights;
human interest; sports; or entertainment. Intercoder
reliability agreement was initially low (Krippendorf’s
𝛼 = 0.22), which prompted additional coder training on
this measure until both coders had a common and con-
fident understanding of how the topic categories were
to be coded. Subsequent intercoder testing showed the
intercoder reliability score to be close to the acceptable
range (Krippendorf’s 𝛼 = 0.64).

3.2.3. News Format

The articles were coded for their format, or how the
story was written or presented. It could be any of these
commonly used news formats, as deduced from the lit-
erature: inverted pyramid, listicle, chronology, reversed
chronology, or narrative. Since this was a straightfor-
ward measure, the coders achieved perfect agreement
for this category.

3.2.4. Objectivity

Finally, the articles were coded for the presence or
absence of the journalist’s opinion on the subject matter
or issue. For an article to be coded as having the opin-
ion of the journalist, the inclusion of personal opinion
must be explicit. For example, a fake news articlewrongly
claimed eight witnesses of the Las Vegas mass shoot-
ing in October 2017 had suspiciously died, talked about
how “the official narrative stinks so badly” and described
as “staggering” the number of witnesses who “have
died in suspicious circumstances”; these claims have
been debunked by fact-checking organizations, such as
Snopes.com. In this article, the use of value-laden adjec-
tives in sentences not attributed to any source explicitly
includes personal judgments of the author. Implicit inclu-
sion of opinion, such as the choice of particular sources
over others, is therefore not captured in this variable.
This was also coded as a binary nominal variable (opinion
present/opinion absent), with an acceptable intercoder
reliability score (Krippendorf’s 𝛼 = 0.87).

4. Findings

4.1. News Values

RQ1 asked what percentage of articles published by
fake news sites contain the news values of a) timeliness,
b) negativity, c) prominence, and d) impact. The analysis
showed that 98.6% of the articles analyzed included the
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news value of timeliness; 89.2% included the news value
of negativity; 79.7% included the news value of promi-
nence; but only 32% included the news value of impact.
In comparison, a previous study that analyzed the con-
tent of TheNew York Times (Tandoc, 2018), whose frame-
work we have adopted for this study, had found that
majority of its news articles included the news values
of timeliness (72.7%), negativity (74.5%), prominence
(64.2%), and impact (59%). Therefore, in terms of the
news values of timeliness, negativity, and prominence,
articles from fake news sites seem to mimic real news
articles (see Table 1). However, most of the articles ana-
lyzed do not have the news value of impact, focusing
on trivial things, such as a fake news article reporting
that a woman was hospitalized after she was beaten
with dildos.

Table 1. News values (%).

Yes No

Timeliness 98.6 1.4
Negativity 89.2 10.8
Prominence 79.7 20.3
Impact 32.3 67.7

4.2. News Topic

RQ2 askedwhat topics aremost frequentlywritten about
by fake news sites. The analysis found that 51.6% of the
articles analyzed were about government or politics (see
Table 2). This was followed by crime or terrorism (19.5%)
and by science, health or technology (10.3%). In com-
parison, among the most common topics reported by
The New York Times based on a previous study were gov-
ernment or politics (31.6%); crime or terrorism (27.1%);
and science, health, or technology (8.2%; Tandoc, 2018).
However, many of political or crime-related stories we
analyzed focused on trivial matters, potentially aimed at
fanning political polarization rather than disseminating
important information. For example, a fake news arti-
cle reported that a leaked email revealed that “Michelle
Obama admits she hates Hillary Clinton.” While this is
considered a story about politics, it is an ‘issue’ that does
not involve or affect the population.

Table 2. News topic.

Topic Percentage

Government/Politics 51.6
Crime/Terrorism 19.5
Science/Health/Technology 10.3
Sports/Entertainment/Arts 6.9
Accidents/Disasters 3.7
Economy/Business 2.5
Public Services 1.6
Religion/Churches 1.5
Environment/Climate Change 1.1

4.3. News Format

RQ3 asked about the most commonly used news format
by fake news sites. The analysis found that 98.8% of the
articles analyzed used the inverted pyramid format (see
Table 3). In comparison, Tandoc (2018) found that 70.8%
of the news articles published by The New York Times
used inverted pyramid.

Table 3. News format.

Format Percentage

Inverted pyramid 98.8
Listicle .4
Chronology .1
Narrative .7

4.4. Objectivity

Finally, RQ4 asked what percentage of the articles pub-
lished by fake news sites adhered to the standard of
objectivity by excluding any personal opinion of the
author. The analysis found that only 35.7% of the articles
analyzed excluded personal opinion, while the majority,
or 64.3%, included the personal opinion of the author
or authors (see Table 4). For example, a trivial fake news
article that claimed rapper Jay-Z was caught “shapeshift-
ing” by passengers in a United Airlines flight included
references to how the airline was desperate to avoid
another scandal and engaged in steps to cover-up the
incident. Such commentwas not attributed to any source.
By contrast, a content analysis of news articles published
by The New York Times found that 75.8% of its articles
excluded journalists’ opinions (Tandoc, 2018).

Table 4. Objectivity.

Presence of Opinion Percentage

No 35.7
Yes 64.3

5. Discussion

This study set out to explore the extent to which fake
news content imitates the conventions of traditional,
‘real’ news. Where previous studies have focused on
the ‘fakeness’ of fake news, this study focused on its
‘newsness.’ Guided by previous studies that mapped out
markers of traditional news, this study analyzed arti-
cles published by fake news sites based on news values,
topic, format, and objectivity. The study found that in
terms of news values, topic, and format, the articles ana-
lyzed look very much like traditional news. The majority
of the articles we studied included the news values of
timeliness, negativity, and prominence; were about gov-
ernment and politics; and were written in an inverted
pyramid format. However, one point of departure is in
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terms of objectivity, operationalized as the absence of
the author’s personal opinion. The analysis found that
the majority of the articles included the personal opin-
ion of their author or authors. The news value of impact
was also not very common among fake news sites, which
seem to focus a lot on concocting trivial stories.

5.1. Implications

By identifying the content characteristics common
across stories published by fake news sites, this study
has provided empirical data to inform what may have
previously been assumed. Our findings, overall, suggest
that fake news producers imitate the conventions of tra-
ditional news. This mimicry leeches off journalism’s epis-
temic authority for deceptive ends. Put another way,
for fake news producers, news is simply the means, but
deception is the ends. Overall, this reinforces the associ-
ation between journalistic routines and content conven-
tions and journalism’s epistemic authority. By mimicking
these content conventions, from writing style and for-
mat to news values, fake news producers exploit journal-
ism’s social standing. This lends support to the assump-
tion that fake news, as a specific form of deliberate
attempts at disinformation, refers to articles devoid of
factual basis deliberately packaged to look like news in
order to deceive.

The findings of this study help to illuminate what
content characteristics of real news fake news produc-
ers are appropriating to give their outputs a semblance
of truthfulness or even legitimacy. An underlying ideo-
logical motivation, such as sowing distrust on a govern-
ment investigation of a mass shooting, can be propa-
gated even in the absence of facts as fake news produc-
ers can package a false claim (e.g., suspicious deaths of
witnesses that signal a cover-up) supporting their under-
lying motivation (e.g., sow distrust in the government)
with content characteristics associated with real news
(e.g., reference to a timely event, focus on a negative
aspect, peg to a prominent topic, use of inverted pyra-
mid, among others) to turn a false narrative into one that
looks like a real, legitimate news story. Employed in a
regular fashion, for both completely false as well as real
but incomplete or sensationalized articles, the appropri-
ation of content characteristics of real news can poten-
tially don a website with a cloak of legitimacy, at least for
those readers its articles are able to mislead. Thus, the
‘newsness’ of fake news helps not only specific fake news
articles to deceive, but also potentially the websites and
social media accounts that regularly publish them.

However, the analysis also uncovered some areas of
departure, themost notable of which is in terms of objec-
tivity. This study found that the majority of the articles
analyzed included the opinion of their author or authors.
It may well be that the absence of objectivity explains
why fake news is so potent. By explicitly appealing to
readers’ existing predispositions through the inclusion of
similar opinions by the author or authors, fake news arti-

cles increase their resonance, legitimacy, and believabil-
ity among a group of readers, a phenomenon known as
confirmation bias (Taber & Lodge, 2006). This could also
reflect the prominence of partisan punditry and com-
mentary in the media landscape (see, e.g., Levendusky,
2013) and the acceptance of opinion as a news value.
In their study of what young adults consider news,
Armstrong, McAdams, and Cain (2015) found that “con-
sumers may have come to expect—and even seek out—
subjective, opinion-laden news to help themmake sense
of prominent, impactful, and controversial events and
issues” (p. 95). Given these conditions, it may be the
case that fake news producers are cognizant of changes
in how journalism is being produced, received, and eval-
uated and are taking advantage of such shifts.

Of particular interest is the finding that the articles
we studied used the inverted pyramid style of prose
while departing from the objectivity norm, as the two
have typically been treated as congruent (Thomson et al.,
2008; Vos, 2002). Itmay be the case that the association
between the two is weakening, although it is beyond the
scope of this study to establish this with empirical cer-
tainty. A plausible explanation may lie in the intent of
the fake news producers, who may have observed that
the inverted pyramid remains prevalent as a ‘standard’
way of organizing news presentation while the objec-
tivity norm may be less salient to the goal of deepen-
ing partisan attitudes in targeted populations. Another
explanation may lie in the nature of the sample, which
focused on articles from fake news sites in the U.S., a
country characterized by growing political polarization,
declining trust in journalism along partisan lines, and
the prominence of opinionated and partisan media con-
tent (Newman, & Fletcher, Schulz, Andı, & Nielsen, 2020).
These intersecting andmutually reinforcing factors repre-
sent a context where fake news producers feel that con-
tent displaying a high degree of partisanship is likely to
gain traction.

Fake news is a problematic term, and one could argue
that persisting in its use—in other words, deigning such
content as “news” to begin with—mistakenly deigns it
with legitimacy. That the term has been taken up by
politicians to describe unfavorable reporting (Lischka,
2019)makes this terrain yetmore complicated. However,
it remains a worthwhile endeavor to examine the extent
to which those that pass off deceptive information as
news mimic the conventions of real news for decep-
tive ends. This provides more precision in determining
how fake news approximates ‘newsness’ in content if not
in ethics.

5.2. Limitations and Directions for Future Research

The findings of this study have to be understood in the
context of several limitations. To be sure, a content analy-
sis can only analyzemanifest content and not themotiva-
tions and routines behind content patterns. Future stud-
ies should look into practices that lead to the content
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patterns this study has uncovered. If fake news looks like
real news, what routines do fake news producers follow
to construct fake news outputs and how do those rou-
tines compare with those of journalists? Granted, pur-
suing such a line of research may be replete with prac-
tical challenges.

While the lists of fake news sites we used for sam-
pling are comprehensive, they are not exhaustive, since
fake news sites come and go. Therefore, our findings can-
not be generalized to the whole population of fake news
in the U.S.; at most, our findings represent the fake news
sites in the lists we used at the time of data collection.
It is possible that fake news has evolved since then, and
future studies can build on our findings to continue track-
ing how fake news evolves.We also focused our sampling
onwebsites labeled as fake news sources, similar towhat
a previous study conducted (Mourão&Robertson, 2019),
which had found that these sites do not exclusively pub-
lished falsehoods but also truthful accounts. Our study,
however, focused on examining the use of journalistic
conventions rather than reliance on facts per se.

Finally, we focused on articles published by fake
news sites identified in the U.S., and we should be wary
of suggesting that what would pertain to one context
would pertain elsewhere, given differences in political
andmedia contexts across systems. Fake news is a global
problem, and it is important to study it in other national
contexts. If fake news packages fake information to look
like real news, how does it look like in media contexts
whose form and substance are different from that of
U.S. journalism?

Despite these limitations, we hope our findings con-
tribute to a more nuanced understanding of fake news.
The findings of this current study not only provide empir-
ical support for the assumption that fake news mim-
ics real news to leech off journalism’s social legitimacy
and authority, but also raise questions for future studies.
For example, an interesting finding is that after politics
and crime, the topics of science, technology and health
are the thirdmost frequent subjects of fake news articles.
This has implications for how the public understands, or
misunderstands, already complex but important issues
involved in science, technology, and health (such as
climate change, vaccinations, and Covid-19 remedies).
Furthermore, as this study showedhow similar fake news
is to real news when it comes to content structure, such
content characteristics no longer suffice as demarcations
between real and fake news. They should no longer be
held as authenticity cues. Indeed, such content markers
are what fake news producers exploit to deceive readers.
For example, quoting prominent personalities has long
been associated with newsworthiness, but it should not
be used as an automatic measure of truth or indicator of
trustworthiness, since fake news can also attributemade-
up quotes to real people. Newsworthiness as a concept
must be revisited, and its heuristic value for journalists
and audiences questioned. Future studies should explore
how real news can distinguish itself from fake news and

how their results can be communicated to readers to
equip them with skills to distinguish what is real from
what is fake, and to value the former over the latter.
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1. Introduction

An estimated 3,6 billion people use social media as of
2020, with this number expected to only increase in the
next decade (Clement, 2020). Furthermore, people are
increasingly utilizing social media platforms as a primary
source of news consumption—indeed, it has been esti-
mated that about two-thirds of American adults at least
occasionally get news via social media, despite appre-
hensions about the accuracy of such news (Shearer &
Matsa, 2018). The advent of social media as a means

of news dissemination has led to widespread concern
over the spread of misinformation and ‘fake news’ (“fab-
ricated information that mimics news media content in
form but not in organizational process or intent”; Lazer
et al., 2018, p. 1094). Although fake news comprises
a relatively small proportion of Americans’ daily media
diet (0.15%; see Allen, Howland, Mobius, Rothschild, &
Watts, 2020), it may still be harmful. For instance, in
the months leading up to the 2016 USA Presidential
election, false news stories favoring Trump were shared
about 30 million times on Facebook; those favoring
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Clinton were shared 8 million times (Allcott & Gentzkow,
2017). More recently, misinformation and disinforma-
tion about Covid-19 has spread quickly on social media
(Frenkel, Alba, & Zhong, 2020), potentially with fatal con-
sequences. As a result, there is great interest in identify-
ing approaches to combat misinformation.

1.1. Combatting Misinformation at the Platform-Level

One approach is to implement platform-level interven-
tions (i.e., efforts implemented by socialmedia platforms
that may be applied to all users). The most widely imple-
mented such approach, applying fact-check tags on dis-
puted or false-rated news items, has substantial limi-
tations. Professional fact-checkers cannot possibly keep
up with the pace at which misinformation is produced.
In addition to limiting the reach of fact-checking, this
may promote increased perceptions of accuracy for unla-
beled false headlines (‘implied truth effect’; Pennycook,
Bear, Collins, & Rand, 2020). Relatedly, general warn-
ings instructing users to be cautious about the accu-
racy of news content they read and share may result
in decreased belief in true news stories (‘tainted truth
effect’; Clayton et al., 2019). Approaches based on inocu-
lation (i.e., preemptive exposure to and warnings of fake
news; Roozenbeek & van der Linden, 2019) and accuracy
nudges (i.e., reminding people to think about accuracy
before consuming or sharing news content; Pennycook
et al., in press; Pennycook,McPhetres, Zhang, Lu, &Rand,
2020), which induce people to be more discerning prior
to their contact with misinformation, show substantial
promise. So does utilizing layperson judgments (e.g., by
harnessing the wisdom of crowds through users or con-
tractors hired to provide quality ratings) to supplement
machine learning approaches to misinformation detec-
tion (Epstein, Pennycook, & Rand, 2020; Kim, Tabibian,
Oh, Schölkopf, & Gomez-Rodriguez, 2018; Pennycook
& Rand, 2019a). However, it seems unlikely that plat-
forms will ever be entirely able to control the misinfor-
mation problem.

1.2. Combatting Misinformation at the User-Level

In addition to interventions that can be applied by the
platforms, it is therefore important to determine what
kind of user-generated corrections may be most effec-
tive at combatting misinformation online. While correct-
ing misinformation may ideally be a source of positive
participation online, it may easily devolve into unpro-
ductive and even harmful discourse. This gives rise to
the question of what type of corrective message most
effectively combats dark participation, rather than gives
way to it? One dimension by which corrective mes-
sages may differ is that of strength—how forcefully the
corrective message corrects the shared misinformation.
Less forceful, hedged messaging may lead to increased
engagement with and acceptance of the corrective mes-
sage. For instance, Lewandowsky, Ecker, Seifert, Schwarz,

and Cook (2012) argue that effective corrections should
attempt to affirm the worldview and identity of the indi-
vidual being corrected—thus, a hedged correction may
be less abrasive towards the corrected individual and
their worldview and identity. Furthermore, Tan, Niculae,
Danescu-Niculescu-Mizil, and Lee (2016) analyzed effec-
tive corrective discourse on Reddit, and found that hedg-
ing (i.e., a message that indicated uncertainty, such as
“it could be the case”; Tan et al., 2016, p. 622) was
more common in more persuasive arguments. This is
perhaps because hedging makes an argument easier
to accept through the use of a softer tone (Lakoff,
1975). However, it has also been suggested that hedg-
ing may add increased uncertainty to the corrective mes-
sage, thus reducing its efficacy (see Rashkin, Choi, Jang,
Volkova, & Choi, 2017). This would suggest that more
direct, less hedged corrections of misinformation may
provide the clearest form of correction. Alternatively,
recent evidence suggests that the tone of a correction
(uncivil, affirmational, or neutral) may not affect the
effectiveness of corrections to misinformation (Bode,
Vraga, & Tully, 2020). Ultimately, there remains lim-
ited causal evidence as to whether and how correction
strength may impact correction engagement.

Another dimension by which corrections may vary is
by explanation depth; for instance, whether the debunk-
ing message consists of a simple negation, or includes an
alternative account to fill in the gap left by correctingmis-
information (see Lewandowsky et al., 2012). In favor of
brief refutations, it has been argued that simple rebut-
tals of misinformation are most effective (Lewandowsky
et al., 2012). However, others have argued to avoid sim-
ple negations (Nyhan & Reifler, 2012) and instead pro-
vide detailed debunking messages (see Chan, Jones, Hall
Jamieson, & Albarracín, 2017). Thus, it remains unclear
whether corrections should be simple negations of truth,
or if they should contain a more detailed explanation of
why the shared misinformation is false.

1.3. Current Research

In the current study, we investigate the causal role
of different corrective messaging strategies on engage-
ment with corrections. Using a survey experiment in
which participants are presented with a series of social
media posts, we induce most participants to indicate
that they would share a false headline. We then manipu-
late the style of corrective message participants receive
in response to their shared article. Corrective messages
varied by strength (direct correction, hedged correction)
and depth (simple explanation, detailed explanation).
All corrections also included a (non-functional) link to
a purported debunking article on Snopes, which should
also increase the efficacy of the corrective message (see
Vraga & Bode, 2018; for related research on ‘snoping,’
see Margolin, Hannak, & Weber, 2018).

We first predict that (H1) hedged corrections will be
perceived as less aggressive and more polite than direct
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corrections, and that (H2) detailed corrections will be
perceived as more informative and less unhelpful than
simple corrections. We also predict that (H3) hedged,
detailed correctionswill elicit greater reply likelihood and
(H4) predict greater acceptance of information, whereas
direct and simple corrections will predict increased resis-
tance of information. Finally, we anticipate that (H5)
more analytic or actively open-minded individuals will
have greater reply likelihood and acceptance of informa-
tion in response to more detailed corrections.

The current research extends existing literature
regarding debunking and corrections of fake news in
three main ways. First, the existing literature assessing
the effect of correction strength on correction engage-
ment is primarily observational rather than causal (e.g.,
Tan et al., 2016). We seek to causally determine whether
correction strength affects correction efficacy. Second,
there is limited work assessing the interaction between
various correctionwording strategies.We assess not only
whether there are main effects of correction strength
and depth on engagement, but also if these correction
styles may interact with one another. Third, we seek to
explore the interaction between correction style and sev-
eral key cognitivemechanismswhichmay impact the effi-
cacy of certain forms of corrections. In particular, we uti-
lize the cognitive reflection test (CRT; Frederick, 2005) to
assess whethermore analytic thinkers engagemorewith
more detailed explanations. We also explore the role of
actively open-minded thinking (Stanovich & West, 2007)
in receptivity to various corrective messaging styles.

2. Methods

Our study was pre-registered at https://osf.io/eupwn/
?view_only=cc6cd2cd0bae42788fcd28aacb505d9a. Fur-
thermore, our full materials, data, and analysis code is
available on the Open Science Framework (see https://
osf.io/fvwd2/?view_only=cc6cd2cd0bae42788fcd28aac
b505d9a).

2.1. Materials and Procedure

2.1.1. Participants

We recruited N = 2,228 participants (1,065 female,
Mage = 44.84) via the online convenience sampling plat-
form Lucid (Coppock & McClellan, 2019). Participants
were first instructed to imagine they were currently on
a social media platform such as Twitter or Facebook.
Participants were then told they would be presented
with a series of actual recent news headlines, as if they
were appearing in their social media newsfeed.

2.1.2. News Headlines

Participants were randomly shown up to 28 actual head-
lines that appeared on social media, half of which were
factually accurate (real news) and half of which were
entirely untrue (fake news). Additionally, half of the head-
lines were favorable to the Democratic Party, and half
were favorable to the Republican Party, based on pre-
test ratings (see Pennycook&Rand, 2019b). All fake news
headlines were taken from Snopes. Real news headlines
were selected frommainstream news sources (e.g., NPR,
The Washington Post). Headlines were presented in the
format of a social media post—namely, with a picture,
headline, byline, and source (Figure 1).

After each headline, participants were asked
whether or not they would share that article on social
media publicly, such that other users could see and
comment on it. If participants decided to share a real
news article or decided not to share a fake news article,
they were shown another headline. However, if partic-
ipants decided to share a fake news article, then they
proceeded to the rest of the study and saw no further
headlines. Participants who did not share any fake news
articles were not eligible to complete the correctionmes-
sage section of the study. This indication to share should
simulate participants sharing such news articles as if they

Figure 1. Example news headline with picture, headline, byline, and source.
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were actually on social media—indeed, recent research
has found that self-reported willingness to share polit-
ical news articles in online survey studies correlates
with actual sharing on Twitter (Mosleh, Pennycook, &
Rand, 2020).

2.1.3. Corrective Messages

Overall, 1,589 participants (71% of all participants)
shared at least one fake news article, and thus completed
the remainder of the study. After sharing a fake news
article, participants were instructed to imagine receiving
a public comment on their post. Participants were pre-
sented with one of four corrective messages, which var-
ied by strength (direct, hedged) and depth (simple expla-
nation, detailed explanation). These corrections were
stylized as tweets from a fictional user. The first sentence
of the message varied by strength—in the direct condi-
tion, themessage read: “Noway do I believe this article—
it’s definitely not true.” In the hedged condition, themes-
sage read: “I’m not sure about this article—it might not
be true.” The second sentence of the message varied
by depth—in the simple condition, the sentence read:
“I found a link on Snopes that says this headline is false.”
In the detailed condition, the message read: “I found a
link on Snopes that says this headline was created by a
website that purposefully makes false stories.” All mes-
sages ended with a stylized Snopes link (Figure 2).

2.1.4. Reply to Corrective Message

Next, participants were asked: “Would you reply to
the above message?” 1 = “Yes, I would write a reply,”
0 = “No, I would not write a reply.” If participants indi-

cated “Yes,” they were asked to enter their reply via
free response. If participants indicated “No,” they were
asked: “If you DID reply, what would you write?” and
then allowed to enter their reply via free response.

2.1.5. Correction Motive

Participants were asked: “Why do you think the person
wrote the message you received? Select all that apply.”
Participants could select from the following: “To inform
me of valuable information,” “To reinforce the image of
themselves they’d like to present to me,” “To develop
a connection with me,” “To achieve self-fulfillment for
themselves,” or “To get the word out about a spe-
cific cause.’’

2.1.6. Evaluation of Corrector

After that, participants were asked to evaluate the trust-
worthiness of the person who wrote them the correc-
tive message (Likert-scale: 1–7), as well as how posi-
tive and how negative their opinion was of the per-
son who wrote them the message (Likert-scale: 1–7).
Participants were also asked how much they agreed
with the following statements: “The message I received
on my social media post was [unhelpful/aggressive/
informative/polite].” Likert-scale: 1 = Not at all agree,
7 = Strongly agree.

2.1.7. Self-Reported Belief-Updating

Then, participants were asked: “After viewing the com-
ment on your shared article and replying to that com-
ment, how do you view the accuracy of the article you

Figure 2. Corrective message conditions. Note: Clockwise, from top left: direct, simple; hedged, simple; hedged, detailed;
direct, detailed.
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shared?” Likert-scale: 1 = Much less accurate than ini-
tially thought, 2 = Slightly less accurate than initially
thought, 3 = As accurate as initially thought, 4 = Slightly
more accurate than initially thought, 5 = Much more
accurate than initially thought.

2.1.8. Cognitive Reflection Test

The CRT is a brief task which measures participant ten-
dencies to engage in analytic thinking. CRT items include
an intuitive yet incorrect answer, which participants
must override in order to answer correctly (e.g., “The
ages of Mark and Adam add up to 28 years old. Mark is
20 years older than Adam. Howmany years old is Adam?”
The common, intuitive answer is eight, whereas the cor-
rect answer upon reflection is four).

Participants completed a reworded version of the
original CRT (Frederick, 2005; Shenhav, Rand, & Greene,
2012) and a four-item non-numeric CRT (Thomson &
Oppenheimer, 2016).

2.1.9. Actively Open-Minded Thinking

Participants also completed a shortened version of the
actively open-minded thinking scale (AOT; Stanovich &
West, 2007). The AOT measures actively open-minded
thinking, or the tendency to be open towards opinions
or positions different from one’s own (e.g., “A person
should always consider new possibilities.” 1 = I strongly
disagree, 7 = I strongly agree).

2.1.10. Additional Measures

Participants next completed a brief political knowl-
edge measure and standard demographics. Participants
also were asked which social networking sites they
use (Facebook, Twitter, Instagram, LinkedIn, Snapchat,
Other). Participants were asked how often they are on
social media and, if they indicated that they had either
a Facebook or a Twitter account, how often they share
content on Facebook or Twitter (“Never,” “Less often,”
“Every few weeks,” “1 to 2 days a week,” “3 to 6 days a
week,” “About once a day,” “2 to 5 times a day,” “5 to
10 times a day,” or “Over 10 times a day”).

2.2. Analysis of Free Response Replies

Following our main study, we recruited 819 participants
from Amazon Mechanical Turk to crowdsource coding
of the free response replies we collected on several
dimensions. Free response replies were rated an aver-
age of 5.14 times each (SD = 2.24), and each participant
rated 10 replies on seven key dimensions. Participants
were first given instructions carefully detailing each rat-
ing category. Participants then evaluated each headline
on these dimensions, via a Likert-scale (1–7). These
seven dimensions of evaluating replies were informed
by categories of responding to corrective information as

detailed by Prasad et al. (2009). Detailed explanations of
these seven dimensions (denying original belief, belief
updating, counter-arguing, attitude bolstering, selec-
tive exposure, disputing rationality, and inferred justi-
fication) may be found in our Supplemental Materials
here: https://osf.io/fvwd2/?view_only=cc6cd2cd0bae
42788fcd28aacb505d9a.

2.2.1. Rating Procedure

Participants first read instructions detailing how they
will be asked to evaluate replies to corrective mes-
sages using seven different categories of response types.
Participants then read the descriptions of these response
types, and answered a reading comprehension check.
Participants who failed this comprehension check were
presented with the response type descriptions a second
time. Finally, participants viewed 10 different replies and
rated each response by all seven response type cate-
gories. Participants also were asked: “Overall, how pos-
itive is this reply?” and “Overall, how negative is this
reply?” Likert-scale: 1 = Not at all [positive/negative],
7 = Very [positive/negative]. Participants also evaluated
whether the replier indicated they only shared the fake
article as a joke, or if the replier indicated that they
plan on looking up more information about the article
they shared.

All written replies from the Lucid study were rated
by Amazon Mechanical Turk raters, except replies which
were either blank or simply said “nothing.” These replies
were automatically coded as a 1 (not at all) across all cat-
egories. There were 320 such replies in total.

2.2.2. Intraclass Correlations

In order to assess the consistency of measurements
made by our Amazon Mechanical Turk raters assess-
ing the same replies, we computed intraclass correla-
tions (ICC; descriptive measure of how strongly units
in a group resemble one another) for each of the seven
response type categories, plus ratings of overall positivity
and negativity. In particular, we utilized a one-way ran-
dom effects ICC model (since each reply was measured
by a different set of randomly selected raters), as well as
average measures, as our analyses ultimately utilize the
average ratings for each reply (see Treventhan, 2017).
Across all nine categories, our ICC1k was fair on average,
meaning that reply ratings within response type cate-
gories adequately resembled one another, ICCavg = 0.46
(common guidelines interpret greater than 0.40 as fair;
Cicchetti & Sparrow, 1981), ICCDenyOriginalBelief = 0.33,
ICCBeliefUpdating = 0.57, ICCCounter-arguing = 0.48,
ICCAttitudeBolstering = 0.36, ICCSelectiveExposure = 0.38,
ICCDisputingRationality = 0.30, ICCInferredJustification = 0.24,
ICCPositive = 0.73, ICCNegative = 0.72 (all ps < .001).
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3. Results

3.1. Hedged Corrections Perceived as Less Aggressive,
More Polite

In order to assess the effect of our correction style con-
ditions on perceptions of corrections, we performed
several analyses. We performed a linear regression
model predicting how aggressive participants perceived
the corrective messages they received, entering cor-
rection strength, depth, and their interaction as pre-
dictors. As expected, we found that participants who
received hedged corrections perceived the correction as
less aggressive, b = −0.30, SE = 0.05, t(1558) = −6.19,
p < .001. There was no main effect of correction depth,
nor interaction between conditions, ps > .273. Similarly,
we found, as expected, that participants who received
hedged corrections perceived the corrections as more
polite,b= 0.19, SE= 0.05, t(1557)= 4.00,p< .001. Again,
there was no main effect of correction depth nor inter-
action between conditions, ps > .523. Together, these
measures suggest that there was a noticeable difference
between direct and hedged corrective messages, such
that hedged corrections were perceived as less aggres-
sive and more polite, which supports our first hypothe-
sis (H1). Indeed, these results suggest that our hedged
condition was both definitionally manipulating hedging
(i.e., via indicating uncertainty in wording by stating “I’m
not sure”), as well as manipulating perceived aggres-

siveness and politeness of the correction. Additional
analyses also suggest that hedged corrections promote
slightly more positive perceptions of the corrector (see
the Supplementary File).

We also performed a general linear model predicting
how informative participants perceived the corrective
message they received. Surprisingly, we found no main
effects or interactions between correction conditions,
ps> .196.We next performed a similar analysis substitut-
ing informativeness with unhelpfulness, but again found
nomain effects or interactions, ps> .103. Therefore, our
results do not support our second hypothesis (H2), as we
did not observe that participants evaluated corrections
with more detailed explanatory depth as more informa-
tive or less unhelpful. These results suggest that while
explanatory depth was definitionally manipulated in our
design (i.e., the ‘detailed explanation’ correction con-
tained information beyond a simple negation), it is not
the case that explanatory depth manipulated the extent
to which participants perceived the correction as infor-
mative or helpful.

3.2. No Meaningful Effect of Correction Strength and
Depth on Reply Likelihood

The fraction of participants who said they would reply is
shown in Figure 3.

For our main analysis, we then entered correction
strength and depth, as centered dummies, plus their

0.4

0.3

0.2

0.1

0.0

Direct, Simple Direct, Detailed Hedged, Simple
Condition

Hedged, Detailed

Figure 3. Likelihood of reply to the corrective message by condition. Notes: N = 1,589. Error bars reflect 95% confidence
intervals.
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interaction into a logistic regression to predict whether
participants indicated that they would reply to the cor-
rective message. Although we predicted that hedged
and detailed corrections would elicit greater likelihood
of replying, we found no main effect on reply like-
lihood of correction strength, b = 0.06, SE = 0.05,
z(1588)= 1.23, p= .219, nor depth, b=−0.03, SE = 0.05,
z(1588) = −0.53, p = .598 (Table 1).

Thus, our results do not support our third hypothe-
sis (H3), that hedged, detailed corrections would elicit
greater reply likelihood. We did find a (barely) signifi-
cant interaction between correction strength and depth,
b = 0.10, SE = 0.05, z(1588) = 1.97, p = .049, such
that when the correction depth was detailed, hedged
corrections elicited more responses than direct correc-
tions. However, given our large sample and the fact that
the p-value was only barely significant, this interaction
should be interpreted with substantial caution.

3.3. No Meaningful Effect of Correction Strength and
Depth on Reply Sentiment

As pre-registered, we averaged denying original belief
and belief updating ratings to create a composite correc-
tion acceptance score (Figure 4).

We then entered correction strength and depth
into a general linear model predicting correction accep-
tance score, allowing for an interaction between condi-
tions. We found no significant main effects of correction
strength, b= 0.06, SE = 0.03, t(1588)= 1.96, p= .051, or
correction depth (p = .600) and no interaction between
conditions (p = .424; Table 2). Our results did not sup-
port our fourth hypothesis (H4), which predicted that
hedged, detailed corrections would elicit greater accep-
tance of information.

We next averaged the remaining five response cat-
egories (counter-arguing, attitude bolstering, etc.) into

Table 1. Logistic regression predicting likelihood of reply to corrective message.

Estimate Standard Error z p

Intercept −0.55 0.05 −10.50 < .001***
Hedged 0.06 0.05 1.23 .219
Detailed Explanation −0.03 0.05 −0.53 .598
Hedged*Detailed 0.10 0.05 1.97 .049*
Notes: * p < .05, ** p < .01, *** p < .001. Df = 1,588.
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Condition
Hedged, Detailed

Figure 4. Average aggregated acceptance of corrective information (1–7 Likert-scale) by condition. Notes: N = 1,589. Error
bars reflect 95% confidence intervals.
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Table 2. General linear model predicting information acceptance by correction style condition.

Estimate Standard Error t p

Intercept 2.50 0.03 84.76 < .001***
Hedged 0.06 0.03 1.96 .051
Detailed Explanation −0.02 0.03 −0.52 .600
Hedged*Detailed 0.02 0.03 0.80 .424
Notes: * p < .05, ** p < .01, *** p < .001. Df = 1,588.

an aggregated resisting information score (Figure 5), and
predicted information resistance using a general linear
model with correction strength and depth, allowing for
an interaction.

We found no main effect of strength or depth, and
no interaction between conditions, ps > .408 (Table 3).

We also performed five separate general linear mod-
els for each of the individual resisting information reply
type categories. There were no significant main effects

or interactions across all five linear models, ps > .146.
Thus, our results again did not support our fourth hypoth-
esis (H4), as direct and simple corrections did not predict
increased resistance of information.

We also predicted overall positivity and overall nega-
tivity of reply using similar general linear models. Again,
we found no significant main effects nor interactions,
ps > .139.

2.5

2.0

1.5

1.0
Direct, Simple Direct, Detailed Hedged, Simple

Condition
Hedged, Detailed

Figure 5. Average aggregated resistance of corrective information (1–7 Likert-scale) by condition. Notes: N = 1,589. Error
bars reflect 95% confidence intervals.

Table 3. General linear model predicting information resistance by correction style condition.

Estimate Standard Error t p

Intercept 2.47 0.03 92.05 < .001***
Hedged 0.02 0.03 0.83 .408
Detailed Explanation −0.01 0.03 −0.48 .632
Hedged*Detailed 0.01 0.03 0.56 .577
Notes: * p < .05, ** p < .01, *** p < .001. Df = 1,588.
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3.4. No Effect of Correction Style on Self-Reported
Belief Updating

We next predicted self-reported belief change (reverse-
coded; 5 = Much less accurate than initially thought,
1 = Much more accurate than initially thought) using a
general linearmodel, with correction strength and depth
as predictors, allowing for their interaction (Figure 6).
We found no significant main effect of correction
strength, b = 0.02, SE = 0.03, t(1551) = 0.75, p = .456,
or depth, b = 0.03, SE = 0.03, t(1551) = 1.18, p = .240,
and no significant interaction between the conditions,
b = 0.05, SE = 0.03, t(1551) = 1.77, p = .078.

3.5. Cognitive Reflection Predicts Increased Acceptance
of Corrective Information

Next, we added CRT score as a predictor in our
logistic regression predicting binary reply from correc-
tion strength and depth, allowing for all interactions.
We found no significant main effect of, or interactions
with, CRT score on reply likelihood, ps > .132. We then
performed a similar analysis using a general linear model
to predict aggregated acceptance of information. In this
model, we found a notable main effect of CRT score,
such that higher CRT scorewas associatedwith increased
acceptance of corrective information, b= 0.17, SE= 0.03,
t(1587) = 5.77, p < .001. We did not observe any signifi-

cant interactions between CRT score and our correction
conditions, contrary to our fifth hypothesis (H5) which
predicted that more analytic participants would bemore
likely to accept detailed corrections (Table 4).

We next performed the same analysis except substi-
tuting accepting information with our composite resist-
ing information score. Interestingly, we again found a
positive main effect of CRT score, such that higher CRT
score was associated with increased resistance of correc-
tive information, b = 0.06, SE = 0.03, t(1587) = 2.34,
p = .019; and no significant interactions between CRT
score and our correction conditions (Table 5).

In order to further examine the relationship between
CRT score and reply sentiment, we performed a z-test to
compare the coefficient of CRT score on accepting infor-
mation to the coefficient of CRT score on resisting infor-
mation. We found that the coefficient of CRT score on
accepting information was significantly greater than that
of CRT score on resisting information, z = 2.67, p = .008.
Our results thus suggest that on balance, participants
with higher CRT scores are more accepting of correc-
tive information.

3.6. Actively Open-Minded Thinking Predicts Increased
Acceptance of Corrective Information

We again performed our main logistic regression model
predicting binary reply, this time adding AOT score

4
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Hedged, Detailed

Figure 6. Self-reported belief updating (1–5 Likert-scale) by condition. Notes: N = 1,552. Error bars reflect 95% confidence
intervals.
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Table 4. General linear model predicting acceptance of information from correction style conditions and CRT as potential
moderator.

Estimate Standard Error t p

Intercept 2.50 0.03 85.58 < .001***
Hedged 0.06 0.03 1.98 .048*
Detailed Explanation −0.02 0.03 −0.59 .558
CRT Score 0.17 0.03 5.77 < .001***
Hedged*Detailed 0.02 0.03 0.74 .461
Hedged*CRT 0.04 0.03 1.53 .126
Detailed*CRT −0.04 0.03 −1.20 .231
Hedged*Detailed*CRT −0.02 0.03 −0.77 .443
Notes: * p < .05, ** p < .01, *** p < .001. Df = 1,587.

as a potential moderator, allowing for all interactions.
We found a main effect of AOT on likelihood of reply,
such that greater AOT score was associated with greater
reply likelihood, b = 0.15, SE = 0.05, z(1501) = 2.83,
p = .005. We found no interactions between correction
conditions and AOT, ps > .494. We also ran a general
linear model predicting aggregated acceptance of infor-
mation from correction strength, depth, and AOT score,
allowing for all interactions. We found a main effect
of AOT score, such that greater AOT score was predic-
tive of increased acceptance of corrective information,
b = 0.21, SE = 0.03, t(1501) = 7.00, p < .001; and no sig-
nificant interactions between correction conditions and
AOT, ps > .353 (Table 6). These latter results thus do not
support our fifth hypothesis (H5), as more actively open-
minded participants were not more likely to accept infor-
mation from detailed corrections.

We then performed the same analysis, substituting
acceptance of information with aggregated resistance
of information, but found no significant main effect of
AOT (p = .201) and no significant interactions between
correction conditions and AOT (ps > .243). Together,
these results demonstrate that AOT is associated with
increased acceptance, but not resistance, of correc-
tive information.

We also performed several analyses looking at par-
tisanship and social media use as potential moderators
(see the Supplementary File).

4. Discussion

Our results suggest several conclusions about the effects
of different styles of corrective messages on engage-
ment with and replies to corrections of misinformation
on social media. We find that hedged corrections are
perceived as politer and less aggressive than direct cor-
rections, and that hedged corrections result in a more
positive perception of the corrector. Despite this, how-
ever, we do not find that hedged corrections are any
more effective at eliciting replies to corrective mes-
sages, or promoting acceptance of corrective informa-
tion. We consistently found no main effect of correction
strength (direct, hedged) or explanatory depth (simple
explanation, detailed explanation) on reply likelihood or
reply sentiment. We did find some weak evidence of
an interaction between correction strength and depth.
This interaction was such that hedged, detailed cor-
rections and direct, simple corrections yielded greater
reply likelihood than direct, detailed corrections and
hedged, simple corrections. This suggests that partici-
pants were perhaps sensitive to both correction strength
and explanatory depth, yet neither correction style sig-
nificantly impacted reply likelihood or the acceptance or
rejection of the correction.

Overall, given our consistently minimal effects of cor-
rection strength and depth on responses to corrections,
our findings suggest that correction style and wording

Table 5. General linear model predicting resistance of information from correction style conditions and CRT as potential
moderator.

Estimate Standard Error t p

Intercept 2.47 0.03 92.07 < .001***
Hedged 0.02 0.03 0.82 .414
Detailed Explanation −0.01 0.03 −0.52 .604
CRT Score 0.06 0.03 2.34 .019*
Hedged*Detailed 0.01 0.03 0.52 .606
Hedged*CRT 0.03 0.03 1.02 .308
Detailed*CRT −0.02 0.03 −0.68 .498
Hedged*Detailed*CRT −0.01 0.03 −0.29 .769
Notes: * p < .05, ** p < .01, *** p < .001. Df = 1,587.

Media and Communication, 2021, Volume 9, Issue 1, Pages 120–133 129

https://www.cogitatiopress.com


Table 6. General linear model predicting acceptance of information from correction style conditions and AOT as potential
moderator.

Estimate Standard Error t p

Intercept 2.53 0.03 84.81 < .001***
Hedged 0.05 0.03 1.83 .068
Detailed Explanation −0.02 0.03 −0.58 .563
AOT Score 0.21 0.03 7.00 < .001***
Hedged*Detailed 0.002 0.03 0.08 .935
Hedged* AOT 0.03 0.03 0.93 .353
Detailed* AOT 0.003 0.03 0.09 .930
Hedged*Detailed* AOT −0.01 0.03 −0.19 .854
Notes: * p < .05, ** p < .01, *** p < .001. Df = 1,501.

do not have a substantial impact on how corrections
of misinformation on social media are received. These
findings are consistent with recent research on correc-
tion wording and tone, which found that correction tone
did not substantially affect misperceptions (see Bode
et al., 2020). Our current findings extend this research
in several keyways. First, we demonstrate that correc-
tion strength (roughly analogous to tone) does not sig-
nificantly affect engagement with corrections of politi-
cal misinformation, whereas prior work has looked at
apolitical misinformation (Bode et al., 2020). Second,
we also show that differences in correction strength
do not impact engagement or belief updating by the
user who shared the corrected misinformation them-
selves. This in contrast with previous work, which has
instead assessed the effect of corrections on third-party
viewers (observational correction, i.e., how third-party
users on social media are affected by corrections; see
Vraga & Bode, 2017). Third, we also show that manip-
ulating the explanatory depth of the correction also
has a minimal effect on engagement with the correc-
tive message.

Our research also extends previous research on cog-
nitive style and misinformation, which has found that
people who are more reflective are less likely to believe
false news headlines (Bronstein, Pennycook, Bear, Rand,
& Cannon, 2019; Pennycook & Rand, 2019b, 2020),
and that deliberation causally reduces belief in false
claims (Bago, Rand, & Pennycook, 2020)—regardless of
their partisan alignment. Here we examine the relation-
ship between cognitive style on the response to correc-
tions (rather than the perceptions of the misinformation
itself). We found that analytic thinking and actively open-
minded thinking (as assessed by CRT and AOT scales) pre-
dicted increased acceptance of corrective information.
This willingness to update one’s beliefs in the face of cor-
rective information may help to explain why more reflec-
tive individuals have more accurate beliefs. Importantly,
our results also suggest that analytic and actively open-
minded thinking relate to increased acceptance of cor-
rective information regardless of correction style.

Finally, our findings suggest that attempts at mis-
information correction are not doomed to simply fur-

ther promote dark engagement and incite comment sec-
tion ‘flame wars’ (Flame war, n.d.). Indeed, self-reported
belief updating was positive on average (M = 3.54),
and average belief updating in reply texts as scored
by Amazon Mechanical Turk raters (M = 2.63) was
greater than the individual averages of all forms of resist-
ing information (max: MCounter-arguing = 2.60). Thus, in
line with previous research (e.g., Bode & Vraga, 2018),
social media may not only serve as a medium for
misinformation—online platforms may also enable and
encourage user-generated corrections which, regardless
of strength or explanatory depth, may be effective at
combatting misinformation.

4.1. Limitations

The current research has several notable limitations.
First, while we use a sample that is quota-matched to the
American national distribution on age, gender, ethnicity,
and geographic region, our findings may not generalize
to other populations. Further research examining differ-
ent countries and cultures, as well as underrepresented
populations, is an important direction for future work.

Second, participants were not on their actual social
media platforms, did not share fake news articles on their
social media platforms, and knew that the correction
they received was from a fictional account. Therefore,
it is critical to test how the results of the current study
generalize to more ecologically valid settings. Further
research should examine the impact of manipulating cor-
rectivemessages via a field experiment on a social media
platform such as Twitter or Facebook.

Third, our study employs only one possible manip-
ulation of hedging, and one possible manipulation
of explanatory depth. Thus, it is plausible that other
formulations of hedging or explanatory depth may
yield differential engagement with corrective messages.
For instance, our hedged message may be overly uncer-
tain and perhaps more polite than other possible ways
to hedge (e.g., “I’m not sure” vs. “It could be the
case”). Thus, more certain and less polite hedged cor-
rections may elicit greater engagement than the hedging
manipulation we utilized. Furthermore, we definitionally
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manipulated explanatory depth by utilizing one con-
dition in which the explanation was a simple nega-
tion, and the other condition included generic details
about the source of the misinformation (i.e., “created
by a website that purposefully makes false stories”).
Given that perceptions of informativeness and unhelp-
fulness did not differ based on explanatory depth con-
dition, it may be the case that either more detailed or
more specific explanations may also lead to higher or
lower levels of engagement with the corrective mes-
sage. Future research may explore these possibilities in
greater depth.

Fourth, many of our null results were not that pre-
cisely estimated. Thus, our findings should not be inter-
preted as evidence of no difference between correc-
tion conditions. Rather, our minimal and null results
should be interpreted as a lack of evidence suggest-
ing correction style does affect correction engagement—
and, given our pre-registered prior hypotheses regard-
ing likely differences in correction outcomes based on
prior research, this lack of evidence was both surpris-
ing and complements recent research also indicating
that correction style does not substantially impact cor-
rection engagement. Nonetheless, our minimal and null
results should be interpreted with caution—we do not
claim to find evidence of no effect of correction style
on responses to misinformation, but rather present
our results suggesting that our experiment yielded an
absence of any evidence showing an effect of correc-
tion style.

5. Conclusions

In sum, we do not find evidence that hedging correc-
tions of misinformation or providing increased explana-
tory depth in corrections of misinformation had a mean-
ingful impact on engagement with corrective messages
on social media. Although we found differences in how
these messages were perceived in terms of aggressive-
ness or politeness, we did not find any substantial dif-
ference in likelihood of replying, overall acceptance of
corrective information, or overall resistance towards cor-
rective information. Our results also suggest that more
analytic individuals, andmore actively open-minded indi-
viduals, are more likely to accept corrective information,
irrespective of correction strength or explanatory depth.
Ultimately, our current study suggests that corrective
messages, regardless of precise style or wording, may
nonetheless be used as a source of positive engagement
and communication on social media in order to combat
dark participation.
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1. Introduction

Few would dispute that the web has grownmore wicked
in recent years with the rise of ‘fake news.’ Indeed, the
creation and spread ofmisinformation online for political
or financial gain presents one of the greatest challenges
to democratic society in modern history. Fake news and
misinformation are said to increase political polariza-
tion, alter voters’ perceptions of candidates and issues,
and erode trust in critical democratic institutions (Allcott
& Gentzkow, 2017; Ciampaglia, Mantzarlis, Maus, &
Menczer, 2018; Hochschild & Einstein, 2015). Moreover,
propelled largely through social media, fake news has
been shown to spread faster and further than ‘real’ news
(Lazer et al., 2018; Vosoughi, Roy, & Aral, 2018).

The danger of misinformation is that people will find
such information to be credible. Fake news is thought
to be dangerous because people are likely to believe
the false information, and because it is spread through
people’s trusted contacts via social media, it will be sim-
ilarly trusted by others. Hence, the presumed threat
of fake news is that people will erroneously believe
false information they encounter and that they will
in turn propagate misinformation to others. Yet, there
are likely many motivations for sharing information—
including fake news—within one’s social network that
might impact both its spread and people’s belief of
it. For example, people might share misinformation for
entertainment purposes, sarcastic reasons, or to illus-
trate a point counter to the message promoted in a false
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news story. Under such circumstances, the danger of
fake news may be less than feared or, perhaps, even mit-
igated or reversed.

This article interrogates common presumptions
about sharing misinformation by analyzing people’s
motives for sharing fake news stories on social media.
Drawing on literatures on news sharing, rumors, gos-
sip, and urban legends suggests that a wide range of
motivations exists for sharing misinformation, and that
variousmotivations imply both positive and negative out-
comes for democratic processes. Preliminary data from
a research program that aims to understand dis/belief
in fake news and misinformation in social media are
then presented as proof-of-concept for some of the
ideas about motives for sharing misinformation that are
advanced in this article.

2. Motivations for Sharing News Information

Research on people’s motivations to share news in
general, and specifically via social media, is extensive.
Motives for sharing news include: acting as an opinion
leader, advocating for one’s own beliefs, socializing, gain-
ing social status, sharing experiences with others, and
informing others. Although the news media decide which
stories to publish, users make judgments about the value
of what is published, which in turn affects news consump-
tion. Through such processes of ‘secondary gatekeeping,’
whereby users share news storieswith others (Shoemaker
& Vos, 2009; Singer, 2014), information consumers pro-
posewhat others should read, establishing “not onlywhat
is valuable to them as individuals but also what they
believewill be important, interesting, entertaining, or use-
ful to others” (Singer, 2014, p. 58). In this way, users filter,
evaluate, and finally share news information.

This secondary gatekeeping capability has been
enhanced by social media, where individuals are able
to actively participate in the dissemination of news to
large audiences. Indeed, users may experience a sense
of agency when sharing news on social media by feeling
that they have some control over what is posted on a
social network (Oeldorf-Hirsch & Sundar, 2015). In this
sense, the desire to act as a gatekeeper of informa-
tion or an opinion leader may be a fundamental motiva-
tion for news sharing. Indeed, research has found that
self-perceptions of opinion leadership influence users’
news sharing intention (Ma, Sian Lee, & Hoe-Lian Goh,
2014) and that political expression enhances people’s
motivations to self-present as politically active on social
media (Lane et al., 2019). Moreover, users may feel
motivated to share news that supports their own views
and contradicts dissenting beliefs since advocating for
one’s own beliefs can be a motivator of news sharing
(Dafonte-Gómez, 2018), consistent with evidence of a
relationship between news sharing and ideology spread-
ing (Lottridge & Bentley, 2018).

In addition, studies have found that social gratifica-
tions and social status are motivators of news sharing

on social media (Bright, 2016; Choi, 2016; Lee & Ma,
2012). A sense of connection with the online commu-
nity is developed through news sharing (Lee &Ma, 2012)
and sharing information with others contributes to satis-
fying the need for social interaction, which “helps peo-
ple clarify their opinions, and gives them an opportunity
to work out their personal positions relative to media
content” (Weeks & Holbert, 2013, p. 215). Additionally,
social standing can be achieved by sharing news deemed
useful to those receiving it, which can “make the per-
son passing it on appear well informed and intelligent”
(Bright, 2016, p. 346). News sharing may thus help peo-
ple gain status among peers (Bruns, 2018; Choi, 2016;
Lee & Ma, 2012), particularly if they feel that they were
informed earlier than others (Kubey & Peluso, 1990).

In some cases, sharing news may be a by-product of
people’s psychological need to share experiences with
others (Harber & Cohen, 2005; Kubey & Peluso, 1990),
consistent with the notion that people who have expe-
rienced disturbing events are emotionally compelled to
share their experiences: “An unintended but often real
consequence of their efforts to unburden themselves,
we believe, is to inform members of their social net-
works of valuable news” (Harber & Cohen, 2005, p. 383).
In this way, people may share news to relieve their own
feelings (Kubey & Peluso, 1990). This emotional compo-
nent of news sharing has been examined by researchers
who found that emotional arousal can explain transmis-
sion of news (Berger & Milkman, 2012; Dafonte-Gómez,
2018), such that news evoking high-arousal positive or
negative emotions is shared more than news evoking
low-arousal emotions.

Finally, researchers have also identified altruis-
tic motives for news sharing (Bruns, 2018; Chadwick
& Vaccari, 2019; Dafonte-Gómez, 2018; Kümpel,
Karnowski, & Keyling, 2015). For example, surveys
among U.K. social media users found that “to inform oth-
ers” and “to express my feelings” were the most impor-
tant motivations for news sharing (Chadwick & Vaccari,
2019). Users feel motivated to serve others’ information
needs and share meaningful news with their online com-
munity, to such a degree that social media users are even
prone to adapt news sharing to their audience’s interests
(Rudat, Buder, & Hesse, 2014).

3. Motivations for Sharing Misinformation

While plenty of research exists on why people share
news online, only a handful of studies have examined
people’s motivations for sharing ‘fake’ news stories (e.g.,
Chadwick & Vaccari, 2019; Chen & Sin, 2013; Chen, Sin,
Theng, & Lee, 2015; Duffy, Tandoc, & Ling, 2019; Talwar,
Dhir, Kaur, Zafar, & Alrasheedy, 2019). Moreover, most
studies assume that people do not realize the informa-
tion they share is false—in other words, that the sharing
of misinformation, including fake news, is unintentional.

The picture is more complicated with misinforma-
tion, however, because people may or may not know
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the information is false when they share it, and thus
may spread the misinformation either intentionally or
unintentionally (Lawrie, 2019). Unintentional fake news
sharing may be motivated by self-expression and social-
ization (Chen et al., 2015). For instance, Chen and Sin
(2013) found that people sharemisinformationmainly to
obtain other’s opinions, to express their own opinions,
and to interact with others. Similarly, researchers have
suggested that the motivation to build relationships can
lead people to unintentionally share fake news (Duffy
et al., 2019). In fact, the factors that drive people to share
real news, including emotional impact and relevance, are
likely to be the same factors that make fake news highly
shared as well (Duffy et al., 2019).

However, when the sharer knows the information
is false, then other motives likely come into play.
Researchers suggest that people knowingly share fake
news because it conforms to their prior views and in
order to maintain positive social relations (Duffy et al.,
2019). Intentional fake news sharing has been posi-
tively associated with social media use behaviors such
as self-disclosure, online trust, fear of missing out, and
social media fatigue (Talwar et al., 2019). More specifi-
cally, people who tend to disclose more information in
social media generally, those who receive a fake news
item from a trusted source, people who seek popularity
and a sense of belonging (i.e., fear social exclusion), and
who experience information overload are more likely to
pass fake news on to others in their social networks.

In addition, research shows that people who seek to
entertain, troll, or debate with others are more likely to
engage in intentionalmisinformation sharing, while those
who seek to persuade or informothers are less likely to do
so (Chadwick, Vaccari, & O’Loughlin, 2018). This suggests
that some people share fake news as a way to disrupt
political dialogue, while others with more civic incentives
share fake news as part of legitimate political debate:

Those motivated to debate may see sharing problem-
atic news as a cultural norm; a practice that is simply
part of ‘what it takes’ to engage politically on social
media in order to attract attention and nudge others
to take positions. (Chadwick et al., 2018, p. 4269)

Among participants in the study, 8.9% admitted to shar-
ing news that they thought was made up when they
shared it and 17.1% deliberately shared news that was
exaggerated. Another study showed that 17.3% of British
news sharers on social media knowingly shared news
that they thought was made up (Chadwick & Vaccari,
2019). Similarly, a Pew Research Center survey found
14% of U.S. adults said they had shared a news story they
knewwas fake (Barthel,Mitchell, & Holcomb, 2016). And
sharing fake news may be underreported due to social
desirability biases that likely suppress self-reported data
on misinformation sharing.

Finally, fake news sharing has some similarities to
rumor, gossip, and urban legends. Research by Guerin

and Miyazaki (2006), for instance, suggests “the primary
function of telling rumors, gossip, and urban legends is
not to impart information to the listener or alleviate lis-
tener anxiety about the topic, but to entertain or keep
the listener’s attention, thereby enhancing social rela-
tionships” (p. 23). Others have argued that both rumor
sharing and fake news sharing fulfill three motivations:
“To cope with uncertainty, build relationships, and for
self-enhancement” (Duffy et al., 2019, p. 3). In this fash-
ion, people engage in rumor as a way to collectively
reduce uncertainty, enhance interpersonal relationships,
and feel positive about themselves (Bordia & DiFonzo,
2005), as may be the case with sharing news misinfor-
mation as well.

4. Broadening the Range of Motivations for Sharing
Misinformation

There is still much to be learned about why people share
misinformation. Theoretical explanations are nascent,
and only a few empirical studies have been conducted
to date (Talwar et al., 2019). There is certainly a host
of reasons in addition to those discussed above why
people share fake news and misinformation. For exam-
ple, intentionally sharingmisinformationmay be done to
engage in ‘collective fact-checking,’ which likely derives
from the more general motivation for uncertainty reduc-
tion in information sharing as mentioned earlier. Fake
news stories can be sensationalistic and often contain
other elements such as extreme partisan information
that could arouse suspicion about their veracity (Mourão
& Robertson, 2019). Consequently, recipients of such
stories may share the suspected misinformation with
their friends and followers on social media in an effort
to crowdsource its truthfulness, and thus reduce uncer-
tainty as to the information’s credibility.

Another potential consequence of the sensational-
ism of many fake news stories is that their absurdity
can provide fodder for ridicule. Sarcasm or mockery of
such stories may therefore be another reason to share
news that one knows is false. This reason could be con-
ceived as a specialized subset of sharing for socializing
and entertainment purposes. In such cases, the misinfor-
mation is shared for the purpose of highlighting its falsity
to others. This is different type of social entertainment
motive than passing a story to a friend you think would
find it interesting or spreading a titillating rumor for its
shock value, which have been discussed previously in the
news sharing literature (Lee&Ma; 2012; see also Kümpel
et al., 2015).

A motivation that ultimately shares the same pur-
pose as sarcasm is sharing misinformation for edu-
cational purposes. Although ‘informing others’ is a
well-known reason for sharing news information (e.g.,
Chadwick & Vaccari, 2019), our concept of education
differs from prior notions of imparting information to
others because it is not about informing recipients of
the content of the story, but rather about informing
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them about the credibility of the story itself. Such shar-
ing thus functions to debunk misinformation, and serves
as a warning to others not to believe the information.
Alerting recipients to potential misinformationmay stem
from simple altruistic motives, or may be self-serving if it
is done to demonstrate one’s moral or intellectual supe-
riority. If the latter, it may be a new variant of the ‘status
seeking’ category of news sharingmotives, as it casts the
sharer as a well-informed opinion leader.

Thus, while social media users share fake news that
they do not know or suspect to be false for the same
reasons that they share any other type of news, there
exist motivations that are unique to sharing misinforma-
tion that one knows to be false. An important issue that
has not been explored is that a person’s motivation for
sharing information is likely to have a strong impact on
the credibility beliefs of the recipient. If a sharer appears
to believe the information they share, the recipient may
also. Yet, if a sharer appears not to believe the informa-
tion (for instance, if the information is shared for sarcas-
tic or educational purposes), the recipientmay not either.
But how can the recipient know what a sharer believes?

Although another person’s psychological motivation
for sharing a piece of information and his or her credi-
bility evaluation might be difficult for recipients to dis-
cern in many cases, the communication surrounding the
shared information can offer useful clues. For example,
a prominent fake news story shared on social media in
2016 said “Pope Francis Shocks World, Endorses Donald
Trump for President.” On social media, this post could be
accompanied by various captions or comments that may
signal different degrees of belief in the misinformation.
For example, if the sharerwere towrite: “See, this proves
I was right all along, I knew he would support Trump!”
or even “Oh no, this is awful!” this might signal that the
sharer finds the information to be credible. On the other
hand, if the commentary instead read: “Oh yeah right,
sure he did,” or “Get a load of this, it’s the funniest thing
I’ve seen in a long time!” or “What kind of dope would
believe this bull****???” it would indicate skepticism or
disbelief on the part of the sharer (Figure 1).

Recent research supports the assertion that recipi-
ents of information notice cues regarding credibility from

sharers. A study by Colliander (2019) found that expo-
sure to others’ comments that were critical versus sup-
portive of a fake news story resulted in less favorable
attitudes toward the news article, prompted participants
to write more negative comments themselves about the
article, and lowered their intentions to share the arti-
cle in their social networks. Colliander concluded that
“social media users seem to use the comments of other
people as a guide for how to respond to disinformation
online” (p. 208) based on human psychological tenden-
cies toward conformity and a desire to maintain a pos-
itive self-concept. Winter, Bruckner, and Krämer (2015)
observed similar social influence effects of negatively—
versus positively-valenced mainstream news comments.

The foregoing discussion raises the possibility that
the danger to democracy and to society due to misin-
formation and fake news circulating in social media may
be mitigated at least partially to the extent that people
spread fake news stories as a tool to engage with others
in deliberative communication about its truthfulness or
to signal its falsity. As U.S. Supreme Court Justice Louis
Brandeis famously wrote, the remedy to ‘bad’ speech is
not censorship, it is more speech, because through dis-
cussion and debate false information will be revealed as
false. Sharing misinformation for purposes such as col-
lective fact-checking, sarcasm, or education calls out the
information as false, and thus may be good for delib-
erative democracy. In this way, and borrowing a term
from van Heekeren (2020), social media commentary
surrounding misinformation may function as a ‘curative’
to the problem of fake news, particularly over time as
people reap the benefits of the collective sharing and
debunking of misinformation.

To illustrate this potential, a preliminary study is next
described in which the content of the communication
surrounding misinformation is analyzed to gain insight
into the range of reasons that people propagate such
information, and how it may over time alter information
interpretation. More specifically this research analyzed
social media users’ commentary on known fake news sto-
ries as a means to better understand public perceptions
of dis/belief in, and credibility assessments of, misinfor-
mation shared online.

Figure 1. Example of a fake news post with examples of hypothetical commentary that signal a range of beliefs by the
sharer. Source: “Pope Francis shocks world” (2016).
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5. Preliminary Study of Dis/Belief in Misinformation
Shared in Social Media

This study aimed to quantify the prevalence of dis/belief
in misinformation at scale using a machine learning
approach. The research was conducted in four steps.
Step 1 involved identifying social media posts that con-
tain misinformation and collecting user comments in
response to those posts to analyze. Step 2 required read-
ing the comments to determine if they reflect the com-
menter’s belief or disbelief in the misinformation. Each
comment was manually labeled by independent coders,
and these data were used in Step 3 to examine language
differences in comments expressing belief and disbelief,
and to test if such differences could be used to build a
classifier to identify dis/belief with reasonable accuracy.
Finally, the classifier was leveraged in Step 4 to measure
dis/belief at scale to answer the following RQs:

RQ1: To what extent does the public believe misinfor-
mation shared via social media?

If misinformation is not believed to a large extent, that
would discount much of its presumed danger to society.
And if evidence of disbelief is found in comments shared
by users, there is potential for those comments to influ-
ence others’ beliefs in a cascading manner:

RQ2: Is there is a time effect for expressed disbelief
in misinformation, where the public gradually realizes
the truth after a false claim is made, and therefore
belief in false claims decreases over time?

This question is raised in light of possibilities of crowd-
sourcing for misinformation detection, including via
formal reporting mechanisms (i.e., letting users flag
fake news; see Tschiatschek, Singla, Gomez Rodriguez,
Merchant, & Krause, 2018) or by the social influence
processes proposed herein, whereby recipients are influ-
enced by sharers’ critical comments on fake news stories.
While the technical details of the research are presented
in full elsewhere (citation blinded for review), the meth-
ods employed and research results at each step are sum-
marized in the next section.

5.1. Step 1

A sample of social media posts containing at least
some misinformation was collected from a census of
PolitiFact’s fact-checked articles between January 1 to
June 1, 2019. Posts were manually identified as contain-
ing misinformation that originated from Twitter, which
was used because its API allowed the collection of user
comments written in response to posts containing mis-
information at the time of data collection, unlike other
social media platforms. Next, comments (i.e., tweets)
in response to the posts were collected. Using the fact-
checked posts as seeds, a 1% sample of the tweet stream

was queried to capture all comments to the seed posts.
To reduce noise, only posts that had > 50 comments
were retained, which resulted in 6,809 comments to ana-
lyze in Step 2.

5.2. Step 2

Once the commentswritten in response to posts contain-
ing misinformation were collected, they were manually
annotated with belief and disbelief labels. Two indepen-
dent, trained coders read each comment and provided a
binary label: either disbelief (i.e., the person who wrote
the comment does not appear to believe themisinforma-
tion) or belief (i.e., the person who wrote the comment
does appear to believe the misinformation). These two
labels are mutually exclusive but not necessarily com-
plementary, that is, although a tweet is not expected to
show both belief and disbelief, it can show neither.

The inter-annotator percent agreement (i.e., the
number of agreed labels over the total count) was
used to evaluate intercoder reliability. 66.7% of the
coder pairs were above 80% agreement, 88.9% were
above 70% agreement, and only two were below 60%
agreement, suggesting an acceptable level of agreement
among annotators, especially for a relatively subjective
task. To obtain a final label for each comment, a third
independent coder read through all cases where the
two original coders disagreed and provided a final tie-
breaking judgement. Out of 6,809 tweets, 2,399 (35.2%)
were labeled as expressing disbelief, 1,282 (18.8%) were
labeled as expressing belief, 3,128 (45.9%) were labeled
as neither, and none (0%) were labeled as both.

5.3. Step 3

Using the labeled dataset, a lexicon-based exploratory
analysis of the language used across the comments
expressing belief and disbelief was conducted. Two lex-
icons were employed: (a) LIWC (Tausczik & Pennebaker,
2010), the most widely-used lexicon for understanding
psychometric properties of language, and (b) ComLex
(Jiang & Wilson, 2018), a more contextual lexicon built
from social media comments to misinformation, con-
taining additional domain-specific categories, e.g., ‘fake,’
‘fact,’ ‘hate speech.’ This technique provided a frequency
for each category in the lexicon, which allowed a com-
parison of the distributions of language frequencies
between comments expressing belief, disbelief, and nei-
ther by performing t-tests with Bonferroni corrections.

Results showed that comments expressing disbelief
contained significantly more falsehood awareness lan-
guage, including referrals to falsehood such as ‘lie, pro-
paganda’ and ‘fake, false’; referrals to the truth ‘fact,
research’; and negative character portraits such as ‘liar,
crook’ and ‘stupid, dumb.’ Comments expressing disbe-
lief also contained more negative emotions and nega-
tion (e.g., ‘no, not’) and less positive emotions and
discrepancy words (e.g., ‘should, would’). By contrast,
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comments expressing belief contained fewer falsehood
awareness signals (e.g., ‘fake, false’) and negative char-
acter portrait (‘stupid, dumb’). Comments expressing
belief also contained more exclamation (e.g., exclama-
tion marks, ‘!, yay’); discrepancy words; and fewer neg-
ative reactions such as swearing (e.g., ‘damn, fuck’) and
anger (e.g., ‘hate, kill’). All t-tests were significant at least
p < .01.

Next, natural language processing models were
applied to build a classifier to automatically identify and
label comments that express dis/belief in misinforma-
tion. Different types of classifiers were experimented
with and the neural transfer-learning based classifier
RoBERTa was found to be the best in terms of accuracy
of classification, as determined by F1 scores (binary F1
scores were around 0.86 for disbelief and 0.80 for belief).

5.4. Step 4

The final step was to use the classifier on a larger
dataset to label dis/belief expressed in responses to mis-
information at scale. The dataset, collected previously
by Jiang and Wilson (2018), contained 1,672,687 com-
ments collected from Facebook, 113,687 from Twitter,
and 828,000 from YouTube written in response to 5,303
fact-checked claims. These claims are drawn from the
entire archive of Snopes and PolitiFact’s articles between
their founding and January 9, 2018. The dataset was fed
to the RoBERTa-based classifier from Step 3 to answer
the research questions.

RQ1 asked about the prevalence of dis/belief inmisin-
formation. To analyze this, all of the original claims were
parsed into three mis/information types: (a) true, if the
claimswere rated as ‘true’ by Snopes or PolitiFact—these
claims contain nomisinformation; (b)mixed, if the claims
were rated as ‘mostly true,’ ‘half true,’ or ‘mixed’—these
claims contain somemisinformation but also some truth;
and (c) false, if the claims were rated as ‘mostly false,’
‘false,’ or ‘pants on fire!’—these claims contain mostly
falsehood. Comments in the dataset that were posted
after its corresponding factcheck article was published
were then filtered out. Finally, the remaining comments
were grouped by the mis/information type, and their
dis/belief labels were averaged.

Results showed that as the veracity of claims
decreased, disbelief increased while belief decreased
(Figure 2). Specifically, 12%, 14%, and 15% of comments
expressed disbelief in response to true, mixed, and false
claims, respectively; whereas 26%, 21%, and 20% of com-
ments expressed belief in response to true, mixed, and
false claims, respectively.

Notably, the majority of comments indicated no sure
indication of belief or disbelief and therefore yield no
information regarding people’s reactions to the claims
spread via social media. Among comments indicating
dis/belief, however, several implications emerge. First,
an overall skepticism is evident from the data: not only
do many people not believe fake information, but many
people similarly disbelieve (12%) true information (and
only 26% report believing true information). Thus, peo-
ple appear generally distrustful of claims shared via
social media in this study, suggesting a certain level of
cautiousness that might guard against the deleterious
effects of misinformation, consistent with the underly-
ing rationale that not all misinformation is uniformly
harmful. One potential explanation is that the parti-
san environment drives people to suspect any claims
from the opposite ideological group regardless of verac-
ity (Hochschild & Einstein, 2015). Another, though less
likely, explanation is that people tend to be skeptical of
all claims in social media, even when the claim is consis-
tent with existing facts. Both explanations warrant fur-
ther investigation.

Second, there is some indication that a portion of
people commenting on misinformation are doing so to
express their own disbelief in the content. This again sup-
ports the perspective that not all misinformation sharing
implies tacit endorsement of the claims made therein,
and provides evidence that at least some users are lever-
aging the power of social media in a fashion that can
serve as a partial corrective to misinformation. If users
are indicating that they do not believe the misinforma-
tion they see in social media, it suggests alternative, and
perhaps useful, responses regarding content that is in
turn shared with others.

That said, the difference in the prevalence of
dis/belief across the mis/information types is small
(e.g., 3% more people disbelieve versus believe false
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Figure 2. Prevalence of dis/belief for true, mixed, and false claims on social media. Notes: For disbelief (left graph), as the
veracity of the claims decreases, the prevalence of expressed disbelief increases. For belief (right graph), as the veracity of
the claims decreases, the prevalence of expressed belief also decreases.

Media and Communication, 2021, Volume 9, Issue 1, Pages 134–143 139

https://www.cogitatiopress.com


statements). Yet, at scale, even small differences repre-
sent a substantial volume of occurrences where people
are more likely to disbelieve versus believe false claims.
Moreover, taken alone, the fact that in this study 15% of
users report not believing misinformation is notable.

The final analysis sought to answer RQ2, which
asked whether belief in false claims decreases over time.
The data revealed a very small-time effect, where disbe-
lief increases 0.001% and belief decreases 0.002% per
day after the initial false claim appeared. Notably, at
scale this small-time effect would yield a large number
of changes in dis/belief. This effect could be a result of
seeing prior comments that are critical of the claim (i.e.,
a sharer’s expressed disbelief in the misinformation),
but further studies that move beyond machine learning
techniques are needed to determine if this explanation
is correct.

For example, social scientific methodologies such
as surveys would be useful to elicit the variety of rea-
sons why people share misinformation that they know
to be false in social media, how often they accompany
it with commentary signaling its veracity, and also the
extent that social media users report receiving such
information from their network contacts. Experiments
similar to Colliander (2019) could shed light on the
power of negative comments to alter recipients’ credibil-
ity beliefs, especially if conducted unobtrusively where
actual behavioral data (e.g., misinformation sharing)
could be observed.

In sum, the results of our preliminary study show
evidence that when people share misinformation via
social media, they do not always take it at face value.
For example, over a third of the comments analyzed
in Step 2 reflected disbelief in tweets containing mis-
information, and the wider analysis in Step 4 revealed
that about one in six people disbelieved false informa-
tion they encountered in various social media platforms.
Moreover, our analyses found that belief in false claims
decreases slightly over time, which might at least partly
be a result of exposure to social comments critical of
the misinformation, although future research will need
to confirm this potential explanation. These data should
prompt scholars to expand their thinking on why peo-
ple share misinformation beyond unintentional sharing
of (believed) misinformation, to suggest a healthy pro-
cess of intentional social debunking of fake news that is
rarely examined in the literature.

6. Conclusion

Although the creation and spread of misinformation
online represent a serious challenge to democratic soci-
ety, the nature and extent of the problemmight to some
degree be overstated. If, as our preliminary evidence
suggests, misinformation on social media is often dis-
believed, and to the extent that those sharing it are
doing so for reasons that expose and help to stem the
spread of misinformation, then shared misinformation

is in fact not universally harmful and its propagation is
not always and necessarily detrimental. By examining
research on motivations for sharing news information
generally, and misinformation specifically, we derive a
range ofmotivations—including entertainment, sarcasm,
and education—that broaden our understanding of the
sharing of misinformation to include factors that may
help to mitigate its danger.

Yet, because research to date has almost exclusively
characterized information sharers as passive diffusers of
misinformation, and information consumers as univer-
sally receptive to it, little is known about the prevalence
and dynamics of information consumers’ potentially
defensive or constructive reactions to misinformation.
To address this deficiency research must consider a host
of factors that consider the sharing and consumption
of misinformation as a more active, critical, and strate-
gic process. For instance, future research is required to
establish baseline data on the wide range of motivations
invoked by those sharing misinformation, the extent to
which they are aware of its in/accuracy, and the degree
of intentionality in its sharing with others.

Relatedly, research must assess the extent to which
misinformation that is shared with the intention of
debunking it is in fact interpreted appropriately, and
the degree to which social, psychological, and contex-
tual factors affect such outcomes. Moreover, the com-
plex network dynamics of social media information shar-
ing (e.g., which network nodes are most influential, in
what domains), coupled with the relational attributes
that guide the mis/interpretation of shared misinforma-
tion (e.g., the relations among information sources and
recipients), need to be examined to understand social
influence processes in this context. Finally, paralinguis-
tic cues (e.g., emojis, likes, etc.) should be examined as
markers of endorsement, signals of alternative motiva-
tions (e.g., sarcasm), and cues demonstrating the extent
of shared group identity, all of whichmay be interrelated
in complex ways to affect misinformation belief.

In sum, insights into the wide range of motivations
for sharing misinformation via social media suggest that
the spread of misinformation should be viewed as a
dynamic process among active users driven by a wide
range of factors. Viewed this way, the negative aspects
of misinformation may to some degree be mitigated and
can only be fully understood as future research incorpo-
rates a more inclusive understanding of the various moti-
vations and strategies for sharingmisinformation socially
in large-scale online networks.
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1. Introduction

Taiwan is one of the freest regions in Asia from a socio-
political standpoint, and yet it receives some of the high-
est concentrations of online disinformation, due to its
geo-political history with China (Monaco, 2017). With
waning trust in the traditional media over the course
of recent years (Hu, 2017), Taiwan has turned to grass-
roots cyber-interventions, spearheaded by its commu-
nity of civic ‘hacktivists’ (Fan et al., 2019; Rowen, 2015).
The recent 2020 Taiwanese Presidential Election has thus
presented a fierce battleground that re-examines demo-
cratic values.

Citizen participation in support of and detrimen-
tal to democratic ideals is not a new phenomenon.
In Dark Participation, Quandt contrasted the utopian
vision and dark realities of citizen news making (Quandt,
2018). Benight participation involves citizen-journalists
who selflessly take part in democratic deliberation. Dark
participation, in contrast, describes negative contribu-
tions to news production. This includes “trolling,” piggy-
backing off untruths, and the dissemination of disinfor-
mation. Recent studies have linked this with the grow-
ing populism in the West, a political trend also observed
in Taiwan. Han Kuo-Yu, the presidential candidate run-
ning against the incumbent President Tsai, is frequently
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compared to US President Trump in both his rise as a
businessman-turned-politician and his use of politicized
rhetoric (Cole, 2019).

Two years after dark participation has been first char-
acterized, the political media ecosystem has evolved.
The case of Taiwan encapsulates two gray areas in
this light–dark dichotomy. First, both the diffusion
and defense against misinformation are citizen-driven.
Disinformation has been well-documented to arises
from nationalized citizens from China (Yang, Chen, Shih,
Bardzell, & Bardzell, 2017), instead of government-
sponsored campaigns. Rather than light and dark partici-
pation as characterized by Quandt, the elections charac-
terize the clash of divergent political ideologies rooted in
seven decades of history.

Second, the use of digital tools to fight disinforma-
tion is a double-edged sword. The Anti-infiltration Act,
passed two weeks prior to the elections, caused signifi-
cant controversy, with its critics worrying it was too par-
tisan. The former head of the National Communication
Commission, who allegedly resigned over disagreements
for this act, stated that although “disinformation is the
enemy of an open and democratic society…they [might]
lose that open society by fighting against it” (Aspinwall,
2020a). The use of technology to promote certain polit-
ical discourses against foreign interference may appear
positive, while simultaneously diminishing the vibrancy
of domestic discourse.

1.1. Research Questions and Contributions

This article presents the case study of the 2020
Taiwanese Presidential Election, told through the lens
of three widely adopted platforms: Line, Twitter, and
Taiwan’s Professional Technology Temple (PTT, Taiwan’s
equivalent of Reddit). Each platform reveals a unique
dimension to the election’s discourse. We draw primar-
ily from two theoretical framings. First, we postulate
the influx of disinformation as a threat to three demo-
cratic normative goods: self-determination, account-
able representation, and public deliberation (Tenove,
2020). Second, we consider the modal actors of media
regulation, specifically from political parties to grass-
roots volunteers.

As wewill see in Section 2, disinformation has always
played a part in Taiwanese elections. A walk through
history shows interference techniques morphing from
direct displays of military power to subtle digital manipu-
lation efforts. However, pinpointing the sources of mis-
information is a difficult task, which depends on each
platform’s accessibility. Instead, we focus on understand-
ing the discourse topics, the users involved, and how
they engage in discussion over these democratic, norma-
tive goods. Our research questions and hypotheses are
as follows:

RQ1: How do discourse, user behavior, and political
intent vary across and within platforms?

• H1a: Twitter will contain higher levels of for-
eign users, consistent with known percentages
of platform usage.

RQ2: On Twitter, do we observe instances of geopolit-
ical divisions and transnational solidarity?

• H2a: High levels of transnational support exist
between Taiwan and Hong Kong.

• H2b: Therewill be higher levels of bot-like behav-
ior from mainland Chinese users.

RQ3: Which democratic normative goods appear vul-
nerable to misinformation?

• H3: Posts about Tsai, and hence engagement
with issues of accountable representation, will
produce high levels of disagreement from
Chinese users and rural areas.

RQ4: What is the role of the traditional media in
spreading disinformation?

• H4: A sizable proportion of news articleswill con-
tainmisinformation, consistent with the distrust
in the traditional media.

By answering these questions, we aim to contribute crit-
ical literature about the next phase of the light and
dark debate, specifically how citizens respond collec-
tively to address dark participation. Like other Asian
countries, Taiwan’s social media ecosystem is domi-
nated by chatroom-based communication, a distinction
from the West. As misinformation spreads behind these
closeddoors, the power of government policies is limited.
Disinformation regulation in these cases becomes less a
matter of policy, and more a community norm, in line
with recently proposed theoretical frameworks (Starbird,
Arif, & Wilson, 2019). Taiwan’s case study enables us
to understand communal commitments to maintain the
quality of public deliberation.

2. Background

2.1. The 2020 Taiwanese Elections: The Political
Backdrop

In 1949, the conflict between Taiwan and China began.
Facing defeat by the communist party, General Chiang
Kai-Shek retreated to the island, and Taiwan has been
a “de facto independent nation” (Monaco, 2017) ever
since. Over the last four decades, a significant divide
between the two countries has developed, in language,
culture, and governance. According to the Freedom
House in 2019, only Japan has a higher score for politi-
cal freedom than Taiwan in Asia (Freedom House, 2019).
Politically, two dominant parties have emerged:
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• Democratic Progressive Party (DPP): The DPP is
the nationalist and more liberal-leaning party
in Taiwan. They are traditionally seen as more
independence-leaning or holding a stronger sense
of Taiwanese national identity.

• Kuo Ming Tang (KMT): The KMT is also a national-
ist and liberal political party in Taiwan. They ruled
the Republic of China between 1928 to 2000, after
retreating to Taiwan in 1949. They traditionally
advocate for closer economic ties with China.

These two parties provided the primary candidates dur-
ing prior elections, and the 2020 electionswere no excep-
tion. President Tsai Ing-wen from the DPP sought to
defend her presidency, whereas Han Kuo-Yu was the
opposing candidate nominated by the KMT. Tsai was, for
the most part, an institutional candidate. She has law
degrees from both Cornell and the London School of
Economics and began her political career in independent
governmental positions; she served as a trade negotia-
tor for the WTO on behalf of President Lee Teng-hui.
She joined the DPP in 2004 and was elected into leader-
ship in 2008 as the first woman chairing a political party.
She was defeated by Ma Ying-jeou in her first presiden-
tial run of 2012 and, in her second bid in 2016, she won
by a landslide (Hsiao, 2016).

A year prior to the election Tsai was projected to
lose to Han, due to a few factors. First, wage stag-
nation, public pension reform, and same-sex marriage
led to general discontent toward her presidency. As a
result, she suffered an astounding defeat during the 2018
local elections. However, the Hong Kong Anti-extradition
Bill Protests triggered a change in sentiment across the
island. After Chairman Xi Jinping gave a hardliner speech
regarding the one-China policy, polls showed dramatic
improvement to Tsai’s campaign (Hsiao, 2019).

Han was different from previous candidates due to
his unconventional background and rapid rise in polit-
ical power. Starting a political career from unknown
origins, he became the mayor of the third-largest city
in Taiwan, Kaohsiung. No one expected him to win.
Kaohsiung has been the DPP stronghold for more than
20 years, and the KMT chairman Wu Den-yih sent Han
to contest Kaohsiung with no expectations of victory
(Jansen, 2019). Yet, he won in a landslide, owing to a
surge of popular support themedia called the ‘Hanwave.’
His slogan was simple—Get Rich! His iconic hairless head
earned him the nickname ‘the Bald Guy.’ Within six
months of his election, he declared his run for presidency
(Reichenbach, 2020).

Importantly, the Han Wave bears many similarities
to US President Trump’s Make America Great Again
movement (Cole, 2019). As the Han Wave swept across
the island, he accrued a large group of dedicated
‘Han fans’ estimated at 1,2 million. He appealed to
rural voters, employed economy-focused brash rhetoric,
and most critically, he entertained. Similar to the way
the media latched onto President Trump’s tweets, Han

appeared frequently on social media, the news, and in
discourse led by supporters from China. It was against
this backdrop—a dark horse candidate who had flipped
the DPP’smost supported city—that the 2020 Taiwanese
Election was held.

2.2. Taiwan’s History of Foreign Interference

Foreign interference from China is intimately tied with
Taiwan’s elections, first taking form as military exer-
cises. Before Taiwan’s first presidential election in 1996,
the People’s Liberation Army fired missiles in the water
around the island, in a show of intimidation. In the
form of information warfare, radio stations and large
speakers project sound across the strait to influence
the elections.

In recent years, interference from China has taken a
different form. Chinese trolling has often been described
as decentralized, arising from netizens (Internet citizens).
Diba, a sizable group of Chinese nationalists is known
to overcome China’s Great Firewall to troll Taiwanese
political leadership (Yang et al., 2017). Interestingly, Diba
violates the People’s Republic of China’s legal norms for
spreading pro-People’s Republic of China messages on
the Internet, in amanner ironically similar tomovements
on self-determination.

To contextualize what misinformation looks like in
Taiwan, we present two recent cases. The first was after
Typhoon Jebi hit Japan and knocked out Osaka’s Kansai
International Airport, a report from PTT said China had
evacuated Chinese nationals from the airport. The report
then said that if Taiwan citizens identified themselves as
Chinese they would also be evacuated. Taiwan’s Foreign
Ministry Representative Su Chii-cheng, following waves
of criticism that he failed to protect Taiwanese citizens
during this natural disaster, committed suicide. After
his death, it was revealed that the Chinese Communist
Party (CCP) was also unable to evacuate Chinese citi-
zens, and the original message, shared repeatedly online
and amplified by legacy media outlets, was fabricated.
The message was eventually traced back to Weibo
(China’s main microblogging site). The second case was
during the 2018 mid-term elections, a widespread ghost
island meme spread across social media, stoking fear of
opportunity loss, economic stagnation, and government
corruption. The term first arose on PTT, now used as self-
deprecating criticism about Taiwan, but was successfully
used by Chinese users to agitate feelings of emptiness
and pessimism toward Taiwan’s economic future.

While the source of false news may arise from main-
land China, its amplification is often a direct result of
Taiwan’s traditional media. In these cases, although the
CCP helped stoke fears by supporting these stories, the
primary spread arose from sensational-oriented journal-
ism practices in Taiwan itself.

Prior theories on the organization of disinforma-
tion campaigns show the modal actors of authori-
tarian regimes are the central governments, whereas
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in democracies this is taken up by political parties
(Bradshaw & Howard, 2018). Monaco (2017) delineates
propaganda in Taiwan in two primary forms: 1) Internal
campaigns—domestic political propaganda on social
issues, usually between these two parties, where the
modal actors are the political parties; 2) cross-strait
campaigns—propaganda that originates from the main-
land to promote unification discourse, where the modal
actors are the central government (CCP).

As modal actors of regulation are also political par-
ties, attempts to stymie disinformation may become
internal campaigns of propaganda. In other words, the
modal actor for defending against foreign disinformation
may become the perpetrator domestically. Additionally,
the case of Diba contradicts this framework, as it is not
centralized and organized, but decentralized and spon-
taneous. To understand this gray area in greater depth,
we reviewTaiwan’s regulation ofmedia platforms against
misinformation.

2.3. The 2020 Elections: Working Together with Social
Media Companies

On December 31, 2019, a highly controversial Anti-
Infiltration Act was passed in the Legislative Yuan.
The law regulated the influence of entities deemed
foreign hostile forces in Taiwan (Aspinwall, 2020b).
Containing 12 articles, it barred people from accepting
money or acting on foreign instruction. Penalties were
severe: violations include fines up to $10 million NTD
($333,167 USD) and five years in prison.

The passage of the law came with criticism. The KMT
criticizing the incumbent DPP party for forcing it through
legislation. As mentioned prior, the former director of
the National Communications Commission believed it
to negatively impact domestic free speech. However,
although the nature and substance of misinformation
were debated, both parties agreed foreign interference
should be regulated on social media.

Information travels fast as Taiwan is one of the
most technologically integrated countries, with an 86%
Internet penetration rate and 78.8% smartphone pene-
tration rate (Thomala, 2020). Moreover, around 60% of
Taiwanese use social media to source news, particularly
for civic and political engagement (Chen, Chan, & Lee,
2016). Table 1 shows the overall usage rates for platforms
in Taiwan.

Leading up to the elections, Facebook and Line
came under scrutiny for the different ways they func-
tion. Facebook is a more open, profile-based social net-
work. Line is a chatroomservice, thereforemore ‘private.’
Dr. Puma Shen, a keymember of themisinformation task-

force, categorized misinformation acting in three modal-
ities (Hioe, 2020a):

1. Online and digital: On public social media plat-
forms like Facebook.

2. Offline and digital: Apps such as Line disseminating
messages directly from user to user.

3. Offline and physical: Local gangs, temples, and
village leaders have for a long time taken illicit
payments. As an example, many sources of pay-
ment were through off-shore, Chinese–Malaysian
companies.

The importance of Facebook became apparent in the
2014 elections for the Taipei mayor. Ko Wen-ze, a physi-
cian with slight Asperger’s, became the first alternative
candidate to become elected mayor. As a believer in
quantitative analytics, his campaign was driven by an in-
depth analysis of 11–14 million Facebook profiles, in a
country of 23million. In response, Facebook set up a ‘war
room’ to help regulate content (Huang, 2019).

Due to this distrust in the traditional media, Taiwan
has turned to third-party, cyber-solutions to help decide
what sources of news are credible. Since chatrooms in
Line are not available to the public moderation, misin-
formation flourishes. The Cofacts chatbot was created
to counter chatroom-based misinformation (Han, 2018).
Developed by g0v (gov-zero), a grassroots civic hacker
group in Taiwan, users who receive questionable mes-
sages forward them to the Cofacts chatbot. The mes-
sage is then added to a database, fact-checked by editors,
before returned to the user. Future incidents of the same
article are then automatically replied.

Taiwan is not unique in its attempts to fact-check,
since Brexit and the 2016 US Presidential Election
revealed the impact of misinformation. Ahead of the
polls in July 2018, 90 media outlets in Mexico banded
together to fact-check election misinformation, in col-
laborative, journalistic fact-checking (Terceros, 2018).
Singapore has a state-run fact-checker called Factually,
and Indonesia holds weekly misinformation briefings.
However, the entirely citizen-driven approach is unique
to Taiwan, though it exists along-side of governmen-
tal solutions and official resources. This crowd-sourced
approach addresses centralized shortcomings and is con-
sistent with advantages shown by Pennycook and Rand,
particularly in regards to source credibility (Epstein,
Pennycook, & Rand, 2020), quality (Pennycook & Rand,
2019), and publisher credibility (Dias, Pennycook, &
Rand, 2020).

While Line and Facebook are conduits, PTT has
emerged as an important source in Chinese misinforma-

Table 1. Social media platform usage in Taiwan.

Media Platform Facebook Line Messenger WeChat Twitter

Usage Rate 89% 84% 55% 33% 27%
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tion campaigns. Many PTT accounts are auctioned off
Shopee, an auction website used frequently in Taiwan
and Southeast Asia. They have also appeared on Taobao,
China’s auction site, with the most influential accounts
being reportedly sold for $6,500 USD. As with the case
of the Jibe typhoon, many journalists use PPT to source
information, which causes false claims to be repeated via
the traditional media.

2.4. How Disinformation Harms Democracy: Normative
Goods Threatened by Disinformation

Here, we distinguish between misinformation and dis-
information. The primary distinction is postulated upon
intent. Misinformation denotes false information that
is shared, regardless of an intent to mislead (Karlova
& Fisher, 2013). It is generally accepted as a fallible
aspect of human nature, in our propensity to misre-
member, mishear, and share sensational information.
Disinformation denotes false information disseminated
as a hostile act or political subversion. It is the intentional
diffusion of misinformation.

When considering disinformation, there are vague
assertions to how its spread is detrimental to demo-
cratic societies. It is valuable to discuss the specific loci
it damages. Tenove typologies three democratic norma-
tive goods threatened by disinformation that require dif-
ferent policy responses (Tenove, 2020).

Self-determination refers to the ability of a demo-
cratic population to enact collective rules to govern
themselves. Thus, they are primarily addressed through
security policies at the international and domestic lev-
els. This is perhaps most salient to Taiwan’s gover-
nance. However, many contemporary democratic the-
orists maintain foreign influence is beneficial to self-
determination. In a globalized world, the actions of one
state influence another. Thus, policies of disinformation
regulation draw the limit for which foreign actors can
influence domestic policy.

Self-determination and Taiwan’s sovereignty lie at
the center of every election, with this time often emerg-
ing through Hong Kong. Solidarity between Taiwan and
Hong Kong is not new, andmodern support can be traced
to the Sunflowermovement in 2014. The slogan “Today’s
Hong Kong, Tomorrow Taiwan” emerged then, which
showed Hong Kong as a constant measure of what hap-
pens if Taiwan loses its democratic freedom. This projec-
tion goes both ways: Hong Kong often frames Taiwan as
a political utopia and is posed as a “lost historical pos-
sibility” (Hioe, 2020b). As we will see, the Hong Kong
protests play a decisive role in shaping the discourse dur-
ing the elections.

Accountable representation refers directly to the pro-
cedures of elections. In these cases, disinformation chal-
lenges citizen trust in elected representatives (European
Commission, 2018). Classic examples include false claims
as to where and when voting occurs, as demonstrated in
the 2016 US Presidential election (DiResta et al., 2019).

Another example includes false stories targeting specific
candidates. In the 2020 Taiwanese Presidential election,
twomajor stories emerged to discredit Tsai. According to
these sources of false news Tsai faked her college degree
and was a secret homosexual who wanted to corrupt
Taiwanese children. The second false story stated that
Tsai wanted to sell the country out to Japan and the US.

Public deliberation addresses the quality of public
discourse. Rather than addressing actors themselves, as
national security and election policies do, public dis-
course is protected via media regulation. According to
theories of deliberative democracies, critical to well-
informed public decision making requires communica-
tive exchanges among citizens (Habermas, 1996). Here,
disinformation threatens to undermine deliberative sys-
tems by increasing the quantity of false claims, dimin-
ishing engagement and opportunities to engage in pub-
lic discussions.

The measures of our analysis are materializing:
We wish to understand how these three normative
goods emerge during the 2020 Taiwanese Elections.
The same piece of misinformation can simultaneously
act on all three goods. Next, we consider the specifics
of the dataset and methods of our analysis.

3. Methods

3.1. Data

We use three main sources of data—Twitter, PTT, and
Cofacts. First, we scraped Twitter using a keyword list
pertaining to the elections, including the names of the
three primary candidates (Tsai ing-wen, Han Kuo-Yu,
and James Song and their parties). We also tracked
terms about the election broadly, such as Taiwan2020,
ComeHomeAndVote, and TaiwanVote.

As an overview of the dataset, Table 2 shows the
general distribution of tweet languages. Since we have
filtered using Taiwan as a necessary keyword, this data
set is topically bound to discourse about the island.
We observe a high level of Japanese and English tweets,
which reflects the high Twitter usage in the West and
Japan. In Japan, Twitter is used by 45 million monthly
users (35%) and is the highest across all social media
platforms (Yoshida, 2018). In comparison, Facebook
only has 22% penetration (“Kokunai mau 2,800 man-ri
toppa,’’ 2017).

Second, we scraped PTT, often described as the
Reddit of Taiwan. It was founded in 1995 by students
at the National Taiwan University. With more than
1,5 million registered users, up to 150,000 users can be
online during peak hours. Around 500,000 comments are
posted every day. The structure of PTT is similar to that of
Twitter, as users can like and reply to threads. However,
reactions can be positive (推) or negative (虛).

In this article, we scraped 11,116 unique bulletin
posts between November 1, 2019, and January 21, 2020,
filtered on posts relating to the elections. The subset of
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Table 2. Top 10 languages by the number of tweets.

Language # of tweets % of total

English 238,915 57.31%
Japanese 81,466 19.54%
Chinese 57,998 13.91%
German 5,792 1.39%
Undetected 4,807 1.15%
Spanish 4,651 1.12%
Thai 3,892 0.93%
French 3,095 0.74%
Portuguese 2,495 0.60%
Creole 2,494 0.60%

keywords included the three main candidates, and the
words election and vote. For a cleaner subset, we vied to
include only postswho included thesewords in their title.
This totaled to 960,000 individual comments and replies
on the posts, with IP, time, and date.

Third, and most importantly for misinforma-
tion, we analyzed discourse on Line. We use the
Cofacts database—a public, crowd-sourced data set of
misinformation—and we used the four, relevant data
tables listed below:

1. Articles: Specific links, texts, or articles that users
forward.

2. Article replies: A table that aggregates replies to
an article, with a score of 1 or -1, indicating True or
False.

3. Replies: An editor’s reply to an article. There are
four outcomes: a) Misinformation, the article con-
tains potential misinformation or is unverified;
b) opinion, the article contains information that
is an opinion; c) non-rumor, the article is factual;
d) not-an-article, the article does not pertain to
Cofacts.

4. Reply requests: Includes the article ID, but also the
reason why it was included.

Each of these data sources reveals a different aspect
of misinformation during the 2020 Taiwanese Elections.
Twitter shows the coverage of the elections from actors
domestic and abroad. PTT shows the domestic discourse,
and due to its provision of IP, geo-local distribution of
discourse. Cofacts shows the types of posts that arouse
suspicion, including fact-checked labels for whether they
contain misinformation, and opinion, or fact. The pri-
mary form of our analysis consists of time-series and net-
work analysis, with cross-sectional analysis in volume.

4. Results

Figure 1 gives an overview of participation volume across
all three channels. Twitter is shown in blue, PTT in purple,
and Line in green. Immediately, we observe a rise in vol-
ume as we approach the day of the election, January 11,
2020. However, on the day itself, levels depress in PTT
and Line. The levels of Line are also more consistent
throughout and increases after January 20th.

This is likely due to the combination of two reasons.
First, it is against the law in Taiwan to post about the
elections on the day ballots are counted. Since Line is
closely tied to one’s individual account, levels remained
constant. We see a similar dip in PTT, though posts were
still being written. This may reflect the semi-anonymous
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Figure 1. Fraction of posts per day on each platform during the collection timeframe.
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nature of the platform. This suggests that electoral reg-
ulation was enacted unequally across platforms, and
answers partially RQ1. Second, due to Twitter’s low
usage in Taiwan and higher penetration in Japan and the
West, we observe a spike likely due to foreign coverage.
Next, we consider each of these platforms in detail.

4.1. Twitter

We set to establish what fraction of the discussion on the
Twitter platform is organic versus posted by automated
accounts (a.k.a., bots; Ferrara, Varol, Davis, Menczer,
& Flammini, 2016). We used a state-the-art bot detec-
tion tool designed for Twitter, Botometer (Davis, Varol,
Ferrara, Flammini, & Menczer, 2016), to quantify bots’
prevalence. In line with recent literature (Ferrara, 2020;
Yang et al., 2019), we used the top 10 and bottom 10
percentiles of users to set apart likely human users from
automated accounts, with Botscores of 0.06 and below
for humans and 0.67 and above for bots. This yielded
14,948 human accounts (responsible for 30,365 tweets
and 3.4% of the total tweets) and 14,929 bots (with
34,020 tweets representing 3.9% of the total tweets).
The total number of accounts scored was 141,929 (with
389,851 tweets).

Table 3 shows the differences in tweet types between
humans and bots. Somewhat expectedly, humans post
original tweets almost twice as much, and more quoted
tweets. Bots on the other hand retweet without com-
ment at almost 10% extra propensity. This is consis-
tent with general characteristics of bot behavior (Davis
et al., 2016).

A more pronounced difference can be observed with
the language type. Table 4 shows the distribution of
simplified and traditional Chinese. Simplified Chinese is
used by China and traditional Chinese is used by Taiwan.
We see only 7.4% of Chinese-humans users write in sim-
plified, whereas 92.6% use in traditional Chinese. In con-
trast, for all Chinese-speaking bots, 31.5% use simplified
Chinese, and 68.5% use traditional Chinese. This indi-
cates a much stronger chance that a bot is adopting sim-

plified Chinese. We corroborate this by considering the
location of users. The bottom row shows that most of
the tweets arise from non-local sources, which together
affirms H1. We conclude much of the chatter on Twitter
about Taiwan arises from outside of Taiwan.

The high level of English and Japanese in Table 2
over Chinese is of great interest. We find that around
50,000 out of 81,000 Japanese tweets are in response to
President Tsai. While Tsai’s dominant presence is largely
expected, we note that Han in comparison has very few
mentions, with no tweets from his account. Tsai also
tweets frequently and intentionally in Japanese, such
that common simplified Chinese users accused her of
being “bought by Japan.”

Since much of the discourse occurs amongst inter-
national users, the sites of democratic harm in this
regard are primarily with self-determination and, to a
lesser extent, accountable representation. This becomes
clearer when we consider the network graph shown
in Figure 2, which portrays the semantic space of our
Twitter data through top hashtags. Here, nodes are
hashtags, and edges are their co-occurrences. The net-
work was produced by tabulating all co-occurrences,
processed in NetworkX, and then plotted with Gephi
(Bastian, Heymann, & Jacomy, 2009; Hagberg, Swart, &
Chult, 2008).

The nodes in purple (center left) show the general
discourse in traditional Chinese. Tsai takes up a large cen-
tral role in setting the agenda. We also note the large
cluster of Japanese responses (in orange) to Tsai. In con-
trast, Han and the Kuomingtang are mentioned much
less (bottom left, in brown). To the left (in dark green),
there is a cluster of hashtags that are supportive of the
DPP and Tsai’s camp, but does not take a central role
in the semantic network. One possibility is these are
pro-DPP campaign users that did not achieve traction.
The tangible imbalance between theDPP and KMT in self-
determination discourse answers RQ2.

The network also provides insight regarding transna-
tional solidarity. We observe a distinct division of lan-
guage in the network structure. The election’s discourse

Table 3. Difference in tweet type distribution between humans and bots (top and bottom 10% by Botscore).

Type of tweet Humans Bots

Retweet without comment 63% (19,143) 69.6% (23,671)
Quoted tweet 15.1% (4,574) 12.5% (4,250)
Reply 10.9% (3,317) 11.7% (3,996)
Original tweet 11% (3,331) 6.2% (2,103)

Table 4. Proportion of simplified vs. traditional Chinese tweets and the location of tweets.

Humans Bots

Language Traditional Chinese 92.6% (4,815) 68.5% (4,378)
Simplified Chinese 7.4% (384) 31.5% (2,013)

Location Local (Taiwan) 21.4% (6,513) 9.5% (3,222)
Non-local 78.6% (23,852) 90.5% (30,798)
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Figure 2. Semantic network of Taiwanese 2020 election Twitter discourse based on hashtags.

in English (green) is much better connected to other
international themes, such as Hong Kong (purple, right),
human rights issues in China (cyan), and by then, men-
tions of the novel coronavirus. The lack of trending hash-
tags in simplified Chinese and keywords indicates that
while Chinese trolls may directly attack Tsai and her
online campaign, their collective behavior on Twitter is
decentralized. This is a shift away fromBradshaw and col-
leagues’ characterization of centralized campaigns, and
consistent with Yang et al.’s (2017) results.

Of note, the red cluster at the top denotes coverage
from Thailand. The relationship between Taiwan, Hong
Kong, and Thailand has been under the spotlight during
the Covid-19 pandemic. In April 2020, after a celebrity
drew outrage from Beijing viewers (McDevitt, 2020) and
received large volumes of malicious trolling, users from
Taiwan andHong Kong began defending her online, along
with the Thai users. The hashtag #nnevvy began trending,
and an online community eventually known as the Milk
Tea Alliance with users from Taiwan, Thailand, and Hong
Kong was born. Looking at Thai coverage in the seman-
tic network for Taiwan’s election, the emergence of the
Milk Tea Alliance is not sudden but a large trend of grow-
ing solidarity between the three user bases.

While the literature on transnational solidarity
between Taiwan and Thailand has been sparse, activism
between Hong Kong and Thailand can be traced back to
2016. When students in Thailand invited Hong Kong stu-
dent activist Joshua Wong to share his experiences dur-
ing the Umbrella Movement of 2014, as a speaker for the
1976massacre of Thai student uprisings, hewas detained
at theBangkok airport (Phoborisut, 2019). Protests calling

for his release emerged across Hong Kong and Bangkok,
which produced foundations for solidarity today.

We also note the important role ofApple Daily, a pop-
ular digital native newspaper in Hong Kong and Taiwan.
Their co-occurrence with somany trending hashtags sug-
gests, compared to other newspapers, that they dissem-
inate their articles by carefully tracking the top trend-
ing keywords. In sum, results for Twitter suggest higher
levels of automation, or bot-like behavior, in simplified
Chinese accounts. However, the lack of trending terms
suggests the lack of coordinated attacks, compared to
discourse from Taiwan, largely set by Tsai and the DPP.

4.2. PTT

While Twitter provides insight into discourses of self-
determination on the international front, it lacks details
of public deliberation domestically. To recap, PTT is
widely regarded as the ‘Reddit’ of Taiwan. New events
are often posted here, to the extent that journalists have
used it as a first-line source of information. Although
competing platforms such as DCard have also risen in
popularity in recent years, PTT has been a good repre-
sentative of the local discourse, and its straightforward
interface enables analysis of public discourse.

To get a sense of the discourse on PTT, the top
terms are presented in Table 5, upon removing candi-
date names. We observe words that speak to a demo-
cratic process—freedom, vote, democracy, and govern-
ment. The Chinese Communist Party (CCP) and Hong
Kong are explicitly mentioned. Since this data set is
conditional on being election-related, these keywords
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Table 5. Top words found within the PTT bulletin board.

Original Text Translation Counts

自由 Freedom 1,258
投票 Vote 1,116
台北 Taipei 922
柯文哲 Ko Wen-Zhe 808
立委 Legislator 700
中央社 Central News Agency 479
香港 Hong Kong 447
水桶 Bucket 441
民主 Democracy 421
政府 Government 390
中共 Chinese Communist Party 344
主席 Chairman 300
八卦 Gossip 246
高雄市 Kaohsiung City 246

indicate the protests in Hong Kong, and shifting atti-
tudes toward China played a large role in shaping dis-
course of self-determination. Common keywords in the
comments section included the elderly and sugarcane
farmers. Here, the tag ‘sugarcane farmers’ refers to the
rural common folks. We also see PTT specific terms, such
as bucket (水桶). The term ‘cool down in a bucket of cold
water’ emerged as a euphemism for being suspended.
‘Cockroach’ and ‘trash’ are derogatory terms endemic to
PTT’s common vocabulary. Ko Wen-Zhe, the mayor of
Taipei, is the fourth most mentioned term. Two major
Taiwanese cities are mentioned—Taipei and Kaohsiung.
As expected, Taipei is mentioned in conjunction with Ko,
and Kaohsiung with Han.

Keywords only reveal a shallow interplay within
online communication. Next, we consider the comments
section, specifically we quantify the level of disagree-
ment within each post. With P the number of commen-

dations and N the number of dislikes, we define the dis-
agreement score D as follows:

D = N
N + P

(1)

The choice of variable reflects negative (N) and posi-
tive (P) reactions. This measure scales with the number
of disagreements (with respect to the initial post), while
also capturing the diversity of commenting participants.
For instance, a score of 0.5 indicates an equal number
of users agreeing and disagreeing. Upon tagging the dis-
agreement scores per article, we consider whether this
is related to the specific discourse topics. We first sub-
set all posts with disagreement scores greater than 0.5.
Figure 3 shows the proportion of articles, subset on a
specific topic. We observe that there is a disproportion-
ate level of disagreement within the topics of Tsai and
the DPP.
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Figure 3. Proportion of article topics by the level of disagreement. Note: The figure shows that posts about Tsai and the
DPP yield more disagreement in the discussion sections.
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To understand where these disparities arise, we
cross-section on the geo-local dimension of online
engagementwith certain topics.We leverage the given IP
addresseswithin the comment sections to analyze across
the urban-rural divide and between Taiwanese, Chinese,
and other foreign commenting participants. Figure 4(a)
shows urban and rural user participation on PTT. We
observe that there is little variation across the two
cohorts, with rural users engaging slightlymorewith Han
and China-related discourse.

The discourse across international borders tells a
much more compelling story. Figure 4(b) shows the
topical distribution by Taiwanese, Chinese, and interna-
tional IP addresses. Users with Chinese IPs disproportion-
ately target posts about China, Hong Kong, Tsai, and the
KMT, whereas they engage with Han at a much lower
level. In contrast, there is little to no posting about the
Covid-19 pandemic, relative to the domestic and inter-
national cohort.

Table 6 further shows that posts that involve Chinese
users lead to higher levels of disagreement. This is pro-
nounced in stories about Han,which produces high polar-
ization across Chinese and Taiwanese users. Together,
these answer RQ3 and confirm our H3 in regards to dis-
course about Tsai.

To summarize the results from PTT, we observe that
accountable representation is a likely locus of disinforma-
tion. This also shows that individuals, rather than politi-
cal parties, seem to be the target of choice. The selec-
tive engagement from Chinese citizens in these topics
regarding self-determination—such asHong Kong, China,
and Tsai, while avoiding topics such as Han and Covid-19
shows the phenomenon of emergent coordination.

However, analyses of discourse gives us limited
insight into disinformation directly. Next, we con-
sider Line and the misinformation aggregated under
Cofact’s database.

4.3. Line and Cofacts

The Cofact’s database includes user-forwarded Line
posts and/or links that may contain misinformation.
We similarly tagged the database with discourse topics,
with an additional category for medicine.

The amount of misinformation is high compared to
the number of factual claims. Incumbent President Tsai
seems to attract the highest level of misinformation,
both in proportion and in raw volume. This seems consis-
tent with our observation of PTT and Twitter, where Tsai
seems to attract the highest levels of controversy, and
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Figure 4. Level of disagreement across different user groups based on IP address: (a) across the urban-rural divide;
(b) between users from Taiwan, China, and other international locations.

Table 6.Mean disagreement ratio between Chinese and Taiwanese IP addresses.

Chinese IPs Taiwanese IPs

All Stories 0.313±0.005 0.272±0.016
Tsai Stories 0.311±0.012 0.303±0.012
Han Stories 0.331±0.034 0.257±0.01
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Figure 5. Heat map of misinformation classification by topic.

thus completes our addressing of RQ3 and confirmation
of H3.

Interestingly, we observe a low correlation between
the volume of reported cases for the DPP and Tsai.
We offer two potential explanations. In the wake of
Tsai’s perceived failures during themidterm elections, fis-
sures appeared between the DPP and Tsai. Thus, Tsai
became the primary target of hoaxers, rather than the
DPP itself. The decoupling became evident closer to the
election. The second explanation follows a hypothesis
presented earlier, where individuals are the more likely
target of misrepresentation, at least in the case of for-
eign interference.

Finally, we consider the sources of misinformation,
and attempt to answer RQ4 regarding the traditional
media’s role in spreading misinformation. Table 7 shows
the top linked sources within the database and the per-
centage of misinformation.

We have twomain takeaways. First, the primary inter-
platform links are with social media and digital platforms
such as Facebook and YouTube. These two together take
up just over one-third of the reported links. Second, there
is a high proportion of misinformation on dominant dig-
ital news platforms. For instance, hyperlinks for Google
News alone contain almost 50% of all misinformation.
Although it is technically difficult to ascertain the hosting
domains in these cases, other digital news sources score
poorly: United Daily (0.28), KK News (0.33), Apple Daily
(0.28), and ET Today (0.25). Only Liberty Times scores low
on misinformation (0.05). While it’s true there may be
selection bias—these are articles suspected of contain-
ing misinformation after all—the fact that verified news
sources even contain misinformation is particularly con-
cerning. Our findings confirm H4 and observations from
the past (Monaco, 2017), that the traditional media is
often responsible for amplifying misinformation.

Table 7. Top reported misinformation domains and their proportions of misinformation and opinion.

Web domain Links % Opinion % Misinformation

Facebook 58 0.12 0.17
YouTube 55 0.04 0.38
Google 26 0.15 0.46
UDN (United Daily) 25 0.16 0.28
LTN (Liberty Times) 20 0.20 0.05
Kknews 18 0.06 0.33
Appledaily 18 0.06 0.28
Mygopen 18 0.06 0.39
Wikipedia 17 0.00 0.00
Bit 17 0.00 0.53
Line 13 0.15 0.23
Ettoday 12 0.17 0.25
g0v 9 0.00 0.22
Chinatimes 9 0.11 0.33
Twitter 7 0.57 0.14

Social media 133 0.11 0.26
Digital news 128 0.13 0.29
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5. Conclusion

By 8 PM on January 11th, 2020 the results of the
Taiwanese election were clear: Tsai had defended her
presidency and won by the greatest margin in Taiwanese
history. Despite large amounts of disinformation sur-
rounding her candidacy, the outcome of the election
seemed to indicate that was ineffective. An explana-
tion may be dissonance. As Templeman recently postu-
lated, due to the high levels of distrust in Chinese media,
large levels of the population are inoculated against
pro-Chinese sentiment (Templeman, 2020). However,
despite the growing emphasis on domestic issues like
wage growth and LGBT rights, elections never stray far
from the China problem.

We began this study by discussing two gray areas
regarding the frame of light and dark participation.
The first and longer-standing issue is the clash of political
ideologies between China and Taiwan. Second, andmore
importantly, the use of digital tools like bots and group
removal to fight misinformation may limit the domestic
diversity of political voices.

The first goal of this study was to understand the
different facets of the elections communicated, using a
thorough analysis of these three platforms. The second
and more important goal, was to understand what the
discourse and citizen participation say about the tension
of employing digital tools to fight disinformation.

On Twitter, we found Tsai and the DPP’s dominance
in the digital campaign. Her engagement focuses on the
international front, with users from anglophone coun-
tries and Japan. We observe more bot-like behavior
coming from Chinese users and transnational solidarity
between Hong Kong, Taiwan, and Thailand. The high vol-
ume of Tsai’s content suggests counter-discourse against
Chinese trolls is partisan.

On PTT, although Han is themost popular topic of dis-
cussion, it is Tsai and the DPP that elicited the most dis-
agreement. A closer look at the geo-local origins reveals
Chinese participation on issues such as Hong Kong, Tsai,
and the KMT, while avoidance of Han and Covid-19. This
also indicates that discussion surrounding Han arises pre-
dominantly domestically. These results suggest citizen
participation from China focuses on discrediting Tsai and
hence challenges accountable representation. We affirm
this by considering Line. Stories about Tsai are the most
reported stories. Lastly, a concerning level of misinforma-
tion arises from the traditional news media.

The high volume of Tsai-related misinformation,
particularly from Chinese sources, may have justi-
fied the strong terms of the Anti-Infiltration Act.
On December 13, 2019 alone, Facebook removed 118
fan pages, 99 groups, and 51 accounts that supported
Han. One of these pages included 155,443 members.
While some of these may have violated community stan-
dards or had traces of foreign interference, the hard-
line approach certainly silenced legitimate support for
Han. Perhaps Han would have done better had China

not explicitly backed his campaign. Political bots can be
used to promote democratic discourse, to washout for-
eign propaganda, but if themodal actors are political par-
ties, the same technologies can stamp out the diversity
of political opinion. This is especially dangerous in bipar-
tisan situations, as in the case of Taiwan.

Digital tools alone do not determine the dark or light
shade of a campaign; rather, it is whether their use vio-
lates the ideals of deliberative democracies. The case of
Cofacts may provide a solution, in the domain of media
regulation. To avoid partisan censorship of political infor-
mation, crowdsourced solutions promise more equity
and a diversity of voices. However, it is important to
ensure that a representative committee of volunteers is
present in fact-checking.

The case of Taiwan presents comparisons across the
most salient axes in democratic theory: government vs.
citizen-driven solutions, authoritarian control vs. self-
determination. Peter Dalgren, in his canonical work, lays
out four pillars for which civic culture rests upon: knowl-
edge, loyalty to democratic values, practices and rou-
tines, identity as citizens (Dahlgren, 2000). Amidst ris-
ing populism, the ability for citizens to not only par-
ticipate in news making, but to verify fact and build
sociotechnical infrastructure, brings forth an optimism
toward citizen-led democracy and public deliberation.
For Taiwan, it is important to continuously refine its inter-
pretation of free speech, not as a comparison with its
neighbor across the strait, but a set of procedural and
accountable standards.
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1. Introduction

We live in an age of visual communication: From the
rise of selfies, memes and animated GIFs in digital cul-
ture to the surging popularity of visual-centric platforms
like Instagram, Snapchat, and TikTok that reach billions
of monthly users across the world. Visual content in the
form of photos, videos, infographics and user-generated
images are becoming central to our day-to-day interac-
tions online, informing how we present ourselves (Senft
& Baym, 2015; Thomson & Greenwood, 2020), commu-
nicate and understand the world around us (Highfield
& Leaver, 2016; Pearce et al., 2020). Image sharing has
recently seen a surge in popularity, not only on visual-

centric platforms but also on Twitter, where over 50% of
tweet impressions in 2019 were associated with images
or other visual media (Meeker, 2019).

Visuals are also starting to take center stage in
online political communication. While political parties
and campaign managers have traditionally relied on
leaflets, posters, and TV spots to rally support, the
advent of digital technologies, and social media specifi-
cally, has seen political actors integrate new visual media
strategies into their everyday communicative practices.
Retouched Twitter profile pictures, vlogs from the cam-
paign trail, Instagram livestreams, and staged photo ops
capturing seemingly candid moments have now become
staples of the arsenal of contemporary electioneering
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(Lilleker, Tenscher, & Štětka, 2015). Technological affor-
dances have also enabled completely novel forms of
political self-expression among private citizens, from bal-
lot selfies to Snapchat filters in support of specific causes
(Gutterman, 2018).

In modern attention economies, visual forms of com-
munication offer clear advantages over text; they are eas-
ier to process, elicit strong emotions and are effective at
capturing viewers’ attention and retention (Barry, 2005;
Fahmy, Bock, &Wanta, 2014; Newhagen, 1998). In recent
years, however, they have also emerged as popular cata-
lysts of misinformation and disinformation across Europe
and worldwide, both through inadvertent amplification
and as part of larger social media manipulation cam-
paigns (Bradshaw & Howard, 2019; Guy, 2017). The
GermanAlternative für Deutschland (AfD) party, for exam-
ple, has repeatedly used fake imagery involving immi-
grants relating to sexual abuse and violence to bolster
anti-immigration sentiment during elections (Czuperski &
Nimmo, 2017). This is particularly concerning given that
key research on this topic suggests that most individu-
als struggle to distinguish between real and manipulated
images (Nightingale, Wade, & Watson, 2017).

Despite their ubiquity in contemporary online politi-
cal discourse, visuals have been somewhat neglected in
the study of political communication, which overwhelm-
ingly favors text-based approaches, especially in Europe
(Weller, Bruns, Burgess, Mahrt, & Puschmann, 2014).
To address this oversight in this study, we conduct a mul-
tilingual, cross-case comparative content and thematic
analysis of Twitter images posted by users in six different
European language spheres—English, French, German,
Italian, Spanish and Swedish—during a two-week-long
period leading up to the 2019 EU Parliamentary elec-
tions. Specifically, we investigate images on Twitter in
the context of two conversations: One surrounding the
EU elections in general, and one surrounding the more
contentious issue of membership to the EU. Three main
research questions drive our analysis:

RQ1: What salient formats and modes of visual con-
tent were users in Europe sharing over Twitter during
the 2019 EU Parliamentary election campaign?

RQ2: How does this differ across two conversations
with varying degrees of contention?

RQ3: What were the most common themes embed-
ded in different modes of visual communication?

In the following section, we begin by situating this
research in the existing literature on visual media in polit-
ical communication, their uses and effects. After detail-
ing processes for data collection and sampling, we out-
line our coding scheme for analyzing the salient for-
mats and modes of images shared over Twitter during
the campaign, as well as their themes. We show that
users shared substantial amounts of anti-European, pop-

ulist and, to a lesser extent, extremist images, though
these were largely disjointed from the mainstream pub-
lic conversation. Our data also reveals political humor as
a vessel for anti-establishment and Eurosceptic themes,
especially in discussions critical of the European project.
Furthermore, we find that while traditional visual for-
mats dominate across both Twitter conversations, hybrid
content in the form of memes, annotated screenshots
and remixedmedia have also emerged as popularmodes
of visual communication. In the last section, we discuss
these findings and their implications in the context of the
2019 European Parliamentary Elections and contempo-
rary political communication more broadly.

2. Literature

2.1. Visual Political Communication in Europe

Digital modes of communication have been transforma-
tive for political communication. Through the contin-
ual expansion of networked infrastructures, social media
platforms have emerged as arenas for the dissemination
of political information to large audiences at marginal
cost. Today, political actors rely on a wide array of
such channels to engage with voters and other stake-
holders year-round (Chadwick, 2013). Scholars under-
score social media’s vital role for advocacy (Karpf, 2012),
e-governance (Margetts, John, Hale, & Yasseri, 2015) and
democratization (Howard & Hussain, 2013). Non-party
actors have also been shown to leverage social media
to shape the political agenda, frame and amplify issues,
and generate consensus among subsets of the electorate
(Rohlinger, 2019).

Visual media has, in more ways than one, been
at the heart of this transformation. While visual sym-
bols themselves have long performed essential func-
tions in political communication (Schill, 2012), the surg-
ing popularity of technologies whose affordances are
specifically oriented towards the creation, dissemina-
tion and customization of images has awarded them
newfound importance—especially times of heightened
political tension such as electoral cycles. In Europe,
both grassroots and mainstream political actors lever-
age visual formats as potent ways to communicate with
their constituents and mobilize support. Cámara Castillo
(2019, p. 49) demonstrates, for example, how European
institutions carefully “advertise European identity” and
foster civic interaction through immaculately curated
Instagram feeds. In a departure from traditional forms
of campaigning, ‘satellite’ and non-party intermediaries
likeMomentum, a British political organization, have also
been creditedwith boosting support for Jeremy Corbyn’s
2017 campaign through its clever use of memes, and
short-form videos—tactics which were widely adopted
by the political mainstream during the 2019 UK General
Elections (Lyons, 2019).

Yet worryingly, digital platforms have also proven
vulnerable to manipulation (Woolley & Howard, 2018)
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and algorithmic gaming aimed at sowing discord in
Europe and around the world (Jungherr, Posegga, &
An, 2019; Marchal, Kollanyi, Howard, & Neudert, 2019).
During recent elections in France, Germany, and Italy,
for instance, hyper-partisan and conspiratorial junk news
sites repeatedly outperformed professional news outlets
on social media (Neudert, Howard, & Kollanyi, 2019).
Research also shows that xenophobic, national-populist,
and other extreme-right ‘movement-parties’ (Kitschelt,
2006) make strategic use of digital media to spread
Eurosceptic messages across publics (Caiani & Pavan,
2017). A growing number of scholars note that hybrid
visuals such asmemes have become the format of choice
to push political propaganda or troll social media users,
often with the stated goal of driving division among
key segments of the audience (Klein, 2019). Today,
new digital visual media complement—if not altogether
supplant—other, more traditional forms of political com-
munication for party and non-party actors alike. To gain a
better understanding of their formats and modes in the
political context, in the next section we review existing
literature on their uses on social media.

2.2. The Political Uses of Social Media Visuals

Visual media have diverse uses in digital political commu-
nication. With the widespread adoption of smartphones,
social media users have been empowered to document
and share real-time footage of political events in new
forms of ‘mobile witnessing’ (Reading, 2011) and citizen
journalism. Twitter, amicro-blogging platform favored by
journalists, opinion leaders and politicians and geared
towards opinion broadcasting (Marwick & boyd, 2011)
has emerged as a prime arena for political image shar-
ing. Images shared over Twitter, for instance, formed
an important part of both the 2011 Egyptian revolution
(Kharroub & Bas, 2015) and the 2012 Israel–Hamas con-
flict (Seo, 2014) as well as more recently during the 2020
Black Lives Matter protests.

Further, images are often shared as a means of
interpersonal communication to express an opinion, per-
suade, or even manipulate. The adage that an image is
worth a thousand words underscores the strong rhetor-
ical impact that visuals have on those who view them
(Birdsell & Groarke, 2007). Research suggests that audi-
ences process images faster and more efficiently than
text alone (Graber, 2012). Typically, images tap into a
larger socio-political context (Schill, 2012) and are often
used in conjunction with or in response to other images
and text to highlight specific aspects of an issue (Blair,
2004; de Vreese, 2005).

Decontextualized, altered or altogether fake images
have also become prolific on social media, where they
bypass traditional gatekeepers and often elude content
moderators (Gillepsie, 2018). In a hybrid media ecosys-
tem, a large amount of viral visual content takes the
form of “derivatives, responses, or copies of content
generated by the mass-media producers” (Hemsley &

Mason, 2013, p. 146) that can be re-worked to deceive
audiences intentionally or make a political or satirical
point (Hemsley & Snyder, 2018). As such, humorous
memes, composite images and mixed media involving
the use of irony have come to play an increasingly criti-
cal role in digital politics (Tay, 2015) as a way for users to
express opinions, build community and mobilize action,
as well as a tool for politicians to share policy ideas or to
demean their opponents—for instance, during the 2016
Brexit referendum campaign (Dean, 2019; Segesten &
Bossetta, 2017).

Beyond that, connected technological infrastruc-
tures have enabled citizens to engage more directly in
democratic processes though ‘tiny acts’ of participation
(Margetts et al., 2015). Today, citizens contribute to the
public conversation about politics in more ephemeral
and intangible ways than before: Broadcasting their sup-
port for a cause and seeking to influence others to do
the same, through selfies with politicians, and pictures
of themselves engaging in various political activities such
as rallies and protests (Sorokowska et al., 2016).

Thus, while the literature on the use of visual con-
tent in digital communication is growing, it remains in its
infancy and offers ample room for elaboration and empir-
ical study. Notably few studies, if any, have explored
how specific formats of visuals are mobilized by social
media users during electoral campaigns and what polit-
ical themes they express. Considering this, in this study,
we take the 2019 EU Parliamentary elections as a case
study to examine the types of images shared over Twitter
among two issue publics: Twitter users discussing the
elections themselves, and those discussing themore con-
troversial issue of potential withdrawal from the EU.

3. Methods

3.1. Case Selection

The 2019 European Parliamentary Elections took place
between 23–26 May 2019 and witnessed a turnout of
50.66% of more than 400 million eligible voters to the
polls—making it the second largest democratic elec-
tion in the world (European Parliament, 2019). Across
member states, hundreds of candidates and dozens of
parties and their supporters campaigned for months
over social media, generating vast amounts of cam-
paign material, media coverage and user-generated con-
tent. The elections took place against a backdrop of
significant divisions in public attitudes towards the EU,
with polls underscoring an erosion of trust in European
institutions (Guerra & Serricchio, 2014). The establish-
ment of extreme populist voices within the political
mainstream over recent years had stoked experts’ fears
that Eurosceptic voices would make significant gains
in 2019 European Parliamentary Elections. Ahead of
the vote, Julian King, then European Commissioner for
Security, noted that the dispersed nature and long dura-
tion of the European Parliament elections made them
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a ”tempting target for malicious actors” (Cerulus, 2019),
while Vera Jourova, the then EU Justice Commissioner,
warned against “external propagandist pressure” poten-
tially playing out online (Stokel-Walker, 2019). These
potential threats around social media interference, com-
bined with the multi-campaigner, multi-issue nature
of the mandate thus make the 2019 Parliamentary
Elections a pertinent case study.

3.2. Data Collection and Sampling

Our data collection proceeded in four stages. We first
identified a set of relevant hashtags in English, French,
German, Italian, Polish, Spanish, and Swedish intended to
capture Twitter traffic around these two separate conver-
sations.While hashtag-based sampling has known limita-
tions, it is a common technique to study ‘ad-hoc publics’
forming around discussion of specific topics, especially
during key political moments (Burgess & Bruns, 2012;
Larsson &Moe, 2012). The hashtags were compiled by a
team of nine research assistants with expert knowledge
of these countries’ languages and political landscapes
(full list of hashtags in the Supplementary File).

Using this set of 84 hashtags, our team then col-
lected a total of 3,620,701 tweets in real time between
13 May and 26 May 2019 through Twitter’s Streaming
API. This method has knowns limitations: The API only
collects 1% of the global public traffic related to a spe-
cific search query at any given time and the company’s
precise samplingmethod is unknown (Morstatter, Pfeffer,
Liu, & Carley, 2013), but it remains the only legal way to
collect Twitter data without violating terms of services
(Freelon, 2018). From this initial dataset we extracted
tweets that contained static visuals in their metadata
fields. We included tweets if they satisfied one or more
of the following criteria: (1) contained at least one of the
relevant hashtags; (2) contained the hashtag in a URL
shared, or the title of its webpage; (3) were a retweet
of a message that contained a relevant hashtag or men-
tion in the original message; or (4) were a quoted tweet
referring to a tweet with a relevant hashtag or men-
tion. We then rehydrated each tweet in our set to access
the image files, identify tweets that had been removed
or deleted since the initial time of posting, resulting in
a final dataset of 307,951 tweets with visual content
of which 256,204 related to the EU election and 3,164
related to EU exit. Tomake inferences about both popula-
tions, we determine the appropriate sample sizes based
on a 95% confidence interval and a more or less 4% mar-
gin of error, resulting in a random sample of 599 tweets
for what we henceforth refer to as the ‘General’ sample
and 505 tweets for the ‘Exit’ sample. A very small sample
of seven images was not accessible.

3.3. Comparative Content Analysis

Content analysis is a reliable method for the systemic
classification and interpretation of visual representa-

tions (Bell, 2004, p. 20; Rose, 2012). We chose this tech-
nique over a more interpretive approach in the first
instance, in order to allow for a crisp and objective clas-
sification and to avoid introducing cultural and personal
biases in the analysis of more subtle nuances of messag-
ing and meaning.

We take an inductive approach to codebook develop-
ment, identifying units ofmeaning as they emerged from
our data before grouping them into larger codes cover-
ing two separate aspects of the Twitter images: their for-
mat andmode. Here, format describes the type of media
shared by users, based on their constitutive elements,
while the notion ofmode captures theway inwhich polit-
ical information is being communicated, based on an
image’s manifest content and its apparent provenance.
Two coders with extensive expertise in content analysis
first identified emergent format and modal categories
and coded a sub-sample of 100 images drawn from the
‘General’ and ‘Exit’ datasets. Any disagreements were
discussed among the authors, and initial codes were
later adjusted and integrated into broader ones in an
iterative process, culminating in seven format and nine
modal categories. Intercoder reliability was then deter-
mined using Krippendorf’s alpha on two independent,
non-overlapping sub-samples of 50 images randomly
taken from each dataset, achieving high scores.

Visual format (𝛼 = 0.843) includes the follow-
ing categories: ‘Photograph’ refers to pictures taken
with a camera—including selfies, user-generated, offi-
cial, and stock photos—that have not been visibly modi-
fied. ‘Illustration’ refers to drawings, sketches, cartoons,
and computer-generated images. ‘Screen capture’ cor-
responds to images displaying the content of a phone,
TV, or computer screen, including captures of webpages,
newspaper articles, and screenshots of social media
posts. ‘Infographic’ encompasses visual representations
of information and data, including statistics, maps, and
visual explainers. A ‘Composite’ is a visual that has
been altered to combine different graphical elements
(e.g., photo, text, and drawing), such as photo mon-
tages, memes, and GIFs. ‘Quote’ refers to images fea-
turing a phrase attributed to an individual or plain text
that has not been visibly altered. In the ‘Poster’ cate-
gory, finally, we include promotional posters, campaign
posters, leaflets, event announcements and party logos
(Figure 1).

Visual mode (𝛼 = 0.865) categories comprise:
‘Official campaign communication,’ which applies to offi-
cial campaign material, including political party pro-
grams, leaflet and event advertisements, and any com-
munications from official candidate and party accounts.
‘Campaign event’ applies to images of campaign events,
including pictures of rallies, candidate appearances on
TV, and photo ops. ‘Citizen political engagement’ applies
to images of private citizens engaging in political activi-
ties, such as photographs taken at demonstrations, and
individual expressions of support for political causes.
‘Political humor’ applies to memes, humorous cartoons,
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Figure 1. Examples of format categories. Note: From top left to bottom right, examples of an ‘illustration,’ ‘composite,’
‘photograph,’ ‘infographic,’ ‘quotation’ and ‘poster.’

satire, and other forms of humor directed at or derived
from actors involved in the political process. ‘News
media reporting’ represents images of news media
reports, such as newspaper articles, but excludes com-
posites of multiple media sources. ‘Non-party and satel-
lite campaigning’ applies to campaigning material gen-
erated by non-party actors, such as satellite groups
(Dommett & Temple, 2018), registered campaigners,
and other “democratic intermediaries” (Edwards, 2006,
pp. 8–9). This includes event announcements, unoffi-
cial campaign material, and get-out-the-vote initiatives.
The category ‘Voting day’ describes visuals of the vote,
such as pictures of ballot cards, and citizens or politicians

engaging in the act of voting. ‘Other political’ applies to
other images of political nature that do not specifically
relate to the campaign. ‘Miscellaneous,’ finally, encom-
passes images unrelated to politics (Figure 2).

3.4. Thematic Analysis

Finally, to complement and enrich our systematic con-
tent classification, we perform a thematic analysis of
visual materials in our samples. Although content and
thematic analysis methods share similarities, content
analysis lends itself to quantitative summarization of the
coded variables, whereas thematic analysis is a more

Figure 2. Examples of modal categories. Note: From top left to bottom right, examples of ‘official campaign communica-
tion,’ ‘other political,’ ‘citizen political activism,’ ‘political humor,’ ‘satellite campaigning’ and ‘voting day.’
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interpretive approach that seeks to reveal patterns of
meaning in data in context (Neuendorf, 2019). For this
taskwe also followed an inductive process (Clarke, Braun,
& Hayfield, 2015, p. 225), identifying recurrent themes
and patterns of meaning as they emerged in the data
through semantic and visual symbols without prior the-
oretical expectations. After familiarizing ourselves with
the data, we devised a first round of descriptive codes,
which we later grouped to form larger thematic cate-
gories based on salience and relevance. One such cate-
gory pertained to references to policy issues addressed
during the election campaign, such as ‘economy,’ ‘secu-
rity’ or ‘immigration.’ Any references to the elections
themselves were grouped under the ‘General election’
category. Our team treated images of individuals des-
ecrating the European flag, admonishing the European
project, or advocating for total disengagement from
the EU as conveying a ‘Eurosceptic’ message, while
treating positive references to European integration as
‘pro-Europe.’ Graphical violence and visual references
to extreme ideology were grouped under ‘extremism,’
while those pushing an anti-elite/establishment rhetoric
were assigned to ‘populist and anti-elitist.’ Up to two
codes were assigned to a small fraction of images that
touched onmore than one theme.While thematic analy-
sis is a qualitatively oriented approach (Braun & Clarke,
2006) we include frequency counts for each category
to understand what topics different forms of political
expressions touched on.

4. Findings

4.1. Format

Table 1 shows that photographs are by far the most
prevalent format across both ‘General’ and ‘Exit’ sam-
ples, making up 38.7% and 23.8% of all images, respec-
tively. Posters were shared slightly more frequently in
the ‘General’ conversation, where they comprised 21.9%
of all images compared to 20.4% for ‘Exit.’ Proportions
of illustrations (6.2% in ‘General,’ 8% in ‘Exit’) and screen
captures (12.9% in ‘General,’ 9% in ‘Exit’) were commen-
surate across both samples. Both datasets display stark
differences when it comes to composites, however, with
tweets focusing on EU withdrawal containing more than
twice (22.4%) the number of composites than ‘General’
tweets (9.9%). Quotes and text only accounted for a frac-
tion of all images in the ‘General’ dataset (2.7%) com-
pared to the ‘Exit’ one (12.2%).

4.2. Mode

Table 1 reveals that official campaign material was the
most shared mode in both ‘General’ and ‘Exit’-related
conversations, comprising 18.8% and 26.1% of images
respectively. In the ‘General’ dataset, polls (10.6%), polit-
ical humor (10.1%), images of voting day (10.1%) and
unofficial campaign material (9.9%) made up almost
equal proportions of content, while other political

Table 1. Frequency of visual formats and modes across both samples.

‘General’ Sample ‘Exit’ Sample

N % N %

Format Code

Photograph 231 38.7 119 23.8
Illustration 37 6.2 40 8.0
Screen captures 77 12.9 45 9.0
Infographic 45 7.6 22 4.4
Composite 59 9.9 112 22.4
Quotes & Text 16 2.7 61 12.2
Poster 131 21.9 102 20.4
Total 596 100.0 501 100.0

Modal Code

Official Campaign Material 112 18.8 131 26.1
Voting Day 60 10.1 24 4.8
Campaign Event 82 13.8 40 8.0
Citizen Political Activism 40 6.7 15 3.0
Polls 63 10.6 7 1.4
Political Humor 60 10.1 98 19.6
Satellite Campaign Material 59 9.9 60 12.0
Other Political 50 8.4 80 16.0
News Reporting 26 4.4 32 6.4
Miscellaneous/Spam 44 7.4 14 2.8
Total 596 100.0 501 100.0
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images (8.4%), depictions of citizens engaging in polit-
ical activity (6.7%) and news reports (4.4%) accounted
for smaller proportions. Interestingly, politically humor-
ous images were twice as present in ‘Exit’-related tweets
(19.6%), making them the second most popular mode
of visual communication in this dataset, closely followed
by other political images (16%). Here again, satellite and
unofficial campaign material accounted for a substantial
number of images with 12% of shares. Polls, finally, were
mostly irrelevant to discussions around ‘Exit’ from the EU
featuring in only 1.4% of tweets compared to 10.6% in
the ‘General’ sample.

4.3. Themes

Table 2 displays the most salient themes in each sam-
ple. Comparing both datasets reveals some important
differences. Most visual tweets in the ‘General’ dataset
made reference to the 2019 EU Parliamentary Elections
themselves (19%) or to multiple policy issues (10.6%).
It is noteworthy, however, that the great majority of
images shared were not attributed a thematic category.
The salience of a policy issue in political discourse is a
powerful indicator of its importance to the public. Yet,
only a small proportion of visuals captured in our data
made references to specific policies, such as security or
immigration (less than 2% in both samples). In the ‘Exit’
sample, 41.9% of images propagated a Eurosceptic and
anti-European message, making it the largest thematic
category. In the ‘General’ sample, only 3.5% of images
were classified as Eurosceptic, with double the share of
images sharing pro-EU themes (6.7%). Finally, 9.4% of
images shared in discussions of potential ‘Exit’ from the
EU conveyed populist and anti-establishment sentiment,
mainly consisting of derogatory or hateful messages vis-
à-vis political elites.

4.4. Cross-Category Dependencies

Having identified the most salient content categories in
each dataset, as a final step we investigate the relation-

ships between format and modal categories on the one
hand, and between modal and thematic categories on
the other hand. Tables 3 and 4 reveal several interest-
ing similarities and differences between samples. Across
both ‘General’ and ‘Exit’ samples, photographs were
mostly shared to depict campaign events, including party
rallies (30% of photographs), with substantial propor-
tions also alluding to voting day (24% in ‘General,’ 20%
in ‘Exit’). In ‘Exit’-related tweets, photographs formed a
core part of official campaign communication (20% of
images in this mode, compared to 7% in the ‘General’
sample), where they often portrayed party volunteers
canvassing. Illustrations, cartoons and drawingswere the
most common vehicle for political humor—the single
largest category across samples for this format (62% in
‘General,’ 48% in ‘Exit’)—closely followed by compos-
ites and user-generated memes (42% in ‘General,’ 60%
in ‘Exit’). Across both samples, posters overwhelmingly
corresponded to official campaign material, with 63%
of posters in the ‘General’ and 85% of those in the
‘Exit’ sample taking the form of paper or digital cam-
paign posters.

The relationships between modal and thematic cat-
egories are shown in Tables 5 and 6. In the conver-
sation pertaining to the election at large, visual mes-
sages predictably revolved around the conduct of the
election itself, often in the form of opinion and elec-
tion polls (95% of images in this mode), as well as news
reports (54%). Many also pushed a distinctly ‘pro-EU’
line, mostly through satellite campaign material from
pro-EU groups and citizen-led initiatives to ‘get-out-the-
vote’ for Europe (24%). Tweets shared with EU exit
hashtags, on the other hand, overwhelmingly pushed
Eurosceptic and populist/anti-establishment messages.
Interestingly, these were mostly conveyed through satel-
lite and unofficial campaigning material (87% of which
carried a distinctly anti-EU message) and through polit-
ical humor, where 50% and 33% of all images in this
visual mode assumed either Eurosceptic or anti-elitist
tones. In contrast to the ‘General’ dataset, polls shared in
‘Exit’-related tweetsweremostly shared to convey public

Table 2. Frequency of thematic categories across both samples.

‘General’ Sample ‘Exit’ Sample

Salient Theme N % N %

Security/Terrorism 3 0.5 7 1.4
Euroscepticism 21 3.5 210 41.9
Pro-EU 40 6.7 0 0.0
General Election 113 19.0 18 3.6
Extremism 7 1.2 21 4.2
Populist Anti-Elitism 11 1.8 47 9.4
Economy 8 1.3 5 1.0
Immigration 8 1.3 11 2.2
Multi-Issue 63 10.6 6 1.2
No Salient Theme 322 54.1 176 35.1
Total 596 100.0 501 100.0
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Table 3. Cross tabulations of visual and modal categories in ‘General’ sample (N, %).

Official Voting Campaign Citizen Political Satellite Other News Misc. &
Campaign Day Event Activism Polls Humor Campaign Political Reporting Spam Total

Photograph 16 56 69 26 4 6 0 17 3 34 231
(7%) (24%) (30%) (11%) (2%) (3%) (0%) (7%) (1%) (15%)

Illustrations 1 1 0 0 0 23 2 8 0 2 37
(3%) (3%) (0%) (0%) (0%) (62%) (5%) (22%) (0%) (5%)

Screenshots 7 0 8 8 20 1 4 4 20 5 77
(9%) (0%) (10%) (10%) (26%) (1%) (5%) (5%) (26%) (6%)

Infographic 0 0 0 0 39 0 1 2 1 2 45
(0%) (0%) (0%) (0%) (87%) (0%) (2%) (4%) (2%) (4%)

Composite 3 3 4 3 0 25 15 5 1 0 59
(5%) (5%) (7%) (5%) (0%) (42%) (25%) (8%) (2%) (0%)

Quotes 2 0 0 1 0 1 6 6 0 0 16
(13%) (0%) (0%) (6%) (0%) (6%) (38%) (38%) (0%) (0%)

Poster 83 0 1 2 0 4 31 8 1 1 131
(63%) (0%) (1%) (2%) (0%) (3%) (24%) (6%) (1%) (1%)

Total 112 60 82 40 63 60 59 50 26 44

attitudes around membership in the EU or referred to
various 2005 EU Constitution referenda. While depic-
tions of citizen political activism were either pro-Europe
or spoke tomultiple policy issues in the ‘General’ sample
(20% of images in each mode), in the ‘Exit’ sample they
were almost exclusively mobilized to convey Eurosceptic
visual symbols (87%).

5. Discussion

This research set out to identify and quantify the for-
mats and modes of visual political communication mobi-
lized by Twitter users in the lead up to 2019 European
Parliamentary elections, and to determine if and how

these varied in relation to contentiousness of discourse.
Furthermore, our analysis sought to uncover the under-
lying themes conveyed through visuals. To this end,
we developed a rigorous, multi-step scheme for cate-
gorizing visual content based on a multilingual, cross-
case analysis of real-time Twitter data covering six
European language spheres—English, French, German,
Italian, Spanish and Swedish. Our findings underscore
that visualmedia played a central role in the Twitter polit-
ical discourse ahead of the 2019 European Parliamentary
Elections, both as a conduit for official campaigning
and candidate communications and for novel forms of
political expression and user-generated political content.
Three trends stand out from our analysis.

Table 4. Cross tabulations of visual and modal categories in ‘Exit’ sample (N, %).

Official Voting Campaign Citizen Political Satellite Other News Misc. &
Campaign Day Event Activism Polls Humor Campaign Political Reporting Spam Total

Photograph 24 24 36 9 0 0 1 16 1 8 119
(20%) (20%) (30%) (8%) (0%) (0%) (1%) (13%) (1%) (7%)

Illustrations 1 0 0 0 0 19 9 8 1 2 40
(3%) (0%) (0%) (0%) (0%) (48%) (23%) (20%) (3%) (5%)

Screenshots 3 0 3 3 1 0 1 6 27 1 45
(7%) (0%) (7%) (7%) (2%) (0%) (2%) (13%) (60%) (2%)

Infographic 0 0 1 0 5 11 2 2 1 0 22
(0%) (0%) (5%) (0%) (23%) (50%) (9%) (9%) (5%) (0%)

Composite 2 0 0 0 1 67 30 11 0 1 112
(2%) (0%) (0%) (0%) (1%) (60%) (27%) (10%) (0%) (1%)

Quotes 14 0 0 3 0 1 5 35 2 1 61
(23%) (0%) (0%) (5%) (0%) (2%) (8%) (57%) (3%) (2%)

Poster 87 0 0 0 0 0 12 2 0 1 102
(85%) (0%) (0%) (0%) (0%) (0%) (12%) (2%) (0%) (1%)

Total 131 24 40 15 7 98 60 80 32 14
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Table 5. Cross tabulations of visuals modes and themes in ‘General’ sample.

Pro- Populist General Multi- Security/
Europe Eurosceptic Anti-Elitism Extremism Election Economy Issue Terrorism Immigration

Official 4 13 0 1 0 4 24 0 4
Campaigning (4%) (12%) (0%) (1%) (0%) (4%) (21%) (0%) (4%)
Voting Day 1 0 0 0 0 0 0 0 0

(2%) (0%) (0%) (0%) (0%) (0%) (0%) (0%) (0%)
Campaign 3 0 0 0 3 0 1 0 0
Event (4%) (0%) (0%) (0%) (4%) (0%) (1%) (0%) (0%)
Citizen 8 1 1 2 0 1 8 1 0
Activism (20%) (3%) (3%) (5%) (0%) (3%) (20%) (3%) (0%)
Polls 0 1 0 0 60 0 0 0 0

(0%) (2%) (0%) (0%) (95%) (0%) (0%) (0%) (0%)
Political 8 5 3 2 10 1 10 2 1
Humor (13%) (8%) (5%) (3%) (17%) (2%) (17%) (3%) (2%)
Satellite 14 1 2 1 0 1 11 0 2
Campaigning (24%) (2%) (3%) (2%) (0%) (2%) (19%) (0%) (3%)
Other 2 0 3 0 0 0 3 0 0
Political (4%) (0%) (6%) (0%) (0%) (0%) (6%) (0%) (0%)
Reporting 0 0 2 1 14 1 6 0 1

(0%) (0%) (8%) (4%) (54%) (4%) (23%) (0%) (4%)
Misc./Spam 0 0 0 0 0 0 0 0 0

(0%) (0%) (0%) (0%) (0%) (0%) (0%) (0%) (0%)
Note: Number of images in each sample, followed by percentages of all images in the relevant mode.

Table 6. Cross tabulations of visuals modes and themes in ‘Exit’ sample.

Pro- Populist General Multi- Security/
Europe Eurosceptic Anti-Elitism Extremism Election Economy Issue Terrorism Immigration

Official 0 42 0 0 0 0 0 0 0
Campaigning (0%) (32%) (0%) (0%) (0%) (0%) (0%) (0%) (0%)
Voting Day 0 11 0 0 0 0 0 0 0

(0%) (46%) (0%) (0%) (0%) (0%) (0%) (0%) (0%)
Campaign 0 12 0 0 0 0 0 0 0
Event (0%) (30%) (0%) (0%) (0%) (0%) (0%) (0%) (0%)
Citizen Political 0 13 2 1 0 0 1 0 0
Activism (0%) (87%) (13%) (7%) (0%) (0%) (7%) (0%) (0%)
Polls 0 6 0 0 1 0 0 0 0

(0%) (86%) (0%) (0%) (14%) (0%) (0%) (0%) (0%)
Political 0 50 32 14 0 1 0 0 1
Humor (0%) (51%) (33%) (14%) (0%) (1%) (0%) (0%) (1%)
Satellite 0 52 5 3 0 0 1 0 1
Campaigning (0%) (87%) (8%) (5%) (0%) (0%) (2%) (0%) (2%)
Other 0 22 7 3 1 1 2 7 0
Political (0%) (28%) (9%) (4%) (1%) (1%) (3%) (9%) (0%)
Reporting 0 2 1 0 15 7 2 0 3

(0%) (6%) (3%) (0%) (47%) (22%) (6%) (0%) (9%)
Misc. & Spam 0 0 0 0 0 0 0 0 0

(0%) (0%) (0%) (0%) (0%) (0%) (0%) (0%) (0%)
Note: Number of images in each sample, followed by percentages of all images in the relevant mode.

Media and Communication, 2021, Volume 9, Issue 1, Pages 158–170 166

https://www.cogitatiopress.com


First, anti-European visuals, populist anti-elite mes-
sages, and to a lesser extent extremist content around
religion, were shared in substantial amounts ahead of
the elections. However, this content was largely dis-
jointed from the mainstream conversation about the
election on social media and confined to critical discus-
sions of the European project. Experts had expressed
concerns about the spread of extremist propaganda
and other forms of social media manipulation ahead
of the vote, notably around questions of immigration
(Dennison & Zerka, 2019). Contrary to these expecta-
tions, our data shows that extremist messaging predom-
inately revolved around anti-Semitic tropes and pointed
criticism of the purported Islamization of Europe.

Second, political humor emerged through our analy-
sis as a popular vessel for Eurosceptic and anti-elite
messaging in social media discourse, especially in the
contentious conversation surrounding EU membership.
Here, humorous visuals in the form memes, cartoons,
and drawings, were predominantly mobilized to make
ad populum arguments, attack political and economic
elites, and to a lesser extent relay extremist viewpoints.
These findings echo scholarship that flagged online polit-
ical humor as a ‘pipeline’ to radicalization and extrem-
ism (Munn, 2019; Phillips & Milner, 2017). Several schol-
ars also point out that memes, in-jokes, and political
trolling successfully mobilize user and algorithmic atten-
tion (Marwick & Lewis, 2017; Wu, 2017)

Third, at odds with growing concerns surrounding
the credibility and quality of political content circulat-
ing on social media, our data reveals that official cam-
paign communication from candidates and political par-
ties drove the largest proportion of visual traffic, both
in the mainstream conversation and in the conversa-
tion specifically related to leaving the EU. This evi-
dences the strong impact that traditional political actors
continue to have on public conversations around elec-
tions and on the visual content that users encounter
online. Traditional forms of political visuals like candidate
posters and brochures, or official photographs from the
campaign trail were widely shared on Twitter ahead of
the vote. Likewise, material from non-party campaigners
and ‘satellite’ (Dommett & Temple, 2018) issue groups
prevailed among Twitter users, embracing novel forms
of online political expression, such as annotated screen-
shots and remixed media, to campaign in support or
opposition to the EU as a single issue.

Our study presents several limitations that high-
light the need for further research. The first and
most evident one is the focus on a single platform,
Twitter. While Twitter remains a prime arena for polit-
ical communication—favored by a wide range of polit-
ical actors—electioneering typically takes place across
several social media platforms. Future research should
therefore investigate how the framework developed
here applies to more visual-centric platforms and their
unique affordances. Furthermore, by opting for topic-
based sampling, we are necessarily restricted in the kind

of claims we canmakewith respect to the political actors
behind these visuals. It will therefore be valuable for
future work to investigate how visuals are mobilized by
party actors as compared to private citizens through
actor-based sampling for instance. Lastly, by grounding
our analysis in real-time social media data our findings
are specific to both the temporal and socio-technical con-
texts in which they were collected. Studying visual infor-
mation on social media is, finally, an inherently versatile
exercise that must consider the multifaceted and chang-
ing nature of visuals as they develop over time. An inter-
esting area for future work, in this respect, will be to
further explore the link between the visual and textual
elements of social media images as they are assembled
and reworked throughmemetic practice, for example, to
move towards more multi-modal understandings of plat-
form vernaculars (Pearce et al., 2020). While there are
many ways of analyzing visual content and our approach
does not purport to be exhaustive, our analysis nonethe-
less provides a robust and situated look at visual polit-
ical content shared across multiple language spheres.
Rigorous classifications and thematic analyses of visual
social media are not only critical for assessing the qual-
ities and integrity of online political discourse, but also
for bringing forward evidence-based policy and platform
recommendations to effectively protect democratic free-
doms online.
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Abstract
In recent debates on offensive language in participatory online spaces, the term ‘hate speech’ has become especially
prominent. Originating from a legal context, the term usually refers to violent threats or expressions of prejudice against
particular groups on the basis of race, religion, or sexual orientation. However, due to its explicit reference to the emotion
of hate, it is also used more colloquially as a general label for any kind of negative expression. This ambiguity leads to
misunderstandings in discussions about hate speech and challenges its identification. To meet this challenge, this article
provides a modularized framework to differentiate various forms of hate speech and offensive language. On the basis
of this framework, we present a text annotation study of 5,031 user comments on the topic of immigration and refuge
posted inMarch 2019 on three German news sites, four Facebook pages, 13 YouTube channels, and one right-wing blog. An
in-depth analysis of these comments identifies various types of hate speech and offensive language targeting immigrants
and refugees. By exploring typical combinations of labeled attributes, we empirically map the variety of offensive language
in the subject area ranging from insults to calls for hate crimes, going beyond the common ‘hate/no-hate’ dichotomy found
in similar studies. The results are discussed with a focus on the grey area between hate speech and offensive language.
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1. Introduction

In recent years, the use of offensive language in participa-
tory online spaces has increasingly become the subject of
public debate and scientific research in many countries
(Keipi, Näsi, Oksanen, & Räsänen, 2017). Communication
and media scholars analyze this phenomenon using var-
ious terms such as ‘incivility’ (e.g., Coe, Kenski, & Rains,
2014), ‘flaming’ (e.g., Cho&Kwon, 2015), or ‘hate speech’
(e.g., Erjavec & Kovačič, 2012). In particular, the term
‘hate speech’ receives much attention as it has a long tra-
dition in a legal context where it is associated with hate
crimes, genocide, and crimes against humanity (Bleich,

2011). In this context, the term refers to violent threats
or expressions of prejudice against particular groups on
the basis of race, religion, or sexual orientation.

However, due to its explicit reference to the emo-
tion of hate (e.g., Brown, 2017a), ‘hate speech’ is also
understood as a term referring to the expression of
hatred (e.g., Post, 2009, p. 123). Accordingly, the term
is often used as a general label for various kinds of
negative expression by users, including insults and even
harsh criticism. This ambiguity leads to fundamental
misunderstandings in the discussion about hate speech
and challenges its identification, for example, in online
user comments (e.g., Davidson, Warmsley, Macy, &
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Weber, 2017). Against this background, we formulate
the following two research questions: How can we the-
oretically distinguish hate speech from neighboring con-
cepts (RQ1)? And how can we empirically distinguish var-
ious forms of hate speech and offensive language using
this theoretical framework (RQ2)? Answering these ques-
tions will allow for a more precise measurement of hate
speech and offensive language, not only in academic
research but also in practical content moderation and
community management.

To this end, we introduce a modularized theoretical
framework on the basis of which we can operationalize
the defining features of hate speech and other forms of
offensive language.Wewill first discuss challenges regard-
ing the definition of hate speech and review how hate
speech has been measured in content analyses so far.
We then present a new approach to operationalize hate
speech for the purpose of content analysis, combining
qualitative text annotation and standardized labeling, in
which hate speech is not directly identified by coders but
rather results from the combination of different charac-
teristics. This approach allows for quantitative description
as well as for in-depth analysis of the material. In this arti-
cle, we focus on the results of a qualitative content analy-
sis ofGermanuser comments postedon the topic of immi-
gration and refuge. The in-depth exploration of offensive
user comments in the sample shows that our modular-
ized approach allows us to go beyond the common ‘hate/
no-hate’ dichotomy and empirically map the variety of
hate speech and offensive language in the subject area.

2. Challenges in Defining Hate Speech

Hate speech is a complex phenomenon and defining
it is challenging in several ways. According to Andrew
Sellars, “any solution or methodology that purports to
present an easy answer to what hate speech is and how
it can be dealt with is simply not a product of careful
thinking” (Sellars, 2016, p. 5). An important point of dis-
agreement, for example, is the group reference of hate
speech: On the one hand, some definitions tie the phe-
nomenon to minority groups or list specific group char-
acteristics such as race, religion, gender, or sexual orien-
tation (e.g., Waltman & Mattheis, 2017). On the other
hand, some authors stress that hate speech can target
every possible group (e.g., Parekh, 2006).

From a theoretical perspective, there are three main
approaches in defining hate speech that each emphasize
different aspects: approaches that (1) refer to the inten-
tions behind hate speech; (2) address the perception and
possible damage of hate speech; and (3) focus on the con-
tent level and attempt to define hate speech by certain
content characteristics (Sellars, 2016, pp. 14–18). For
the purpose of content analysis, content-based defini-
tions seem to bemost appropriate. For example, Saleem,
Dillon, Benesch, and Ruths (2017) focus on speech con-
taining an expression of hatred and use the term ‘hate-
ful speech’ to emphasize the nuance. Bhikhu Parekh also

argues in favor of a content-based understanding and
defines ‘hate speech’ as speech that singles out individu-
als or groups on the basis of certain characteristics, stig-
matizes themandplaces themoutside of society; as such,
hate speech “implies hostility, rejection, a wish to harm
or destroy, a desire to get the target group out of one’s
way” (Parekh, 2006, p. 214).

Many scholars approach the heterogeneity of hate
speech with rather broad frameworks: For example,
Alexander Brown argues “that the term ‘hate speech’
is equivocal, that it denotes a family of meanings, for
which there is no one overarching precise definition
available” (Brown, 2017b, p. 562). He proposes a family
resemblances’ concept to address hate speech, that is,
a “network of similarities overlapping and criss-crossing”
(Brown, 2017b, p. 596). Using speech act theory and
its basic distinction between locutionary, illocutionary,
and perlocutionary speech acts, Sponholz (2017) dif-
ferentiates hateful speech, hate-fomenting speech, and
dangerous speech. The characteristic features of these
types are the content, the intent of the speaker, and
the context-dependent impact. However, they also differ
in respect to language: While hateful speech is typically
emotional and uses derogatory language (such as insults
or slurs), hate-fomenting speech tends to follow the
principles of rationality and reasoning (Sponholz, 2017,
pp. 3–5). Nevertheless, empirical studies are challenged
with in-between forms of these types, in which the emo-
tional and the rational side of hate speech “coexist to
varying degrees” (Keipi et al., 2017, p. 54).

Several authors stress that the emotion or attitude
of hatred is not necessarily an essential part of hate
speech. Moreover, hate speech can also be rooted, for
example, in (religious) beliefs, power relations, bore-
dom, attention-seeking, or negligence (Brown, 2017a).
That is why spontaneous and unconsidered forms of
hate speech can be expected particularly in participatory
online spaces (Brown, 2018, pp. 304–306).

Another problem with hate speech identification is
its overlap with neighboring concepts. Obviously, hate
speech is not the same as dislike or disapproval (Parekh,
2006). However, it is a challenge to consistently identify
hate speech and distinguish it from other forms of nega-
tive evaluation, since our understanding of hate speech
is shaped by changing societal norms, context, and inter-
pretation (Post, 2009; Saleem et al., 2017). This issue
becomes evident in low reliability scores for hate speech
identification reported in some studies, for example by
Ross et al. (2016).

Against this theoretical background, our framework
is based on a content-related understanding of hate
speech, which seems most appropriate for the pur-
pose of content analysis. In order to avoid assumptions
about the intentions of the speaker or possible conse-
quences of a given statement, we argue in favor of the
legal origins of the term ‘hate speech’ and focus on
discriminatory content and references to violence within
a given statement.
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3. Operationalizing Hate Speech for Content Analysis

In order to measure hate speech, the theoretical defini-
tions and dimensions have to be transferred into empir-
ically operable instructions for identifying and categoriz-
ing occurrences of the concept. To answer RQ1, in this
section we first review existing approaches of measuring
hate speech, before we develop our theoretical frame-
work to identify hate speech content in public communi-
cation in a multi-dimensional way.

3.1. Existing Approaches of Measuring Hate Speech

Contradicting the elaborate theoretical discussion of
hate speech, many empirical studies follow a ‘hate/
no-hate’ dichotomy when categorizing communication
content (e.g., Lingiardi et al., 2020). This applies also to
non-scientific classification, e.g., in the context of the
‘Network Enforcement Law’ in Germany, which forces
platform companies to identify and block “apparently
unlawful” content, including hate speech. Here, it is
solely the criterion of ‘unlawfulness’ that differentiates
hate speech from non-hate speech. As a result of this
approach, the number of identified (and blocked) items
is rather small, given the far-reaching guaranties of free
speech in western countries (Facebook, 2020) and does
not allow for many insights into the content dimen-
sion of hate speech. Thus, many studies in the field
avoid a formal law-based, narrow operationalization of
hate speech and operate with broader concepts such
as ‘incivility’ (Coe et al., 2014) or ‘negative speech’
(e.g., Ben-David & Matamoros-Fernández, 2016). A com-
mon approach to operationalize such general categories
for content analyses is the use of dictionaries that pro-
vide pre-categorizations of search terms (e.g., Cho &
Kwon, 2015) and that allow for more advanced manual
and automated coding of hateful content (e.g., Davidson
et al., 2017).

A more differentiated categorization of hate speech
can be provided by qualitative approaches (e.g., Ernst et
al., 2017), which have the capacity to identify multiple
aspects of hate speech and relate them to theoretical
dimensions in detail. However, qualitative analyses usu-
ally focus on in-depth analysis of specific cases and can-
not handle large bodies of text. An example of a multi-
dimensional approach to identifying and categorizing dif-
ferent levels of incivility and hate speech on a larger
scale following a quantitative approach is presented by
Bahador and Kerchner (2019). They applied a computer-
aided manual categorization model that ranked the
intensity of hate speech on a six-point scale, allowing
both for systematic analysis of larger amounts of text and
a differentiated recording of aspects of hate speech.

3.2. Introducing a New Approach

Following our theoretical argument, we developed a
flexible labeling scheme that measures three key ele-

ments of hate speech in text: First, the negative eval-
uation of a group as a whole, i.e., negative stereotyp-
ing, is one common element of many hate speech defi-
nitions (e.g., Parekh, 2006). For the purpose of our cod-
ing scheme, we define negative stereotyping as the attri-
bution of negatively connotated characteristics, roles,
or behaviors to the whole group or to individuals on
the basis of their group membership (see also, Trebbe,
Paasch-Colberg, Greyer, & Fehr, 2017).

Secondly, dehumanization is often singled out as one
element of hate speech (e.g., Bahador & Kerchner, 2019).
On the basis of this literature, we define statements
as dehumanization that equate or compare humans
with inanimate things (e.g., “scum” or “pack”), animals
(e.g., “rats”) or inhuman beings (e.g., “demons,” “vam-
pires”) or characterize humans as savage or animalistic
(see also, Maynard & Benesch, 2016). As such, dehuman-
ization is a form of negative stereotyping. However, we
agree with Bahador and Kerchner who argue that “dehu-
manization is a particularly extreme type of negative
characterization…and a well-established tool for justify-
ing political violence, and thus merits its own category”
(Bahador & Kerchner, 2019, p. 6).

Third, the expression of violence, harm, or killing
is another important element of hate speech (e.g.,
Bahador & Kerchner, 2019; Parekh, 2006). Our approach,
therefore, defines all statements as hate speech that jus-
tify, incite, or threaten physical violence against an indi-
vidual or a group or that justify, incite, or threaten the
killing of individuals or members of a group.

These three elements are measured independently
of each other in the sense that they can, but do not
have to, apply simultaneously to a comment in order
to qualify as hate speech. Thus, our approach allows
us to distinguish between forms of hate speech using
various combinations of these three elements. In this
respect, our approach differs from the scale developed
by Bahador and Kerchner (2019), which conceptual-
izes negative actions, negative characterization, demo-
nizing/dehumanization, violence, and death as different
points on a hate speech intensity scale. However, with
the help of the hate speech elements of our frame-
work and their various combinations, different types and
intensities of hate speech can be identified in the empir-
ical analysis.

For such an analysis, the use of offensive language
below the level of hate speech needs to be included, too.
Therefore, our coding scheme accounts for three differ-
ent forms of offensive language that are measured inde-
pendently of the three hate speech elements: insults and
slurs, degrading metaphors, and degrading wordplays.

4. Method

In order to both test this approach empirically and
answer our research questions, we conducted a struc-
tured text annotation of user comments on news about
immigration and refuge to Germany posted in March
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2019 in the comment sections of three German news
sites (Compact Magazin, Epoch Times, Focus Online),
one right-wing blog (PI news), four Facebook pages
(FOCUS Online, The Epoch Times, WELT, Zeit Online)
and 13 YouTube channels (ARTEde, BILD, COMPACTTV,
DW Deutsch, Epoch Times Deutsch, euronews (deutsch),
KenFM, Laut Gedacht, MrMarxismo, Oliver Flesch,
RT Deutsch, tagesschau, Tagesschlau). These sources
were selected on the basis of a preliminary study in
August 2018, which considered a much broader variety
of sources (8 news sites, 3 right-wing blogs, 7 Facebook
pages, 31 YouTube channels, and 1 Q&A platform) cho-
sen on the basis of their high reach, their relevance to the
public debate of immigration (indicated by the number
of user comments), and the variation in their discourse
architectures (i.e., comment section, discussion forum,
social media, Q&A platform). Following the results of
this preliminary study, we selected those sources that
contained most hate speech against refugees and immi-
grants in order to collect as much material as possible
for the following analysis. Accordingly, the sample is not
designed for a systematic comparison of hate speech in
different types of sources.

Using topic related search terms, these sources were
screened for articles and posts referring to the topic of
immigration and refuge capturing all related user com-
ments.We then randomly selected 178 articles and posts
with a total of 6,645 related user comments (for each
initial article or post the first up to 50 user comments)
for the subsequent analysis. This material was anno-
tated using the BRAT rapid annotation tool, a browser-
based software for structured text annotation (Stenetorp
et al., 2012).

The method of structured text annotation includes
that each text is examined for relevant words, sentences,
or sections (‘entities’), which are then selected and
labeled with predefined categories (‘entity attributes’).
Thus, this method is basically a combination of the induc-
tive identification of relevant text segments as we know
it from computer-assisted qualitative text analysis and
the assignment of codes to these text segments as we
know it from standardized content analysis. As such, it is
particularly helpful for content analysis as the classifica-
tion is explicitly related to specific parts of a text, which
are at the same time recorded for subsequent analysis.
This allows us to conduct both a standardized and a qual-
itative content analysis of the annotated user comments.

Both the methodological approach and our focus on
immigration and refuge to Germany were chosen due to
the broader research context of this study, which aims
at the automatization of detecting hate speech against
refugees and immigrants in German user comments. For
this reason, wewill first take a closer look at the situation
in Germany (see Section 4.1). While our methodological
approach is suitable for analyzing hate speech against
various groups (see Section 4.2), the results presented in
this article are limited to hate speech against refugees
and immigrants. This is not to say that only refugees

and immigrants are recently affected by hate speech in
Germany; anti-Semitic hate speech, for example, has dra-
matically increased again as well (Hänel, 2020; Schwarz-
Friesel, 2019). Nevertheless, we consider a focus on a
specific target group to be helpful in order to distinguish
hate speech from neighboring concepts.

4.1. Immigration and Refuge to Germany

The topic of immigration and refuge was chosen for our
case study as it has been heavily discussed in public
since 2015, when the German Chancellor Angela Merkel
decided to keep the state’s borders open and the num-
ber of refugees entering Germany rose sharply. Even
though the number of asylum applications dropped dras-
tically in 2017 and continues to decrease (Bundesamt für
Migration und Flüchtlinge, 2020), questions of immigra-
tion have repeatedly triggered heated political debates
in Germany in the following years and have long been
high on the media agenda (e.g., Krüger & Zapf-Schramm,
2019). The public opinion was increasingly divided on
the issue, and dissatisfaction with political institutions
and the processes that deal with it is widespread (Arlt,
Schumann, & Wolling, 2020).

This social division has become apparent, for exam-
ple, in anti-immigration protests (Bennhold, 2018), the
rise of the populist extreme right-wing party ‘Alternative
für Deutschland’ (Bennhold, 2018) and a growing mis-
trust regarding the accuracy of media coverage on
refugees (Arlt & Wolling, 2016). However, this issue is of
particular relevance as the growing online hate speech
against refugees and immigrants has been accompanied
by an increase in racist hate crimes against these groups
in Germany in recent years (Eddy, 2020; Hille, 2020).
Examples include the attacks in Hanau (February 2020),
Halle (October 2019) and Munich (June 2016) as well as
the murder of the Hessian politician Walter Lübcke, who
publicly supported liberal refugee politics (June 2019).
There is reason to believe that such hate crimes are ver-
bally prepared, socially backed, and ideologically legit-
imized by hate speech on far-right websites and forums,
but also on social media and in comment sections of
news websites (see e.g., Scholz, 2020).

4.2. Annotation Rules and Coding Scheme

On the basis of a detailed theory-based manual, three
trained coders annotated the user comments in our sam-
ple following three steps: First, the initial article or post
was read and checked for thematic relevance. The net
sample contains 135 relevant articles or posts with 5,031
corresponding user comments.

In the second step, all judgments of individuals or
groupswithin these commentswere identified and anno-
tated as ‘entities’ on a sentence level. Thereby, a judg-
ment is defined as a statement expressing an opinion or
an evaluation of the person/group by ascribing negative
characteristics, roles, or behavior to it. Such judgments
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can be recognized by attributions of adjectives, judgmen-
tal subjectivizations, the attribution of behavior that vio-
lates social standards, or by association with certain con-
sequences (e.g., damage). In addition to such explicit
judgments, the coders were also instructed to identify
and annotate implicit judgments, expressed by rhetori-
cal questions, ironic statements, or historical references.
In order to capture such implicit forms as validly as possi-
ble, themanual includes dimensions and examples taken
from a qualitative expert survey of German community
managers (Paasch-Colberg, Strippel, Laugwitz, Emmer, &
Trebbe, 2020), qualitative pre-coding and literature.

In the third step, all annotated judgments were fur-
ther qualified by attributing predefined labels to them,
such as the targets of judgment (e.g., politicians, journal-
ists/media, German citizens, right-wing groups, Muslims,
and refugees/immigrants) and the subject of judgment
(e.g., culture, sexuality or character/behavior). Judg-
ments that were attached to a specific group member-
ship (i.e., ethnicity, nationality, religion, gender, profes-
sion) and are thus stereotyping were labeled accordingly.
It was further specified whether a judgment includes a
dehumanization (as defined in Section 3.2) or a response
to the target group. Possible responses range from non-
violent forms (i.e., rejection) to violent forms (i.e., the
legitimization, threat or call for physical violence or killing
of the person/group).

Finally, the manual contains three attributes to spec-
ify different forms of offensive language, i.e., insults and
slurs, derogatory metaphors and comparisons as well as
derogatorywordplays. Themanual includes examples for
these forms of offensive language used in German user
comments, which were drawn primarily from the afore-
mentioned expert survey.

The context unit of the annotation of judgments in a
user comment were the news item or social media post-
ing and the preceding comments, i.e., the coders were
instructed to use textual references within this context
to identify judgments.

4.3. Data Analysis

A qualitative content analysis was conducted for all user
comments in the sample that contains at least one
element of hate speech or offensive language accord-
ing to our framework. The hate speech and offensive
language elements described in Section 3.2 were thus
used as deductive categories to pre-structure the mate-
rial. In the first step, the comments in these pre-set
categories were close-read in order to describe and
exemplify the categories as such. In the second step,
the analysis was focused on those comments that tar-
get refugees or other immigrants and segmented into
(1) comments that qualify as hate speech and (2) com-
ments that qualify as offensive language but not as hate
speech. These comments were then further explored
using the technique of structuring qualitative content
analysis according to Mayring (2015). This form of qual-

itative content analysis focuses on patterns and co-
occurrences of selected characteristics in the material
and aims at the description of different types in the
material (Mayring, 2015, pp. 103–106; Schreier, 2014).
To assure consistency, the material was close-read by
two researchers independently and inconsistencies were
resolved in discussing.

5. Results

In our sample of 5,031 user comments, 2,602 negative
judgments were identified. Hate speech was identified
in 25% of the judgments (n = 701) and, since a com-
ment can contain more than one judgment, in 11% of
the comments (n = 538). With regard to the three hate
speech elements, negative stereotyping is by far the
most frequent element. Every fifth judgment in our sam-
ple (n = 539) uses negative stereotypes while only 155
judgments (6%) dehumanize the target. Calls for violence
or death were identified even less frequently (n= 56 and
n = 57). The majority of judgments with hate speech are
targeting the group of refugees and immigrants.

Offensive language is more frequent in our sample
than hate speech. And if offensive language is used in a
comment, it is often used more than once: Offensive lan-
guage was identified in 16% of the comments (n = 796)
and 38% of the judgments (n = 1,070). About 60% of
these judgments use offensive language without qualify-
ing as hate speech according to our framework.

5.1. Describing Hate Speech in German User Comments
on Immigration and Refuge

The following sections present examples of user com-
ments that contain potentially offensive and upset-
ting terms, particularly racist and islamophobic. They
are solely used as examples to illustrate the results
of this research and do not reflect the views of the
authors in any way. The user comments were translated,
the German originals can be found in the supplemen-
tary document.

In a first step, we close-read the user comments to
illustrate in more depth how the three hate speech ele-
ments defined in Section 3.2 can be identified. This aims
at describing themain categories of our framework, illus-
trates them with examples and thus makes them appli-
cable for further analysis in the field. As Table 1 shows,
hate speech in our sample is expressed through differ-
ent kinds of rhetoric and can be identified by different
indicators. At the least extreme level, groups are nega-
tively stereotyped by referring to the average ormajority
of its members or by calling a behavior or role typical for
the group. Another form of stereotyping is to criticize the
behavior of a group as a negative deviation from suppos-
edly normal behavior.

Dehumanizing hate speech refers to humans as
things, animals, or other inhuman beings, considered
inferior, disgusting, or dangerous.
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Table 1. Description of hate speech elements.

Hate speech element Example (English translation)

Negative stereotyping

Referring to everybody, most people, or the “These newcomers are all potential killers, they pull out their knives on
average or typical person every little thing”
Social groups, religious groups, professional “Muslim and Black African, the recipe for murder and manslaughter”
roles, or nationalities are generalized
Critique is tied to the deviation of “Nowhere else in the world do criminal asylum seekers get so much
‘normality’ support and so many murderers can run free like they do here”

Dehumanization

Humans are equated as or compared to “Whoever takes the stuff out has to be well paid. What kind of sewer
inanimate things man digs in shit without proper pay?”
Humans are equated as or compared to “Unfortunately, the money is not enough to get rid of even a small
animals or inhuman beings portion of these parasites”

Violence and killing

Fantasies of violence/killing “Let the cops beat him until he’s crippled! Then fly him across the
desert and throw him out”

Violence/killing as only effective means “The only thing that helps is violence”
or remedy
Violence/killing as a right/appropriate “It would have been faster, cheaper and more sustainable to just
solution shoot him”
Specific calls for violence/killing “When all subjects are still in deep sleep, let’s blow up the asylum center!”

The user comments in the category ‘violence and
killing’ address a broad spectrum of violence, ranging
from general physical violence and more specific forms
such as sexual violence, violence in law enforcement,
extreme punishment (i. e., forced labor, torture), or
(civil) war to murder, suicide, deadly revenge, or death
penalty. Furthermore, the category includes violent fan-
tasies, rhetoric describing violence or killing as the only
effective means or the appropriate solution, and specific
calls for violent action or killing.

5.2. Mapping the Variety of Hate Speech and Offensive
Language towards Immigrants and Refugees

To answer RQ2, we then used our multi-dimensional
annotations to identify patterns by grouping the user
comments in our sample to general types. To derive the
types, the common occurrence of the labeled charac-
teristics (including the three hate speech elements and
forms of offensive language as defined in Section 3.2)
was examined. For those user comments that target
immigrants or refugees, five types of hate speech
emerged which partly build on each other, so that their
borders tend to be blurry; also, individual user comments
may recur to more than one type at once.

Racist othering: Key characteristics of this type are
an ‘us against them’-rhetoric and a sharp devaluation of
the designated out-group. At least implicitly, this type
is the basic motive of hate speech. The element of
negative stereotyping applies to all comments of this

type: Immigrants and refugees are negatively stereo-
typed (e.g., as lazy, stupid, rude), and framed as a burden
and imposition to the ingroup, as this example shows:
“Anyone who comes here to participate in what our fore-
fathers built, and their ancestors did not contribute any-
thing at all, is unwanted because he is only scrounging,
no matter what else he says or does.” The devaluation is
often associated with descriptions of an allegedly abnor-
mal sexual life, as in this example: “Illiterate Afros, Arabs,
and Afghanis have no access to women of their ethnicity
and consequently suffer a hormonal emergency.”

Racist criminalization: This type is a special form of
negative stereotyping, which focuses on the description
of immigrants and refugees as a threat. Crime is cultur-
ized and associated particularly with the male gender.
In this context, it is striking that the knife is coined as the
central tool of crime, shaping the image of an uncivilized
wild: “We live in hard times in which onemust constantly
count on getting a knife from foreigners, whowere raised
differently.” Forms of self-victimization are also identi-
fied, whereby the sexualmotif reappears as the narrative
of the threatened German woman: “These murderers,
rapists, and thieves fromMorocco, Algeria, orMauritania
cause the most damage to the population and are there-
fore Merkel’s darlings.”

Dehumanization: This type builds on the previous
types, but is characterized by an additional dehumaniza-
tion of the target group; in other words, comments of
this type are distinguished by the common presence of
the elements of negative stereotyping and dehumaniza-
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tion. Immigrants and refugees are compared or referred
to as non-human things or beings that are connoted
as inferior, disgusting or even dangerous, as this exam-
ple shows: “The scum from which the whole world pro-
tects itself is integrated into the social systems here.”
The second example is a hybrid of racist criminalization,
expressed through a play on the words criminal and
migrant, and dehumanization: “These Crimigrants are
predators. They lurk and choose their victims.”

Raging hate: User comments of this type are distin-
guished by the element of violence and killing. Physical
violence against immigrants and refugees or even their
death is legitimizedor demanded; other comments imply
fantasies of violence and killing as acts of revenge. Some
comments of this type also contain the element of dehu-
manization, as if to justify (lethal) violence. Further, this
type is characterized by the use of offensive language,
i. e., insults, which imply malice, cynicism, disgust, and
aggression: “That filthy mutt is still alive?”

Call for hate crimes: The main characteristic of this
type is the occurrence of the element of violence and
killing. However, in contrast to the type of raging hate,
this is done without the use of offensive language,
but in a distanced and calm form, as this example
shows: “The attacker should be shot, stabbed, or beaten
to death immediately. Another language is not under-
stood by Muslim Africans. Otherwise they understand:
Keep up the good work.” Calls for hate crimes often
use negative stereotyping (e. g., by criminalizing immi-
grants and refugees) and dehumanization as a justifying
rhetoric: “They should not be stoned, but fed to the lions.
Something like that must not live.”

We further analyzed the use of offensive language in
the user comments, to assess its role for the five types
of hate speech as well as the grey area that exists in
the demarcation of hate speech and offensive language.
The in-depth analysis showed that comments targeting
immigrants and refugees use different forms of offen-
sive language.

First, the target group is described with common
racial slurs and insults. User comments that contain racial
insults but none of the hate speech elements described
in Section 3.2 do not qualify as hate speech according
to our framework. However, they would do so on the
basis of other definitions in the literature (e.g., Saleem
et al., 2017). Thus, they are clearly sitting in a grey area
between hate speech and offensive language.

In addition, derogatory group labels are identified
that either use neologisms or wordplays. The distinction
between this form and common racial insults is tempo-
rary and fluent, as such, these labels can also be consid-
ered as a grey area. However, they are difficult to capture
in standardized approaches and require special knowl-
edge. The same holds for ironic group labels (e.g., “gold
pieces”) that are highly context-sensitive.

Another form of offensive language can be referred
to as distancing, as it denies refugees their legal status,
e.g., by using quotation marks (“so-called ‘refugees’”),

adjectives such as “alleged” or neologisms such as
“refugee actors.” Distancing can be understood as a pre-
liminary stage to racist othering. Finally, user comments
referring to immigrants and refugees also use common
insults (e.g., “wanker”) against themwithout referring to
the group of refugees as a whole. Therefore, this form
qualifies as incivility (in the sense of impoliteness) but
clearly not as hate speech.

Offensive language was found to be used in all hate
speech types, however, the type ‘call for hate crimes’
seems to be an exception to that.

6. Conclusions

In this article we developed a new approach to hate
speech definition and identification that aims at solving
some of the described challenges in the field of research
and goes beyond the common ‘hate/no-hate’ dichotomy.
To add more depth to the concept of hate speech and
answering RQ1, our theoretical approach first developed
a multi-dimensional understanding of the term based
on the dimensions of discriminatory content and refer-
ences to violence, which in the second step was mea-
sured using a set of independent labels. In contrast to
most existing studies in the field, hate speech thus could
be measured indirectly and in a multi-dimensional way.

In a structuring content analysis of user comments
targeting immigrants and refugees, we showed how this
approach allows an in-depth analysis of the character
of hate speech statements in a content analysis as well
as, in a second step, the development of distinct types
of hate speech that form a dark spectrum of discrimi-
nation and violence-related statements. Answering RQ2,
our approach captures recurring patterns of hate speech,
as identified and described in other qualitative studies,
and enables their standardized measurement: The types
of racist othering, racist criminalization, and dehuman-
ization correspond largely to some of the hate myths
identified by Waltman and Mattheis (2017) in hate nov-
els of US-American white supremacists. Dehumanization
and racist criminalization resemble closely some of
the justificatory hate speech mechanisms identified by
Maynard and Benesch (2016, pp. 80–82) in the context
of mass atrocities.

The results further show that two of the hate speech
types are characterized by a special relationship to lan-
guage and thus deepens our knowledge on the role of
offensive language for hate speech: While the use of
offensive language is constitutive for ‘raging hate,’ the
type ‘call for hate crimes’ is characterized by a quite
rational language. Hence, the empirical analysis supports
our argument that a deeper theoretical conceptualiza-
tion of hate speech and offensive language as two dis-
tinct dimensions allows for much more detailed insights
into the nature of this phenomenon.

Our case study is limited in several ways. Firstly, our
analysis addresses hate speech in user comments. While
this is a relevant perspective because most hate content
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emerges in this sphere, it is only one facet of the problem
of offensive language in participatory online discussions.
In order to better understand the dynamics of escalat-
ing discussions, future studies should therefore consider
the broader context and, for example, analyze discrim-
inatory speech in the discussed news pieces and social
media posts themselves.

Secondly, the analysis is not based on a represen-
tative set of sources, but biased by the right-wing
news sites and the right-wing blog selected for analy-
sis. Therefore, our typology can only be preliminary and
must be validated and quantified in further studies. Such
further empirical applications of our framework should
in particular consider the differences between different
types of sources systematically.

Thirdly, we limited our analysis to hate speech tar-
geting immigrants and refugees, as this seems to be par-
ticularly relevant against the background of recent hate
crimes in Germany (see Section 4.1). Nevertheless, the
question of what forms of hate speech are used to tar-
get other social groups should definitely be answered in
future studies.

Finally, capturing implicit forms of hate speech is
quite difficult. In order to prevent corresponding user
comments from being deleted directly, hate speech
is sometimes strategically disguised (e.g., Warner &
Hirschberg, 2012). Another challenge with regard to
right-wing blogs and websites in specific is the strategy
of right-wing extremists to use their websites for image
control and to avoid open racisms and calls for violence
(e.g., Gerstenfeld, Grant, & Chiang, 2003). Through a pre-
vious expert survey, we were able to supplement our
manual with many current examples of implicit hate
speech. However, this form of hate speech can change
significantly over time, which is why our manual at this
point is more of a snapshot that needs updating for
and through future research. Moreover, our framework
focuses on text and does not include forms of hate
speech expressed by non-textual communication, such
as memes for example.

Nevertheless, we argue that our framework provides
a sensitive tool to describe the prevalence of hate speech
in more detail than existing approaches, while also con-
sidering borderline cases and rhetoric that prepare hate
speech. This extended perspective on the phenomenon
of hate speech is promising to better understand esca-
lating dynamics in participatory online spaces and to
empirically test different counter-measures, for example.
This is of particular importance for practical social media
community and content management. When integrated
into existing (semi-)automated contentmanagement sys-
tems, such a tool that distinguishes between several
types and intensities of incivility and hate speech may
contribute to more adequate strategies of dealing with
disturbing content than many of the existing keyword-
based and binary ‘hate/no-hate’ systems. This is even
more important as simple deletion of ‘hate’-labeled post-
ings often raises concerns of censorship, particularly

when measurement is blurry and mistakenly covers also
non-hate speech content.

Finally, with reference to the various hate speech def-
initions in the literature, wewant to point out the flexibil-
ity of our approach: It can be adapted to answer specific
research questions and make different or broader hate
speech definitions operational for content analysis, e.g.,
definitions of ‘hateful speech’ that would include racial
insults but exclude the element of negative stereotyping.
By combining itwith surveys or experiments, the content-
related perspective of our approach can also be related
to other perspectives on hate speech in order to provide
additional insights, for example, into the interplay of text
characteristics and their perception by different popula-
tion groups.
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1. Introduction

In contemporary networked discussions, aggressive ver-
bal behavior is a widespread phenomenon. The ini-
tial optimism about the democratic potential of online
communicative milieus as new deliberative spaces
(Diakopoulos & Naaman, 2011) was replaced in the

2010s by a pessimistic perception of them as dominated
by trivia (Fuchs, 2017) as well as incivility, false infor-
mation, and hate speech, conceptualized as ‘dark par-
ticipation’ (Quandt, 2018). Aggressive speech has, for
years, been almost exclusively considered a negative phe-
nomenon worth detecting and filtering out, as aggres-
sion challenges the argumentative integrity of online
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discussions (Vollhardt, Coutin, Staub,Weiss, & Deflander,
2007) and their normatively understood democratic
quality (Cortese, 2006). In this capacity, it is simultane-
ously a digital threat of a non-political nature (Salter,
Kuehn, Berentson-Shaw, & Elliott, 2019) and a threat to
a rational and politically relevant public sphere (Miller &
Vaccari, 2020; Pfetsch, 2018).

So far, this view upon aggressive speech has been
challenged from several viewpoints. Thus, many works
have addressed the dilemma of ‘free speech vs. hate
speech’ (Hare & Weinstein, 2010; Howard, 2017;
Weinstein, 2017). This well-known debate, including how
hate speech and its being banned from public use relates
to equality, autonomy, and legitimacy, has been recon-
structedbyMassaro (1990) andWaldron (2012). As a rule,
bans on hate speech may be found in laws that prevent
group hate and promote inter-group tolerance (Waldron,
2012, p. 8). However, this line of debate does not, in
effect, challenge the understanding of aggressive speech
as a threat, and only a threat, to democratic discussion;
here, only the boundaries of what may be banned are
debated. Also, it does not address the issue of politically
motivated offensive language, as, in democracies, politi-
cal groups are not considered disadvantaged minorities.

Only a few studies have so far tackled the issue of
aggressive content as a form of individual/group empow-
erment or discussion fuel, while linguistic literature on
offensive speech points to its positive functions for the
speaker, such as release from tension or marking group
belonging. Burns (2008, p. 61) has stated that “this type
of linguistic behavior reflects and supports both the
successful functioning of societies and individuals.” This
might be especially true for restrictive political and legal
environments where various types of public offense are
prohibited by law and the political environment does not
givemuch space for voicing discontent. In these contexts,
dark participation could be a way to voice political dis-
sent and rebel against the hegemonic discourses of the
public sphere.

Our article aims at exploring the roles of aggressive
language in political discussions in a so-far heavily under-
researched context of countries with no sustainable
democratic tradition. For such a study, today’s Russia
represents a nearly perfect case. First, Russian society
and Russian public communication of the 2010s have
been fundamentally fragmented and increasingly polar-
ized (Bodrunova & Litvinenko, 2015). Scholars describe a
post-perestroika values-based division of the nation into
a dominant traditionalist majority and an outlier minor-
ity of a mostly liberal-oppositional stance (Berezuev &
Zvonareva, 2019), with a high level of mutual hostility.
This allows for the exploration of the phenomenon of
politically motivated hate speech. Second, the recent
tightening of the political regime has, inter alia, brought
along new bans on extremist speech, public swearing,
and offending civil servants, thus giving offensive lan-
guage the new connotation of an act of political disobe-
dience. Third, in addition to hate lexicons, Russian has a

highly developed obscene sublanguage (mat), the func-
tions of which go far beyond just expression of aggres-
sion, and which is even considered an “exceptionally
rich” “linguistic system in its own right” and “a special
genre of folk-art” (Dreizin & Priestly, 1982, p. 233–234).

Fourth, the Russian-speaking segment of Internet, or
Runet, grew intensely and remained relatively unregu-
lated for quite a long time before the mid-2010s (Vendil
Pallin, 2017). By 2020, Internet penetration in Russia has
reached 79% and was expected to exceed 100 million cit-
izens by the end of 2020 (data by Krivoshapko, 2020),
with 70.5% of people using mobile Internet (Elagina,
2020). On the one hand, since the mid-2000s, habits of
discussions free from any bans have formed in Runet
(Bodrunova, in press). To this day, Runet talk remains
largely unbound by legal limitations, and the afore-
mentioned restrictions introduced in the 2010s started
to have their impact only very recently. For over two
decades, Runet has served as a constellation of are-
nas in the online public sphere ‘parallel’ to the offline
media landscape dominated by pro-state and loyal actors
(Kiriya, 2014), including arenas with alternative agen-
das (Bodrunova & Litvinenko, 2015) and large publics
critical to leadership (Toepfl, 2020). On the other hand,
Runet is known for its platform-wide echo chambering
where, for example, Facebook is recognized as a liberal-
oppositional filter bubble (Bodrunova & Litvinenko,
2015), while, in some Twitter discussions, nationalist dis-
courses are dominant (Bodrunova, Blekanov, Smoliarova,
& Litvinenko, 2019). Scholars also documented radical-
ization of Russian-language online speech quite early
(Salimovsky & Ermakova, 2011).

Most studies of aggressive verbal behavior on Runet
have focused on how to conceptualize, detect, and filter
it out from ongoing or past online discussions (Koltsova,
2019). However, politicization of public swearing com-
bined with wide de-tabooing of mat by cultural com-
munities, the rural populace, and younger generations
calls for reassessment of the possible roles of aggressive
speech in political discussions. In particular, we ask what
roles different types of aggressive language play in Runet
political discussions.

For our enquiry, we use the case of Moscow protests
against non-admission of oppositional and independent
candidates to the elections of theMoscow city parliament
of July to September 2019. We have analyzed 77,847
comments under the most viewed YouTube videos on
this topic. We have assessed the roles of various types
of aggressive content in the dynamics of the discussion
by quantitative and qualitative instruments, including
Granger tests and interpretation of discussion histograms.

The remainder of the article is structured as fol-
lows. In Section 2, we reconstruct the relevant theo-
ries and contextual knowledge on YouTube discussions
in Russia. In Section 3, we pose the research questions
and hypotheses. In Section 4, we describe data collec-
tion, the sample, and research steps. Section 5 provides
the results and discussion, including the discovered roles
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of aggressive content. In the final section, we place the
results in the wider context of the dark participation and
communicative aggression studies.

2. Aggressive Speech in Runet Discussions: Theory
and Context

2.1. Communicative Aggression in Networked
Discussions: Only a Threat?

Scholars, lawyers, and public institutions have pro-
duced a myriad of definitions for verbal aggression,
hate speech, and other illegitimate ways of expression
(Brown, 2017a, 2017b). Many legal definitions, though,
are narrowed down by listing particular social groups
vulnerable to verbal hatred or aggressive beliefs, like
in case of anti-Semitism (see, for example, Council of
Europe, 1997, p. 107). As mentioned above, they do
not include groups defined by political views. However,
the rise of authoritarianism and polarization in many
countries demands an extension of the understanding of
aggressive speech online.

In our study, we use a wide definition of aggres-
sive speech by Cohen-Almagor (2011, p. 1): It is “bias-
motivated, hostile, malicious speech aimed at a person
or a group of people because of some of their actual
or perceived innate characteristics,” whichmight include
political groups. Here, we use the terms ‘[acts of] ver-
bal aggression’ and ‘aggressive speech’ interchangeably,
althoughwewell realize that aggressive speech is amani-
festation of aggression. In order to tailor this definition to
the focus of our research, we use two other approaches
that frame our understanding of aggressive speech.

First, for a formal definition of types of aggressive
communication, we use the concept of ‘communica-
tive aggression,’ as elaborated by Sidorov (2018). This
umbrella concept allows for systematizing various forms
of aggression in mediated communication. Following
Sidorov’s logic, we argue that distinguishable pragmatic
types of communicative aggression, such as cyberbul-
lying, virtual racism, political hate speech, or swearing,
link a certain speaker’s goal to a certain lexicon. Below,
we operationalize the types of communicative aggres-
sion relevant for conflictual political discussions. Second,
Parekh (2012), as cited and commented upon in Howard
(2017), provides criteria for differentiating communica-
tive aggression from political opinion, often also sharp
and provocative. Parekh (2012, p. 41) has noted that
hate speech “stigmatizes the target group by implicitly or
explicitly ascribing to it qualitieswidely regarded as unde-
sirable” and objectifies this group as a legitimate object
of hostility. This approach allows us to select, within
types of aggression, the lexical conglomerates linked to
undesirable objects, events, or features. This approach
also allows for distinction between verbal aggression
and expressions of anger and other negative emotions.
Undoubtedly, acts of verbal aggression are often used to
express anger and hatred, but not always: For instance,

an obscene lexicon that substitutes normal speech in
affective circumstances could express nearly any emo-
tion, from disappointment to puzzlement to even joy.
Our focus, thus, is not on emotions but on the speech
used for humiliation and offence.

The effects of hate speech on political discussions
have, so far, been almost exclusively assessed negatively
(Van Aken, Risch, Krestel, & Löser, 2018). However, in
certain contexts, aggressive content might help minori-
ties voice political dissent not heard otherwise. Before
the era of social networks, Delgado and Stefancic (1995)
claimed that, among students, expressions of hatredmay
spur substantial on-campus debates on social discrimina-
tion. Davidson, Warmsley, Macy, andWeber (2017) have
pointed to the possible use of potentially offensive lan-
guage in a positive sense in groups that face discrimina-
tion, such as the LGBTQ community.

With the rise of social networking platforms, the
issue of communicative aggression within them has
become sharp to an extent unprecedentedoffline,where
speech is not usually anonymized and detached from the
speaker. The freedom of ‘dark participation’ has become
part of a wider growth of dissonant public spheres
(Pfetsch, 2018) where users neither seek consensus nor
limit themselves by norms of public speech. The struc-
ture of such discussions has already been conceptualized
as affective (Papacharissi, 2015; that is, hardly rational
or reflexive, mostly highly emotional and quick to react)
and ad hoc (Bruns & Burgess, 2011), which may lead to
quick dissipation after the trigger event is over and does
not allow the commenting evolve into a meaningful dis-
cussion. However, it is exactly this state of the online dis-
course that calls for rethinking of the roles of aggressive
content within it. As stated above, it may allow users to
shape a wide variety of thoughts and feelings expressed
in rational discussions in another manner.

Aggressive content might also, presumably, influ-
ence discussion dynamics. Thus, Platonov and Svetlov
(2020) have found that negative posts on the social net-
work VK.comprovoke a larger number of comments than
neutral and positive ones. Our earlier works have shown
that anger and aggression in tweets might be related
to discussion intensity and pivotal turns in its topicality
(Bodrunova et al., 2020; Smoliarova, Bodrunova, Yakunin,
Blekanov, & Maksimov, 2019).

Given this, we might expect that aggressive speech
may play multiple (positive and negative) roles in online
discussions, for both its dynamics and content.

2.2. Aggressive Speech on Russian YouTube and the
Moscow Protests of 2019

2.2.1. Aggressive Language on Runet in the 2010s

Reassessment of aggression online might be especially
relevant for political cultures like Russia’s. As stated
above, relatively liberal regulation of online communica-
tion in the 2000s (Vendil Pallin, 2017) left room for both
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free political discussion and its radicalization. In Russia,
the rise of online radical, extremist, and nationalist
speech became a scholarly concern much earlier than in
most democratic countries (Etling et al., 2010; Kronhaus,
2012; Salimovsky & Ermakova, 2011). Widespread de-
tabooing of obscene language contributed to this pro-
cess. After the protests of 2011–2012 and the Ukrainian
crisis, a range of legal restrictions were introduced
(Litvinenko & Toepfl, 2019), and hundreds of legal cases
against online posting opened (Gabdulhakov, 2020).
Thus, in 2014, swear words were banned from use
in media and the arts (Federal Law, 2013; enacted in
2014). In 2016, the so-called ‘Yarovaya law package’ pro-
vided formal grounds for recognition of online speech
as extremist (Federal Law, 2016a, 2016b). In 2019, two
other laws expanded the ban of ‘disrespectful’ state-
ments about representatives of state power to include
online space (Federal Law, 2019a, 2019b). These laws
scaled up the range of instruments that could be used
by the elites to curb dissent online (Litvinenko & Toepfl,
2019). Despite this, the online discourse has largely
remained free of taboos.

In the 2010s, most English-language studies of
aggressive speech on Runetwere focused on inter-ethnic
hostility (Bodrunova, Koltsova, Koltcov, & Nikolenko,
2017; Koltsova, 2019) and online stigmatization prac-
tices (Dudina, Judina, & Platonov, 2019). Several criti-
cal studies have linked aggressive speech to activity of
pro-governmental trolls (Zvereva, 2020). In rare Russian-
language studies of verbal aggression online, authors
have mostly raised the issue of “degraded online talk”
(Salimovsky & Ermakova, 2011, p. 74), without empiri-
cally testing its possible functions in online discussions.
The linguo-pragmatic functions of obscene language
have been explored by linguists (up to 27 functions;
Havryliv, 2017; Zhel’vis, 1997). However, in none of these
studies has communicative aggression been linked to dis-
cussion dynamics or freedom of expression in a restric-
tive media environment.

2.2.2.Mat in Russian Culture and in Online Speech

In this context, the Russian swearing lexicon deserves
special attention: “Russia has an incredibly rich and ver-
satile swear sublanguage, called mat [emphasis added],
which is based on four key stems” (Pilkington, 2014;
see also Pluzer-Sarno, 2000), with several more stems
equally tabooed in public speech. Due to its inflective
nature, Russian provides these stems diverse opportuni-
ties to perform the functions of nouns, verbs, adjectives,
adverbs, and even interjections via the use of prefixes
and suffixes. As mat has undergone the strictest taboo-
ingwithin the Russian lexicon,we can expect that it bears
the highest level of aggression and, if used, changes
the discussion fabric. Similar to other languages, Russian
mat had experienced de-tabooing long before social net-
works were in place. In today’s oral and online speech,
swearing performs a variety of constructive pragmatic

functions, such as an increase of emotionality; release
from psychological tension, demonstration of relaxed-
ness and independence of the speaker; demonstration
of disregard to restrictions; marking in-group belonging,
etc. (Kosov, 2011, p. 37).

In today’s online speech, mat unites with politically
motivated hate speech, another under-explored type of
aggressive language. Their combination produces hybrid
pejorative neologisms directed at both political camps:
For example, towards the liberal-oppositional camp,
майданутый (maidanuty, or, in English, ‘f***ed in head
by the Ukrainian Maidan revolution’) and либераст
(liberast, that is, ‘liberal pederast’) are used, while
кремлядь (kremlyad, or ‘a prostitute from Kremlin’)
and пропагандон (propagandon, or ‘propagandistic con-
dom’) are used against the authorities and loyalist media.
These very neologisms are a sign of a politicization of
the obscene lexicon and mark the importance of both
obscene language and politically motivated hate speech
for online political discussions.

2.2.3. YouTube as an Alternative to TV: A Crossroads of
Polarized Opinions

We have chosen YouTube for our research because, in
the recent years, YouTube has moved to the front of
political communication in Russia. Since 2017, It has
been the third most popular Runet website, according to
Google Russia, with a monthly reach of 26% of Russians
(Polyakova, 2017). For Russians, YouTube has gradually
become an alternative to the state-dominated TV chan-
nels (Litvinenko, in press), with politics being one of the
popular topics.

A recent study of political discourse on Russian
YouTube during the 2018 presidential campaign has
shown that the ‘Popular’ section, featuring top Russian
YouTube videos, was dominated by oppositional actors
(Litvinenko, in press). The leading oppositional chan-
nels, like Navalny’s Alexey Navalny (with 3,94 million
subscribers) and Navalny LIVE (1,89 million subscribers);
pro-liberal independent media/journalist channels, like
VDud’ by Yury Dud’ (7,8 million), Alexey Pivovarov’s
Redaktsia (1,4 million), and TV Rain (1,37 million);
human-interest news vloggers like Roman Usachev (2,36
million); and critical political vloggers like Anatoly Shariy
(2,38 million) and kamikazedead (an estimated 1,5 mil-
lion of subscribers, as the actual figures are hidden) are
comparable in viewership to themain state-affiliated fed-
eral channels, like NTV (9,56 million), Pervy kanal (4,95
million), and Rossiya 1 (3,62 million) and outperform
many channels of national entertainment TV. Navalny’s
anti-corruption investigation published on YouTube in
2017 ‘Don’t call him Dimon’ (Navalny, 2017) gathered
more than 37,5 million views (as of January 2021) and
triggered nationwide street protests (Gorbachev, 2017).

Another advantage of YouTube is that, unlike
Facebook or VK.com, this platform has not yet been the
major focus of legal action against political activists. Also,
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Russian YouTube culture has been influenced by highly
popular rap battles where obscene and offensive speech
are core. As a result, Russian YouTube of the late 2010s
has grown into a freely speaking opinion crossroads with
a predomination of oppositional agenda and audience;
this constituted a suitable case for our research.

For our analysis, we have taken the case of the
Moscow protests of summer 2019, a vivid example
of polarization of Russian public communication. Non-
admission of oppositional and independent candidates
on ballots for the Moscow city parliament elections trig-
gered peaceful demonstrations in July 2019. They were
suppressed by police, which led to an escalation of the
conflict throughout August and September 2019. During
those months, videos featuring the riots were widely cir-
culated on YouTube and attracted a large number of com-
ments, politically split and manifestly aggressive.

3. Research Questions

In this article, we ask whether various types of commu-
nicative aggression play active roles in both the dynam-
ics and content of online political discussions. Here, in
general, our approach is of an exploratory nature; we ori-
ent to the multiple roles of obscene language but explore
whether other types of aggressive content may play simi-
lar roles.We follow the argument by Thelwall (2018), who
has argued for theuseof amixed-methodandexploration-
oriented approach for studies of YouTube comments.

In the following research question, we ask whether
various types of communicative aggression can spur dis-
cussions, what are the patterns of their appearance in
the course of discussions, and whether users tend to rad-
icalize individually and in discussion micro-clusters:

RQ1: Does communicative aggression affect discus-
sion dynamics?

Moreover, in the next research question, we askwhether
communicative aggression may be linked to democratic
functions of the public sphere, including fostering both
cross-groupdialogue and counter-publicity.Wealso have
in mind the above-mentioned functions of aggressive
speech, where one can distinguish between psycholog-
ical functions (like individual release of tension), social-
psychological functions (like marking belonging), and
political functions (like struggle for privilege or power):

RQ2: What roles do various types of communicative
aggression play in political discussions online?

4. Method and Sampling

4.1. Data Collection

For our analysis, we have chosen the comments under
the most popular YouTube videos about the Moscow
protests of 2019. To form a sample, we tried three strate-

gies: assessing the ‘Popular’ section, examining the pop-
ular political accounts, and searching by protest-related
keywords. As a result, we decided to focus not on
accounts but on individual videos, and have selected the
15 most popular videos in the search results for ‘Moscow
protests’ that reached over 100,000 views uploaded to
YouTube between July 27 (the start of the active phase of
the street protests) and September 8 (the election day).
Of those, two videos did not allow for comment upload:
Radio Liberty disabled comments, and comments for the
video by the oppositional news outlet Current Timewere
automatically blocked for download. Thus, we crawled
and downloaded the comments for 13 videos from ten
accounts, which resulted in 77,847 comments altogether,
the number of comments per video ranging from 538 to
more than42,400. This collection allowedus to gather the
most intense discussion fragments on the protests within
Russian social media and trace its dynamics over time.

4.2. Methods of Data Processing and Research Steps

4.2.1. (Re)Conceptualizing Aggressive Speech for
Conflictual Political Discussions

Following what was stated above, we first needed to con-
ceptualize the types of aggression and the lexical con-
glomerates within them for automated analysis. A pre-
liminary reading of over 3,000 posts in the dataset led
us to rejecting the usual types of aggression, includ-
ing cyberbullying, inter-ethnic hostility, and homopho-
bia, as they were not the focus of the discussion.
We have formulated four types of communicative aggres-
sion, all politically relevant and tabooed/prohibited
by law: 1) Humiliation, including politically motivated
hate speech and discriminative expressions—this type is
partly directed at authorities and police and, thus, might
fall under the law on offence of civil servants; 2) radical
political claims (similar to ‘Carthage must be destroyed’),
including calls for aggressive action against individuals
or groups—this is prohibited, as it may be considered
extremism or a call to overthrow the existing political sys-
tem; and 3) obscene language (mat and equally tabooed
lexemes), which is tabooed and prohibited by the law
against public swearing.

Then, we have further narrowed down our research
via assessing the possibilities for automated analysis.
We have found that, in over the 3,000 posts of the pre-
liminary study, the number of radical calls for action
amounted to only several dozen andwere very diverse in
lexical and grammatical terms; this was not enough even
for deep learning andwas only suitable for manual analy-
sis. Thus, politically motivated hate speech and obscene
language became our major focus.

4.2.2. Selection of the Lexicon for Automated Analysis

Out of the preliminary analysis, the following lexical
clusters were manually detected in obscene speech:
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mat with case endings; mat with flexions (nouns, pro-
nouns, verbs, adjectives, adverbs, etc.); lexemes tabooed
equally to mat, with flexions; mat altered not to break
the law (using *, @, ‘.,’ ‘$,’ etc.); euphemisms of mat;
and a lexicon of the lower body and defecation, which
is less tabooed.

The following lexical clustersweremanually detected
in politically motivated hate speech inside anti-state
discourse, pointing to: the police, in comparisons to
garbage, lapdogs of the regime, cosmonauts (due to the
uniforms), and the KGB; institutions, mostly the ‘United
Russia’ party and the State Duma; the regime, by compar-
ing its rule to that of theNazis, to the Tsarist gendarmerie,
and to organized crime (e.g., mafia); the state-affiliated
media as ‘purchasable’ or bot-like; and individual politi-
cians and their visual appearance.

The following lexical clusters were manually
detected in politically motivated hate speech inside anti-
opposition discourse: pejoratives of ‘liberal’ and ‘democ-
racy’ made via flexions and stem combinations; ‘fifth
column,’ the insider betrayers; diminutives and pejora-
tives formed out of the names of oppositional leaders
Alexey Navalny and Luybov Sobol; linking the opposi-
tion to the USA, its grant funding, and philanthropists
like George Soros; the Ukrainian pro-European Maidan
revolution of 2013; LGBTQ and gayropa (‘gay-favoring
Europe’); and slacktivism.

We also detected offensive lexicon addressed to both
political camps: markers of stupidity and ugliness, and
prison slang; and to other groups: ethnic pejoratives.

Pre-tests on detection of aggression showed that the
two latter groups were minor and did not play any signif-
icant role in the fabric of the discussion, while the three
former groups mattered. Thus, the last two groups were
excluded from further analysis.

The overall number of stems submitted to the stem
detector amounted to 286. Also, 216 of them potentially
contained flexions and case endings; thus, for the three
types of aggressive speech, the overall expected number
of lexical units was over 500.

4.2.3. Addressing the RQs

To assess the role of aggression in discussion dynam-
ics, we created the scripts to automatically detect the
selected lexicons in the dataset and marked the com-
ments as neutral, obscene, anti-state, or anti-opposition.
The cases where the lexicon originally directed against
the state or the opposition was used to form the oppo-
site meaning (e.g., sarcastic) were fewer than 2% for all
the videos; the commentswhere both anti-state and anti-
opposition lexicons were found were even fewer, which
shows that these lexicons are, indeed, markers of com-
menters’ distinct political positioning.

Then, we conducted Granger tests juxtaposing the
overall number of posts and the number of neutral posts
with the number of the following types of posts: aggres-
sive, obscene, politically aggressive, anti-state, and anti-

opposition, where ‘politically aggressive’ was anti-state
and anti-opposition combined. As the discussion was
intense for around four days in all the cases, three-day
and four-day periodswere selected for testing.We tested
one-hour, two-hour, and six-hour increments; in addition,
15-minute and 30-minute incrementswere tested for the
most commented-on videos. Altogether, 34 tests were
performed. For the Granger tests, the comments that
contained both anti-state and anti-opposition lexicons
were excluded from analysis.

To assess individual vs. micro-group patterns of pres-
ence of aggressive speech, we decided to go for linear
and interval histograms. While, for the Granger tests,
the posts were singled out independently, for the his-
tograms, we first singled out the posts with obscene
language, then those with anti-state claims, and then
those with anti-opposition claims; if the marking over-
lapped, the post was marked preferentially red, then yel-
low, then green. The number of overlapping posts, again,
never grew over 3% of all aggressive posts. Hourly steps
were introduced to demonstrate the discussion dynam-
ics. Axis x ranged theusers by timeof their first post; axis y
ranged the discussion in time. This allowed for assessing
individual and micro-group user speech in time.

RQ2 was addressed in a grounded-theory manner.
We did not pre-suppose any roles in advance, but were
orienting to the lists of possible functions of obscene
and aggressive speech mentioned above and our results
from RQ1.

5. Results

5.1. RQ1

The videos that happened to be in our collection
belonged to three types: foreign media in Russian (BBC
News, Euronews, DW, and a Ukrainian correspondent
in Moscow), Russian oppositional public political fig-
ures also active in media/online (Alexey Navalny, Maxim
Shevchenko), and activist channels focused mainly on
independent news production (My Protest, Mordor
Channel, and Superpower News). As stated above, we
have looked at whether aggressive posts fueled the sub-
sequent discussion—or whether aggression just grew
when the discussion itself grew, for which we used
Granger tests. The results are presented in Figures 1
and 2 (two-hour increment). They show that, in 12
cases out of 13, the dynamics of the discussion was
spurred by aggressive speech, and in 8 cases at least
to the medium level. In at least five cases out of 13,
this was not reciprocated—that is, if aggression grew or
fell, the number of subsequent posts grew or fell accord-
ingly. The videos showed different patterns of interac-
tion between aggression and the overall discussion, but,
in any case, we can make several conclusions.

Thus, both obscene and political aggression can play
the role of discussion fuel; but, when one does it, the
other is rarely involved. How aggression works seems
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Figure 1. The results of the Granger test (two-hour increment). Notes: ‘Direct effect’ appears when the number of aggres-
sive posts grows due to the overall growth of a discussion; ‘reverse effect’ appears when a discussion grows due to
growth of the number of aggressive posts. 1) Blue: direct effect; orange: reverse effect; grey: data too scarce for the test.
2) Weak: F < 10, 0.01 < p ≤ 0.05; medium: p = 0.001 ≤ p ≤ 0.01; strong: F > 10, 0.0001 ≤ p < 0.001; very strong: F > 10,
1e-12 < p < 0.0001.

to depend on two dimensions: author type and genre.
Thus, aggression clearly fuels discussion under commen-
taries by political activists (even if the size of the dis-
cussion under Navalny’s video makes the trend recipro-
cal), while under commentaries by foreign news media
both effects appear in weak tomedium state, and, under
news and the interview, the effects are clearly much less
sound. For political celebrities, discussion fuels aggres-
sion (again, reciprocated under Navalvy’s video)—that

is, the volume of the discussion matters. The smaller-
sample cases show that obscene language might be
provocative and bring on politically harsh speech, while,
in bigger discussions, this effect is overcome. Due to
scarcity, anti-liberal talk did not have an impact upon the
discussions, but, overall, aggression played a significant
role in how half of the discussions developed.

However, somewhat surprisingly, it is doubtful that
one can call the comment conglomerates ‘discussions.’
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Figure 2. The mixed effects of communicative aggression on the dynamics of the overall number of posts and the number of neutral posts (two-hour increment), accompanied by video
metadata. Note: Blue—direct effect; green—reciprocal (both direct and reverse) effect; orange—reverse effect; grey—data too scarce for the test.
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In the aforementioned histograms (Figures 3 and 4), we
reproduced the commenting patterns by showing each
user’s posts in time, to see if they commented multi-
ple times, and the intensity of the discussion by hourly
intervals. The histograms clearly point to the affective
and ad hoc nature of commenting, as, for all the dis-
cussions except Navalny’s (Figure 3), repeated comment-
ing is very rare (Figure 4). And, despite that, the fabric
of the discussions is imbued with aggression, regardless
of legal prohibitions; moreover, it rarely looks like an
exchange of offensive comments, but rather like expres-
sive ‘shouts to the air’ that condemn one of the political
sides. We have also spotted micro-outbursts of aggres-
sion in smaller cases (Figure 4, circled); in big discus-
sions, though, when individual users post multiple times
(Figure 3, circled), they are likely to be aggressive, but
when several users post simultaneously in a dynamic
micro-cluster (Figure 3, squared), they, against expecta-
tions, abandon aggressive discourse. Thus, users mostly
come to express to the author their aggressive support
and solidarity in condemnation, and they rarely address
their anger to fellow commenters; if engaged in further
talking, they talk non-aggressively.

5.2. RQ2

Beyond immediate expression of support and solidar-
ity, aggressive speech performs an array of functions

that tie together the affective nature of the discus-
sions and the outer context. The most evident func-
tion is, by nature, sociological, as use of politicized
obscene speech and pejoratives fosters political iden-
tities of the polarized camps sharply demarcating ‘us’
from ‘them’ (Van Dijk, 1993). This is already evident from
the anti-state and anti-opposition lexical conglomerates
described above, where an obscene lexicon intertwines
with political pejoratives to the extent of neologisms.
Additionally, a ‘normal’ group is put in open opposition
to a group marked as undesirable, in agreement with
Parekh (2012):

Cop mutts, they go against the people, shameful!!!

Every normal person disrespects rogues, thieves, and
organized criminal groups!

Police are the best. One must nip the white-stripe
coup d’état in the bud. Mercenary liberast beasts
should be jailed!

Destructive to potential consensus between political
antagonists, anti-state hate speech becomes a construc-
tive means of counter-public consolidation. Interestingly,
predominance of statements that favor oppositional dis-
course makes pro-state commenters, whose opinions
overwise dominate in the country, take a defensive tone:
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Figure 3. Interval histogram of the discussion, video 1: Individual aggressive vs. interactive neutral speech.
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Figure 4. Linear histogram, video 13: Micro-clusters of aggression.

[To Lyubov Sobol whose hunger strike is depicted in
the video] You think you put on glasses and got smart?
Stupid. Realize one thing: Russia will not lie under
your curators, even if you crap your pants together
with the [US] State Dept.! As for your rallies…in the
same Europe people like you are killed with fly swat-
ters….Who do you serve, evil forces?

I amnot going to prove anything. If you’re idiot enough
to be buying this whole show with Sobol’s hunger
strike, swollen Navalny, etc., it’s up to you, but don’t
change flags after your idols leave for other countries.

In contrast, for the pro-opposition speakers, the very use
of prohibited language may delineate a restriction-free
realm. In political terms, aggressive speech challenges
the hegemonic discourse (otherwise unchallengeable)
and seeks to protect a way of thinking. And this, to an
extent, is true for both political camps.

Via the use of particular metaphors in harsh lexicon,
aggressive critique puts the current political regime in
a row of national traumas from the 20th century, espe-
cially with World War II and the uncontrolled capital-
ism of the ‘frantic 1990s,’ united by the underlying refer-
ence to a dysfunctionality of the political scene captured
by force:

Occupation, Siege, Nazism.

A 100%OCG [organized criminal group] runs the show.
There are tops, and there are ‘thugs.’ Just the classic
nineties but on a national scale!

Anothermetaphorical line points to the issue of freedom
vs. excessive control:

In a concentration camp, there are no rights.

Democracy and freedom are the least of it. Russia has
been captured by Nazis!!!

Bandits in uniform. They do not protect the citizens;
they enslave them.

Anti-liberal speech, in its turn, radically addresses fears
of yet another system revolt: post-Cold War cleav-
ages in values, deep suspicion towards American and
European intentions, and post-imperial resentment.
Here, post-Maidan Ukraine is often posed as an example
of a country destroyed by a ‘color revolution,’ and, like-
wise, the 1990s are a symbol of poverty and instability:

Go on rallying! [The USA] State Dept. will be grate-
ful…1991 and 1993 forgotten? Moscow b****es!
Trying to sell Russia again? That time [it was] for jeans
and salami, and now what for?
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For a secondMaidan! For the return to the 1990s! For
hunger and destitution! Hurraaaaaaaa!!!!

While obscene language marks the emotion intensity, it
is exactly the aggressive political talk that is responsible
for contextualization—and, thus, for re-appropriation of
the right of political interpretation for both camps. Thus,
two types of aggression (obscene and political) support
each other in user posts. Moreover, in the absence of
sound public debate and chances for peaceful dissent,
aggressive ‘speaking out what is suppressed’ serves as
a way to vent anger. This, inter alia, can be beneficial
for the regime, as users who vent their anger online may
refrain from offline protest, as described by Toepfl (2020)
in his conceptualization of risks and benefits of critical
publics for autocracies.

Last but not least, we observed a high level of cre-
ativity in political use of tabooed language, from stem
fusion to ‘bleeping’ of prohibitedwords. Anopposition to
the sterile and deliberate official language, it marks the
grassroots, ingenuous, and censorship-free character of
political discussions online.

6. Discussion and Conclusion

In this article, we have challenged the view of commu-
nicative aggression online as a necessarily negativemeans
of disempowerment and de-legitimation.We have shown
that under-studied types of communicative aggression,
such as obscene language and politically motivated hate
speech, may not only escalate conflict in public debate
but, by contrast, also play constructive democratic roles
for individuals, groups, and discursive processes in a
restrictive political atmosphere. This includes expression
of support and solidarity, counter-public consolidation, re-
appropriation of rights to interpret historical context, and
manifestation of creativity and wit that opposes restric-
tions and official discourses. Some of these functions are,
of course, double-edged swords: Thus, consolidation of a
counter-public leads to widening gaps between it and the
wider public, and interpretation of context available for
both pro- and counter-establishment groups may poten-
tially lead to abuse of historical memory. However, such
elements of public deliberation are in any case more char-
acteristic of democratic contexts than of autocratic ones.
This is why we claim that one can speak of ‘construc-
tive aggression’ and differentiate it from destructive hate
speech and an obscene lexicon if it plays constructive
roles in public discussions; similarly, misinformation may
be shared online with constructive motivations (Metzger,
Flanagin, Mena, Jiang, & Wilson, 2021).

Our results have supported the claim that commu-
nicative aggression not only thrives within YouTube reac-
tions to oppositional videos but also fuels user talk.
We have spotted micro-outbursts of both aggression
(by newcomers) and neutral talk (by discussants), while,
in general, aggression was spread throughout the affec-
tive conglomerates of posts.

By analyzing the roles of aggressive content, we have
seen that it may play a significant role in the forma-
tion of ad hoc counter-publics around a politically polar-
izing issue in online discussions, even when the pat-
terns of user interaction reveal a disrupted public. It is
politically motivated hate speech that, at least partly,
forms the fabric of collective expression in comments.
We have explored how the personal-level functions of
aggressive speech, including mat, manifest themselves
on the group level and gain political relevance. In the
Russian case, communicative aggression is linked to
giving voice to political opposition, which is overwise
excluded from the mainstream discourse, and may fos-
ter counter-publics and offline action, as was the case
during the Russian protests of 2011–2012 (Bodrunova
& Litvinenko, 2015). This function of aggressive speech
is in line with the strand of research on agonistic pub-
lic spheres that emphasizes the importance of political
conflict and political voices ‘from the margins’ for pub-
lic deliberation (Dahlberg, 2007, p. 128). If, as in Russia,
offensive language is officially banned in the media,
using this kind of language per se might become a way
to challenge the hegemonic official discourses.

The limitations of our research come from its
exploratory nature, as well as from the limited number
of videos around which the core discussion evolved. But
even more, they stem from the nature of the discovered
publics, as the lack of interaction between commenters
prevents the use of, for example, social network analyt-
ics. Our findings support the idea of affective and disso-
nant publics, but partly re-interpret dissonance and ‘dark
participation’ as democratically functional. They also
point out to cumulative effects in online communication.

Our research shows that fighting aggressive speech
on global social media platforms can, inter alia, give auto-
crats a tool to curb political dissent online. It can also
mean depriving marginalized groups of the opportunity
to vent their anger, which may lead, instead of to the
expected harmonization of political communication, to
an escalation of violence, both online and offline. One
may ask how true this might be for democratic contexts;
this would be intriguing to explore in future research.
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Abstract
Onlinemedia offer unprecedented access to digital public spheres, largely enhancing users’ opportunities for participation
and providing new means for strengthening democratic discourse. At the same time, the last decades have demonstrated
that online discourses are often characterised by so-called ‘dark participation’ the spreading of lies and incivility. Using
‘problematic behaviour theory’ as framework and focusing on incivility as a specific form of dark participation, this article
investigates the role of users’ personal characteristics, media use, and online experiences in relation to offensive and hate-
ful online behaviour. Using a random-quota survey of the German population, we explored how dark personality traits,
political attitudes and emotions, the frequency and spaces of online-media use, and users’ experiences with both civil and
uncivil online discourses predicted participants own uncivil behaviour, such as posting, sharing, or liking uncivil content.
We found that 46% of the participants who had witnessed incivility in the last three months also engaged in uncivil partici-
pation. A hierarchical logistic regression analysis showed that incivility was associated with manipulative personality traits
as measured by the dark triad, right-wing populist voting intentions, and frequent social-media use. Experiences with both
civil comments and hate speech predicted higher levels of uncivil participation. The strongest predictor was participants’
personal experiences with online victimisation. Overall, the results confirmed that dark participation in the sense of uncivil
engagement results from the interplay of personality traits, an online environment that allows for deviant engagement,
and, most importantly, participants’ experiences in said environment.
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dark participation; dark triad; hate speech; incivility; offensive speech; personality; political anger; problematic behaviour
theory; social media; victimisation
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1. Introduction

Online media provide unprecedented access to digital
public spheres. While the eased access to digital pub-
lic spheres offers new possibilities for deliberative par-
ticipation (Shane, 2004), it also provides new opportu-
nities for so-called ‘dark participation’ (Quandt, 2018,
p. 36), norm transgressing forms of online engage-

ment, which includes acts such as spreading disinforma-
tion and/or uncivil and hateful content. Most citizens
in Western democracies report experiences of online
incivility (Geschke, Klaßen, Quent, & Richter, 2019).
Witnessing online hate contributes to political polarisa-
tion (Hwang, Kim, & Huh, 2014), jars social trust (Näsi,
Räsänen, Hawdon, Holkeri, & Oksanen, 2015), fuels dis-
crimination (Hsueh, Yogeeswaran, & Malinen, 2015),
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and reduces pro-social activities addressing minorities
(Ziegele, Koehler, & Weber, 2018). So far, comparably
little is known about the factors motivating individuals’
uncivil online behaviour. Our study aims to fill this gap.
Using Germany, the first country in the world with a legal
framework for dealing with deviant online engagement
(the so-called network enforcement act), as context and
data from a random-quota survey (N = 5000), we aimed
to answer the following overarching question:Which fac-
tors motivate uncivil participation?

2. Dark Participation and Incivility

Dark participation describes an online setting whereby
(a) wicked actors (individuals, groups, and state actors),
driven by (b) sinister strategical, tactical, or “pure evil”
(Quandt, 2018, p. 41) motives, attack (c) despised
objects/targets either directly or indirectly with the aim
of (d) manipulating different audience(s). In broader
terms, dark participation can be understood as norm-
transgressing participation that violates either the
norms of civil discourse (i.e., by name-calling or using
racial slurs) or honesty (i.e., by spreading falsehoods).
Our study focuses on the first type of dark participa-
tion: incivility.

Incivility is a “notoriously difficult term to define”
(Coe, Kenski, & Rains, 2014, p. 660). While there is a
consensus that incivility can be understood as norm-
transgressing communication (Kenski, Coe, & Rains,
2020; Mutz, 2015; Papacharissi, 2004), it is less clear
which norms are being transgressed. At least two types
of norms need to be distinguished: norms related
to interpersonal communication and norms related to
intergroup communication. Muddiman (2017) refers to
these two types as transgressions of personal norms—
“Communication that violates the norms of politeness”
(Mutz, 2015, p. 6)—and transgressions of public norms—
messages that “threaten a collective founded on demo-
cratic norms” (Papacharissi, 2004, p. 271). Gagliardone
et al. (2016, p. 19) suggested labelling the first type as
‘offensive speech,’ often studied under labels like ‘flam-
ing’ (e.g., O’Sullivan & Flanagin, 2003), ‘trolling’ (Buckels,
Trapnell, & Paulhus, 2014), or ‘cyber-bullying’ (e.g., Festl,
2016; van Geel, Goemans, Toprak, & Vedder, 2017), and
the second type as ‘hate speech’ (Silva, Mondal, Correa,
Benevenuto, & Weber, 2016) intersecting with phenom-
ena such as discrimination, racism, or ‘group-focussed
enmity’ and sometimes characterized as ‘harmful’ or
‘dangerous speech’ (for an overview, see Kümpel &
Rieger, 2019), a distinction we will also use throughout
this article.

Complicating the definition of incivility further,
online norms are context-dependent (Coe et al., 2014).
What is considered acceptable on message boards like
4Chan (Hine et al., 2016) might be inappropriate in a
public Facebook group. Plus, as O’Sullivan and Flanagin
(2003) argue, there is a sender, a receiver, and an
observer perspective involved in detecting norm viola-

tions. Messages can be intentionally norm-transgressing
or not and can be classified as such by an observer or the
target. Consequently, “Incivility is verymuch in the eye of
the beholder” (Herbst, 2010, p. 3). Finally, incivility uses
multiple channels. Although much research has focused
on text-based incivility (e.g., Stroud, 2010), uncivil com-
munication can also use images as well as audio or video
material (Kümpel & Rieger, 2019).

With this context in mind, the current article focuses
on uncivil participation that (a) entails offensive speech
and hate speech, (b) in online media channels using dif-
ferent forms (e.g., video or text), and (c) is perceived
as mocking or attacking the target by the perpetrator
(though might not be intended to harm).

3. Problematic Behaviour Theory and Uncivil
Participation

Jessor’s problematic behaviour theory (1991; Jessor &
Jessor, 1977) argues that norm-transgressing behaviour,
such as uncivil participation, results from the inter-
play between a person’s characteristics, his or her envi-
ronment, and, most importantly, that person’s percep-
tions of said environment. Traditionally, problematic
behaviour theory distinguishes the following three sys-
tems: the ‘personality system’ (including beliefs and atti-
tudes); the ‘environmental system’ (including the ‘social
system,’ such as one’s peers or parents); the ‘perceived
environment’ (i.e., the norms within that system); which
all influence a forth system, namely the ‘behaviour sys-
tem,’ which involves a covariation of different norm-
transgressing problematic behaviours. The theory has
been developed and employed mostly in the context
of (adolescent) norm-deviances (e.g., alcohol abuse as
examined in Hays, Stacy, & di Matteo, 1987; for a review
of the theories’ application, see Jessor, 2017), but there
is also scholarship arguing that problematic behaviour
theory provides a useful perspective on online behaviour
(De Leo & Wulfert, 2013; Lee, Kim, Hong, & Marsack-
Topolewski, 2019).

Most of the scholarship on problematic behaviour
theory employed a developmental perspective, under-
lining the role of family values and peers. However,
scholarship on online incivility suggests that personal-
ity and the perceived environmental system are valu-
able organising structures for adults’ online behaviour
as well. In a recent overview, Kümpel and Rieger (2019)
have identified two main drivers of uncivil online dis-
courses: the characteristics of the sender (e.g., their per-
sonality, attitudes, and emotions) and the online envi-
ronment (e.g., the attention-driven social-media logic).
In addition, theories of computer-mediated communica-
tion, such as the ‘social identity deindividuation’ frame-
work (Postmes, Spears, & Lea, 1998), have argued that
perceptions of the online realm matter for behaviour in
that realm. Accordingly, we will review prior research on
incivility by using an adapted version of the problematic
behaviour theory and distinguishing between variables
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related to the personality system, participants’ social
online environment, and their experiences in and percep-
tions of this environment.

3.1. The Personality System

3.1.1. Dark Personality

Norm-transgressing behaviour has been frequently asso-
ciated with the so-called ‘dark triad.’ The dark triad
describes three sub-clinical forms of offensive person-
alities: ‘narcissism,’ ‘Machiavellianism,’ and ‘psychopa-
thy’ (Paulhus & Williams, 2002). Although all three
covary, they are not superimposable. Narcissists are
characterised by grandiosity perceptions, a belief in
their own superiority (Paulhus & Williams, 2002), social
manipulativeness and a lack of empathy (Raskin &
Hall, 1981). Machiavellianism involves manipulative and
cold behaviour and psychopathy impulsive and thrill-
seeking behaviour by individuals showing reduced lev-
els of empathy and anxiety (Paulhus & Williams, 2002).
The dark triad is associated with uncivil forms of
behaviour (Kurek, Jose, & Stuart, 2019), such as trolling
(Buckels et al., 2014) and bullying (van Geel et al., 2017).
However, Koban Stein, Eckhardt, and Ohler (2018) found
no statistically significant association between the dark
triad and intentions to comment in an uncivil manner.
We thus formulated our first research question openly:

RQ1. Does the dark triad predict uncivil participation?

3.1.2. Political Attitudes and Political Emotions

In a series of interviews with users who produce hate
speech, Erjavec and Kovačič (2012) identified ideologi-
cal motivations, like defending one’s ingroup against a
perceived enemy, as the core characteristics of a certain
type of uncivil actors, the so-called “believers.” For the
current study, we focused on the following three aspects
of ideological motivations: ‘political ideology’ and polit-
ical frustration as indicated by participants’ ‘political
anger’ and their feelings of ‘political inefficacy’ (i.e.,
the feeling that they are unable to influence political
decision-making processes using norm-consistent forms
of participation). Both anger and inefficacy have been
linked to norm-deviant behaviour in collective-action
research (Becker & Tausch, 2015).

For political ideology, we looked at the extremity of
political leanings and voting intentions. Extreme politi-
cal leanings correlate strongly with partisan identifica-
tion and reflect a polarisation of attitudes (Jost, 2017).
Polarisation, in turn, is correlated with uncivil partici-
pation (Suhay, Blackwell, Roche, & Bruggeman, 2015).
We thus formulated the following hypothesis:

H1. The extremity of political attitudes predicts higher
levels of uncivil participation.

In addition to extreme political leanings, right-leaning
audiences could be particularly prone to uncivil dis-
courses. US data show that conservatives generally eval-
uate hateful posts as being less disturbing than do
the democrats (Costello, Hawdon, Bernatzky, & Mendes,
2019). Although this lack of sensitivity might be related
to white male republicans being less seldomly attacked
online, conservatives are also more single-minded and
have grown more extreme over time, arguing for under-
lying ideological asymmetries (Jost, 2017). In Germany’s
multi-party system, incivility has been linked to follow-
ers of the right-wing party ‘Alternative for Germany,’ AfD
(Kreißel, Ebner, Urban, & Guhl, 2018) and right-leaning
politicians (Jaki & Smedt, 2019), although there are also
isolated incidents of conservative politicians contribut-
ing to uncivil discourses—for instance, the current state
president of Bavaria, Markus Söder, derogated refugees
as “asylum tourists” in 2018 (for a media report, see dpa,
2018). We thus formulated the following hypothesis:

H2. Voters of right-wing populists and conserva-
tive parties are more likely to engage in uncivil
participation.

Expressions of incivility (e.g., the use of slurs, see
Coe et al., 2014) tend to mirror expressions of anger.
According to the cognitive-functionalmodel of emotions,
anger arises from demeaning offenses or goal-blockage,
creating a sense of injustice and motivating retributive
action (cf. Nabi, 2002). It is thus not surprising that
anger fuels users’ incivility (Gervais, 2016). Although the
relationship between incivility and anger is most obvi-
ous in offensive speech, Fischer, Halperin, Canetti, and
Jasini (2018) have argued that anger is also function-
ally related to hate. Like anger, hate emerges when a
situation is perceived as being unjust and powerful fig-
ures are perceived as responsible for the anger-evoking
state.We thus expected that anger, more precisely anger
against the government, might be associatedwith uncivil
participation more generally:

H3. Political anger predicts higher levels of uncivil
participation.

Related to this assumption, we expected that perceived
political inefficacy also plays a role in fuelling incivilities.
People who perceive themselves as inefficient in a politi-
cal system are less likely to engage in normative political
behaviours, such as voting (Finkel, 1985), andmore likely
to engage in norm-deviant forms of participation (Becker
& Tausch, 2015). We thus expected that people who felt
unable to influence political conditions would be more
likely to express themselves in an uncivil manner:

H4. Perceived political inefficacy predicts higher levels
of uncivil participation.
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3.2. The Social Environment

As our research focused on online incivility, we first and
foremost focused on the online realm as the relevant
‘social-environmental’ system (Jessor, 2014). More time
spent online and the use of specific social media formats
is associated with a higher likelihood of encountering
uncivil content (Barnidge, Kim, Sherrill, Luknar, & Zhang.,
2019; Koban et al., 2018; Oksanen, Hawdon, Holkeri,
Näsi, & Räsänen 2014), making it plausible that this is
also the case with uncivil behaviour. Hence, we formu-
lated the following hypothesis:

H5. Frequent use of online media, particularly
of social media, predicts higher levels of uncivil
participation.

Besides the mere time spent online, concrete virtual
spaces are also likely shape uncivil online behaviour.
In their examination of adolescents’ contact points
with specifically harsh forms of incivility, extremism,
Reinemann, Ninierza, Fawzi, Riesmeyer, and Neumann
(2019) found that social-networking sites are the largest
contact point. However, little is known about the
specific social-networking sites that people use to
act uncivilly. Therefore, we formulated the following
research question:

RQ2. Which social-networking sites are associated
with uncivil participation?

3.3. The Perceived Environment

Problematic behaviour theory assumes that environ-
mental norms guide behaviour. As the social-identity

de-individuation model argues, this can be particularly
true for online media (Postmes et al., 1998). We thus
expected that observing civil online behaviour would be
associated with less uncivil participation and observing
incivility with more uncivil participation. Observing civil
interactions might even reduce the impact of incivility by
breaking ‘hate norms.’ Evidence supporting this expecta-
tion comes from research showing that counter-speech
can re-civilise online discourses (Garland, Ghazi-Zahedi,
Young, Hébert-Dufresne, & Galesic, 2020; Ziegele, Jost,
Frieß, & Naab, 2019). Overall, we formulated the follow-
ing two hypotheses:

H6. Exposure to civil speech predicts lower levels of
uncivil participation.

H7. Exposure to uncivil speech predicts higher levels
of uncivil participation.

Research using the problematic behaviour theory to
explain (cyber-)bullying showed that being a victim is
a strong predictor for future aggression. Although one
might argue that being victimized can lead to a variety
of outcomes, research onmedia violence has shown that
victimisation (e.g., through parental aggression or abuse)
is a crucial factor in predicting violent behaviour (e.g.,
Ferguson et al., 2008). Victimised andbullied children are
likely to become aggressors themselves, although some
do escape the spiral of aggression (Davis, Ingram,Merrin,
& Espelage, 2020). We thus predicted the following:

H8. Personal victimisation predicts higher levels of
uncivil participation.

Figure 1 summarises our assumptions.

Uncivil participation

• Dark personality
• Political ideology
• Political frustration

Personality System

• Internet use
• Social media use
• Social networking sites

Social Environment:
Online Media

• Civil participation
• Uncivil participation
• Personal victimization

Perceived Environment:
(un-) civil norms and
experiences

Figure 1. Predictors of uncivil online behaviour.
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4. Methods and Measurements

The data for this study were collected by Kantar Emnid
via a random-quota web-based survey during the first
two weeks of September 2017. The questions of inter-
est were embedded in a larger survey covering socio-
demographics,media use, personality traits, experiences
with different types of online content, political atti-
tudes, and voting intentions. Our analysis focuses on
the variables theoretically hypothesised to motivate
uncivil participation.

4.1. Sample

A total of 5,000 individuals finished the survey, represent-
ing the German population in terms of age, gender, and
region. As it is typical for online surveys, the sample pop-
ulation was slightly more educated than the general pop-
ulation, corresponding to the overall larger online activ-
ity by those with a higher formal education (Statistisches
Bundesamt, 2020). Aswewere interested in participants’
behavioural responses to uncivil material, only the par-
ticipants who had witnessed at least one type of uncivil
user-generated content (i.e., hate speech or offensive
speech) were included in the main analysis (n = 2,968,
59% of the entire sample). This selection was neces-
sary as we asked participants whether they liked, shared,
and created uncivil online content that had encountered
(see section 4.2.4). As only 0.05% of the participants
stated that they had created uncivil content without
witnessing it, we are confident that our selection did,
indeed, narrow down the sample of interest. The analy-
sed subsample was largely comparable to the overall
sample, although the participants who had witnessed
uncivility reported higher levels of political anger, were
less likely to have a low educational status or income,
and reported higher levels of online media use, match-
ing prior research about factors leading to hate speech
exposure (e.g., Costello,Barret-Fox, Bernatzky, Hawdon,
& Mendes, 2020).

4.2. Measurements

4.2.1. Personality System Variables

We measured the dark triad using the 9-item German
short-scale by Küfner, Dufner, and Back (2014). The
scale is a psychometrically optimised and translated ver-
sion of the international Dirty Dozen scale (Webster
& Jonason, 2013), which has been demonstrated to
have good structure, internal consistency, and stability
(Küfner et al., 2014). Three items measured everyday
psychopathy (e.g., “I tend to not feel remorse”), narcis-
sism (e.g., “I tend to want to be admired by others”) and
Marchiavellism (“I deceived and lied to get my way”),
respectively. To ensure consistency across the survey, all
items were answered using 5-point scales (1 = “abso-
lutely does not apply,” 5 = “absolutely applies”).

We measured political ideology by combining par-
ticipants’ attitudes and extremity of political leanings.
Political attitudes were measured via participants’ vot-
ing intentions for either of the large parties running for
government at that time. Extreme political leaningswere
measured by coding the distance to the scale mean of
the political ideology scale, resulting in a new 5-point
scale (0 = “non-extreme,” encompassing former values
5 and 6, 4 = “extreme,” encompassing former values 1
and 10).

We measured political anger using three items mod-
elled after Stürmer and Simon (2009), using the following
questions “How angry/furious/irritated are you about
the politics of the current government?” We measured
political inefficacy using two items from Zick, Küppers,
and Hövermann (2011): “Politicians do not care about
people likeme” and “People likeme have no control over
what the government does.” All items were answered on
a 5-point scale.

We further controlled for gender, age, education,
income, and—due to large political differences between
the former Eastern andWestern parts of Germanywhere
the study took place—region.

4.2.2. Social-Environment Variables

We measured participants’ engagement with the online
environment by asking participants about how much
time they spent using the Internet in a normal week
(hours and minutes) and their subjective social media
usage (1 = “never,” 5 = “always”). Furthermore, we
provided the participants with a list of the most promi-
nent social-networking sites in Germany (Schröder,
2016)—Facebook, Odnoklassniki, Twitter, Instagram,
VKontakte, Pinterest, Tumblr, Reddit, LinkedIn, and
Xing—and asked whether they had a social media
account that they used at least occasionally (dummy
coded: 1 = active user, 0 = non-user). Tables 1 and 2
summarise the descriptives.

4.2.3. Perceived-Environment Variables

Before asking the participants about their experiences
with civil and uncivil participation, we explained our def-
inition of user-generated content using the following
statement:

The next step is about your experiences with user-
generated content on the Internet in the last three
months. User-generated content is everything that
private individuals publish on the Internet. This can
include text, images, or videos, for example in social
media, on websites, or in the comment sections of
online newspapers.

We then asked the participants about their experiences
with different forms of participation, always using a
5-point scale (1 = “never,” 5 = “at least once per day”).
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Table 1. Descriptives and reliabilities for parametric variables.

𝛼 M SD

Age — 42.57 15.9
Machiavellianism .77 1.98 0.92
Psychopathy .82 1.91 0.93
Narcissism .87 2.28 1
Extreme political leanings — 1.05 1.24
Political anger .95 3.27 1.11
Political inefficacy .79 3.51 1.07
Internet use per day (in hrs) — 2.4 2.43
Social-media use — 3.97 1.33

Civil participation was measured with a single item:

Some user-generated content discusses political and
social issues in an objective and helpful way. How
often have you seen such contributions, pictures, or
videos on political or social topics on the Internet in
the last three months?

Incivility as offensive speech (explained as “user-
generated content [that] mocks or attacks someone
personally, insults, or abuses him or her”) and as hate
speech (“user-generated content [that] attacks some-

one because he or she belongs to a certain group”)
were measured using multiple items. Offensive speech
was divided into personal victimisation and observed
attacks on other users, journalists, or politicians. Hate
speech was measured via attacks on people based on
their gender, sexual orientation, skin colour, religion or
nationality, political attitude, relationship with refugees,
relationship with nature and animals (e.g., their diet),
and fandom. A polychoric factor analysis identified three
underlying factors, jointly explaining 83% of the vari-
ance. All items measuring hate speech loaded onto the
first factor (Cronbach’s 𝛼 = .97), and all items measuring

Table 2. Frequencies for dummy-coded categorical variables.

Yes %

Male 1,622 51.4
East German 392 12.4
Low education 1,399 44
High education 756 24
Low income 1,399 44.3
High income 769 25.1
Facebook 2,217 77.9
Odnaklassniki 113 3.97
Twitter 600 19
VKontakte 108 3.79
Instagram 816 28.7
Pinterest 631 20
Tumblr 191 6.71
Reddit 129 4.53
LinkedIn 296 10.4
Xing 517 18.2
Alternative for Germany (AFD) voter 349 11.7
Christian Democratic Union (CDU) 517 17.3
Christian Social Union (CSU) voter 123 4.12
Social Democratic Party (SPD) voter 519 16.35
Green voter 194 6.5
Left voter 337 11.3
Free Democratic Party (FDP) voter 216 5.36
Witnessed civic participation 2,753 87.3
Witnessed offensive speech 2,692 85.3
Witnessed hate speech 2,902 100
Personally victimised 887 28.1
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observed offensive speech loaded onto the second fac-
tor (Cronbach’s 𝛼 = .94). Personal victimisation was the
only item loading onto the third factor, although it also
loaded onto the second one. As this pattern was com-
patible with our theoretical assumptions that observing
incivility has a different impact on the individual com-
pared to experiencing victimisation oneself (see also
Geschke et al., 2019), we used personal victimisation as
a single item for the subsequent analyses. As the distri-
bution for all exposure items was u-shaped, we formed
dummy-coded variables representing exposure.

4.2.4. Uncivil Participation

Based on research that recommends behaviour-based
measures for norm-transgressing online behaviour to
reduce social-desirability bias (Festl, 2016), we asked the
participants, “If you take all the comments together that
mock, insult, abuse, or threaten someone, how often in
the last three months did you” followed by eights state-
ments representing positive responses to uncivil con-
tent (“evaluate such posts, images, or videos positively
[e.g., via “likes” or positive comments]?) and negative
reactions (e.g., “reported such a post, image, or video”).
A polychoric factor analysis identified four underlying fac-
tors, explaining 81% of the variance.

Our study focuses on uncivil participation, such as lik-
ing, sharing, or producing uncivil content. All items rep-
resenting this kind of behaviour loaded onto the same
factor (44% variance explanation, Cronbach’s 𝛼 = .96).
The other three factors were countering (two items,
“disliking” and “commenting,” 19% variance explanation,
Cronbach’s 𝛼 = .90), ignoring (one item, 14%), and avoid-
ing (one item, 5%). Two items (“reporting” and “con-
suming”) showed cross-loadings and were thus excluded
from the scale construction. Although our article focuses
only on factors associated with uncivil participation, the
inclusion of negative responses allowed us to provide a
more natural image of the behavioral options in the cur-
rent media environment.

As the distribution for the single uncivil behaviours
and the sum score of the factor was highly positively
skewed andmean aggregation didmisrepresent such dis-
tributions, we dummy-coded whether participants had
engaged in uncivil behaviour for the following analy-
ses. Overall, 46% of those who had seen uncivil content
admitted amplification (corresponding to roughly one
quarter of the overall population when those who had
never seen any kind of incivility and were accordingly
not able to “like” or “share” this kind of material were
also considered.

5. Results

5.1. Analytical Approach

We used R (Version 3.5.1; R Core Team, 2018) for all
our analyses. 7% of the variables had at least one miss-

ing value. Based on preliminary inspections, missing val-
ues were treated as missing at random and imputed
using theMissForest algorithm.MissForest is an iterative
imputation procedure based on the random forest algo-
rithm (Stekhoven& Buehlmann, 2012). All analyses were
based on this imputed data set. To account for the differ-
ent scale levels, parametric variablesweremean-centred
before the main analysis.

5.2. Preliminary Analyses

A preliminary inspection of the zero-order correlations
found no statistically significant associations between
uncivil participation and the German region, low income,
or low education (see Table 3), and we removed these
variables from the subsequent analyses. As income and
education were perfectly correlated (see Supplementary
File, Table A), we included only high education in the next
step to avoid multi-collinearity.

5.3. Main Analysis

We tested our hypotheses using a logistic hierarchical
regression analysis. Parametric variables were mean-
centred. The variables of the personality system were
entered first. Block 1 included the socio-demographics
and Block 2 the dark triad. Block 3 included political ide-
ology (i.e., voting intentions and extreme political lean-
ings) and Block 4 political frustration (anger and ineffi-
cacy). The variables related to the online environment
were entered in Block 5, and the variables related to the
perceived environment in Block 6.

As all blocks reached statistical significance, we
focused on the last block to evaluate our hypotheses.
This allowed us to examine all predictor variables in
concert, thus reflecting the logic underlying problem-
atic behaviour theory (Jessor, 1991). Block 6 explained
34% of the variance. All socio-demographic control vari-
ables failed to reach statistical significance. Answering
RQ1, the dark personality traits Machiavellianism and
psychopathy, though not narcissism, were associated
with a higher likelihood of uncivil participation. Extreme
political leanings did not predict uncivil participation (H1)
but, partially confirming H2, intentions to vote for the
AfD did. Voting for conservative parties (CDU and CSU)
did not predict uncivil participation, and neither did polit-
ical anger (H3) or political inefficacy (H4). Although gen-
eral Internet use was not predictive of uncivil participa-
tion, the subjective frequency of social media use and
using VKontakte were (H5, RQ2). Surprisingly, observ-
ing civic participation was positively related to uncivil
participation (H6). Observing offensive speech was not
related to uncivil participation, but experiences of both
hate speech (H7) and personal victimisation increased
the likelihood of uncivil participation (H8). Table 4 shows
the results of this last block. The full table is pro-
vided in the Supplementary File (see Table B in the
Supplementary File).
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Table 3. Correlates of uncivil participation.

Pearson correlation with uncivil participation

Socio-demographics Age −0.20**
Male 0.07**
Low formal education −0.01
High formal education −0.05*
Low income −0.01
High income −0.04*
East Germany −0.01

Personality system Machiavellianism 0.33**
Psychopathy 0.33**
Narcissism 0.24**
AFD 0.08**
CDU −0.02
CSU −0.01
SPD 0.02
Green −0.01
Left −0.01
FDP −0.01
Extreme political leanings 0.01
Political anger 0.11**
Political inefficacy 0.01

Social-environment variables Internet use per day −0.03
Social-media use 0.12**
Facebook 0.09**
Odnoklassniki 0.14**
Twitter 0.12**
VKontakte 0.17**
Instagram 0.17**
Pinterest 0.08**
Tumblr 0.14**
Reddit 0.16**
Xing 0.11**
Linkedin 0.11**

Perceived environment Civil speech 0.15**
Offensive speech 0.05**
Hate speech 0.28**
Victimisation 0.39**

Notes: *** p < 0.001, ** p ≤ 0.01, * p < 0.05.

6. Discussion

Our study examined uncivil participation from a
problem-behaviour perspective. In line with problematic
behaviour theory (Jessor, 1991; Jessor & Jessor, 1977),
uncivil participation was predicted by a combination of
the participants’ ‘personality system,’ the online ‘social
system,’ and participants’ experiences in and percep-
tions of this online realm (see Figure 1).

First, our data showed that uncivil participation,
when measured by behavioural indicators, is much more
frequent than direct questions regarding hate-spreading
suggest (Isenberg, 2019). Nearly half of those who had

witnessed incivility had contributed to its spread, corre-
sponding to roughly one quarter of the German online
users. As the data for this study were collected in
2017, the concrete percentagesmust be interpretedwith
care. Nevertheless, long-term comparisons show that
Germanswitnessedmore hate speech in 2020 than three
years earlier (Landesanstalt für Medien NRW, 2020).
In light of the observed relationship between witness-
ing hate speech and uncivil participation, our results can
thus be considered a conservative estimate for uncivil
participation in 2020. Although our measure of uncivil
behaviours included both mild and more severe forms
of attacks against others—and the most extreme attacks
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Table 4. Hierarchical logistic regression analysis, Block 6.

B SE OR LL UL

Intercept −2.00 0.23 *** 0.14 0.09 0.21
Age −0.01 0.00 0.99 0.99 1.00
Male 0.18 0.10 1.19 0.98 1.45
High education −0.17 0.11 0.84 0.68 1.04
Machiavellianism 0.30 0.07 *** 1.35 1.17 1.55
Psychopathy 0.29 0.07 *** 1.33 1.17 1.52
Narcissism 0.04 0.06 1.04 0.93 1.17
AFD 0.41 0.16 ** 1.51 1.10 2.06
CDU 0.04 0.15 1.04 0.78 1.38
CSU −0.04 0.24 0.96 0.60 1.53
SPD 0.20 0.14 1.22 0.92 1.61
Green 0.05 0.19 1.05 0.72 1.52
Left 0.09 0.17 1.09 0.79 1.53
FDP −0.07 0.19 0.94 0.65 1.34
Extreme political leanings −0.02 0.04 0.98 0.91 1.06
Political anger 0.10 0.05 1.11 1.00 1.23
Political inefficacy 0.04 0.05 1.04 0.94 1.14
Internet use (hrs/d) −0.02 0.02 0.98 0.95 1.02
Social-media use 0.13 0.05 *** 1.14 1.04 1.25
Facebook 0.01 0.12 1.01 0.80 1.29
Odnoklassniki 0.29 0.34 1.34 0.69 2.64
Twitter −0.08 0.12 0.92 0.72 1.17
Vkontakte 1.04 0.40 ** 2.83 1.33 6.57
Instagram 0.19 0.12 1.21 0.96 1.52
Pinterest 0.05 0.12 1.05 0.83 1.32
Tumblr −0.09 0.24 0.91 0.58 1.45
Reddit 0.35 0.33 1.42 0.76 2.76
Xing 0.23 0.14 1.26 0.96 1.65
LinkedIn −0.07 0.19 0.93 0.64 1.35
Civic speech 0.46 0.15 *** 1.59 1.18 2.16
Offensive speech 0.02 0.14 1.02 0.77 1.35
Hate speech 1.04 0.12 *** 2.83 2.26 3.55
Victimisation 1.23 0.10 *** 3.42 2.78 4.20

Nagelkerke’s Pseudo-R2 0.34***
Notes. *** p < 0.001, ** p ≤ 0.01, * p < 0.05.

are usually being driven by very few users (Kreißel et al.,
2018)—our results show the larger context in which inci-
vility flourishes.

The association between users’ personal characteris-
tics and uncivil participation was overall relatively weak.
In line with prior research about dark personalities’
uncivil behaviour (Kurek et al., 2019), we found that psy-
chopathy and Machiavellianism increased self-reported
uncivil participation (RQ1), whereas narcissism did not.
When participants scored one scale point above average
on the dark triad, they were roughly 20% more likely to
engage in uncivil participation. This modest effect size
could also explain why other studies with fewer partic-
ipants failed to find a link between the dark triad and
uncivil participation intentions (Koban et al., 2018).

In line with prior research linking the spread of unci-
vility and hate in Germany to the AfD (Kreißel et al.,

2018), the participants intending to vote for AfD were
50% more likely to report uncivil participation (H2).
We did not find any statistically significant associations
between uncivil participation and the intention to vote
for any of the other major parties. In contrast to prior
correlational studies (Suhay et al., 2015), extreme politi-
cal leanings were not linked to uncivil participation (H1),
suggesting that incivility, at least in Germany, is asymmet-
rically more compatible with right-wing as compared to
(extreme) left-wing ideologies.

We did not observe a statistically significant link
between participants’ feelings of political anger (H3) or
political inefficacy (H4) and uncivil participation. Uncivil
participation, at least in our sample, cannot be under-
stood as a participation driven by feelings of anger
and inefficacy towards the political system. Notably,
prior research found that incivility by an opposing
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party does create anger, consequently fuelling incivil-
ity (Gervais, 2016, 2019); therefore, a more nuanced
understanding of the roots of political anger and its
effects on uncivil online discourses would be a valuable
avenue for future research.

In line with prior research (Costello et al., 2019;
Koban et al., 2018; Oksanen et al., 2014), we found
that social-media use (H5) was associated with uncivil
participation, whereas general Internet use was
not. Particularly users of the Russian-based network
VKontakte, which has gained public attention for having
lax moderation rules and hosting ultra-right-wing con-
tent (Udupa et al., 2020), reported uncivil participation
in our study, suggesting that such platforms might be
an attractive environment for those engaging in uncivil
participation (RQ2).

Only partially confirming our expectations, experi-
ences with both uncivil (H7) but also civil speech (H6)
predicted higher levels of uncivil participation, although
the effect for hate speech was substantially stronger.
Participants who witnessed civil speech were 1.5 times
more likely to report uncivil participation, but those who
had noted hate speech were nearly three times as likely
to report engaging in uncivil behaviour online. In line
with prior research on bullying (Lee et al., 2019) and
studies on the toxic effects of having been victimised
(Davis et al., 2020), the participants who had been per-
sonally victimised were 3.4 times as likely to report
uncivil participation (H8) compared to those without
such experiences.

Taken together, our data add to the theoretical
understanding of uncivil participation in numerous ways.
First of all, our study confirmed the central assump-
tion of problematic behaviour theory for norm-deviant
online behaviour, showing that the ‘personality system,’
the online environment, and the experiences within this
environment jointly contribute to uncivil participation.
Regarding the ‘personality system,’ our data did not find
meaningful associations between uncivil participation
and extreme political leanings, political anger, or politi-
cal inefficacy. Overall, uncivil participation in the German
population was not driven by these motives. We did,
however, find uncivil participation to be rooted in sin-
ister personality traits and to be prevalent among right-
leaning voters.

With regard to the digital ‘social system,’ general
Internet use did not increase the likelihood of uncivil
participation, while social media was associated with
uncivil participation. We did not find a statistically sig-
nificant association between observing offensive speech
and uncivil participation. Instead, the toxic effects of
incivility were mostly related to hate speech—that is,
to violations of ‘public norms’ that are foundational
to a democratic society as Muddiman (2017) has sum-
marised the matter. Although offensive speech can trig-
ger nasty replies (Ziegele, Jost, Bohrmann, & Heinbach,
2018), our data show that hate speech is the kind of dis-
course that is likely to erode civil discussion norms (see

Papacharissi, 2004, for a similar argument) and might
need counterstrategies. Noteworthy, counter-measures
such as removing content thereby must be carefully
balanced against values of free speech (Masullo Chen,
Muddiman, Wilner, Pariser, & Stroud, 2019).

When it comes to concrete steps to counter hate
speech, our results suggest that interventions need to
account for both users’ personalities and their online
environments. At the level of the ‘personality system,’
our results are compatible with the argument that empa-
thy might prevent the spread of incivility (Bilewicz &
Soral, 2020). Diminished empathy is the defining char-
acteristic of the dark-triad personalities (Paulhus &
Williams, 2002; Raskin & Hall, 1981), and fostering empa-
thy can improve prejudiced intergroup attitudes (Batson
& Ahmad, 2009). Fostering empathy thus seems to be a
promising approach to fighting the roots of incivility at
the level of the ‘personality system.’

At the same time, the strongest predictors for uncivil
participation were related to the ‘social system’ and
the participants’ experiences therein. Using social media
sites known to tolerate hateful rhetoric and experi-
encing hate speech and personal attacks substantially
increased the likelihood of reporting uncivil participation.
Therefore, our data underline the need for proprietors of
online spaces and platforms to care for the spaces they
provide. Research has shown that community manage-
ment upholding civil norms can be a valuable strategy to
accomplish this (Ziegele, Jost, et al., 2018; Ziegele, Jost,
Frieß, & Naab, 2019).

6.1. Limitations and Further Research Directions

Our study had several limitations that must be consid-
ered. First, we focused on Germany, a country where
harsh forms of incivility are legally sanctioned. The gen-
eralisation of our findings to other cultural contexts is a
question for future research. Second, we used a cross-
sectional design. Although this allowed us to collect
a sample large enough to detect uncivil participation,
the reported associations cannot be interpreted causally.
Even when we think that it is most plausible that, for
instance, personality predicts behaviour, long-term mea-
surements are needed to disentangle the direction of
the relationships reported in our study. Furthermore, our
sample was slightly more educated than the general pop-
ulation. Although this reflects a typical online public and
is thus suitable to study online incivility, future research
on the roots of incivility amongst those with lower lev-
els of formal education would be worthwhile. Finally, we
focusedon self-reported behaviours. Althoughour preva-
lence rates by far exceed prior work using definition-
based approaches, supporting the notion that behaviour-
based approaches might be less susceptible to social-
desirability biases (Festl, 2016), it would be beneficial if
future research were to combine our findings with obser-
vational data.
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6.2. Conclusion

Overall, our study confirmed the central assumption of
problematic behaviour theory for uncivil participation,
showing that the ‘personality system,’ the online envi-
ronment, and the experiences therein jointly contribute
to our understanding of norm-transgressing dark par-
ticipation. As such, we have provided unique empirical
evidence for the ongoing debate about addressing the
downsides of participatory online media by highlighting
the factors that contribute to the spread of incivility.
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Abstract
Dark participation is and should be an essential concept for scholars, students and beyond, considering how widespread
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mentary engages with the contributions to this timely thematic issue, which advance scholarship into dark participation
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research into four main areas: 1) the motivations that drive dark participation behaviors by individuals and coordinated
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3) how news publishers, journalists, fact-checkers, platform companies and authorities are dealing with dark participation;
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1. Introduction

The moment a person decides to engage with digital or
social media, and billions have globally, they enter an
online world filled with information and opportunities
and also various forms of dark participation. Individuals
as well as more coordinated groups and organizations
use social media platforms for various forms of dark par-
ticipation, such as media manipulation, misinformation,
hate speech and online harassment. These in turn con-
nect with several important aspects of dark participa-
tion, such as actors, reasons, objects/targets, audiences
and processes.

In his original article featured in a 2018 Media and
Communication thematic issue, Quandt (2018) prob-
lematized the intersections of journalism and publica-
tion participation via digital technologies and advanced
the concept dark participation. This is a valuable con-
cept that can guide empirical research and makes for

an important and timely theme for a thematic issue
entering the 2020’s. This thematic issue makes a sub-
stantial advancement of knowledge into some more
specific areas of dark participation. Altogether, the the-
matic issue consists of 10 original articles, authored or
co-authored by highly respected scholars. The call for
papers sought for diverse contributions from all corners
of theworld, including efforts to engage theGlobal South.
Notwithstanding such efforts, all submissions must go
through rigorous peer-review, and in the end the articles
meeting quality standards for this thematic issue turn
out to be authored mostly by scholars from Europe and
the United States.

This commentarywill engagewith the thematic issue,
highlighting some of its key contributions. The article
contributions span diverse forms of dark participation,
such as a study of visual forms of political communi-
cation on Twitter and its association with social media
manipulation. This study advances our understanding

Media and Communication, 2021, Volume 9, Issue 1, Pages 209–214 209

https://www.cogitatiopress.com
https://www.cogitatiopress.com/mediaandcommunication
https://doi.org/10.17645/mac.v9i1.1770


of euro-sceptic imagery and anti-systemic communica-
tion in the salient case of the European Union (Marchal,
Neudert, Kollanyi, & Howard, 2021). Ultimately, I have
chosen to sort most of the contributions into two main
thematic areas for discussion. The first thematic area is
news and misinformation. Many scholars may immedi-
ately come to think of traditional journalists and nor-
matively important news about public affairs and poli-
tics, but here it includes a broader spectrum of actors,
such as “alternative news media.” The second themat-
ic area is hate and similarly includes several thematic
issue contributions.

2. News and Misinformation

What makes journalism, and who is a journalist, has
been a recurring issue of discussion, debate and bound-
ary work in journalism studies literature for decades.
This is not only a form of normative academic exer-
cise but can be closely linked to the practice of policy.
What is news is crucially important for assessments of
financial subsidies (such as in Scandinavia), and author-
itarian regimes enforce rules for defining who has the
right to work as a journalist, and in such ways control-
ling who gets to scrutinize the authorities (Badr, 2020).
Journalism studies scholars have advanced diverse con-
ceptualizations of emerging social actors associated
with journalism, such as so-called interlopers (Eldridge,
2017), in-betweeners (Ahva, 2017) and peripheral actors
(Belair-Gagnon, Holton, & Westlund, 2019). In this con-
text, and for this thematic issue, von Nordheim and
Kleinen-von Königslöw (2021) have added “parasites,”
discussed here as a subsystem that act in ways relat-
ing to and even threatening journalism as the prima-
ry system. They have co-authored a theoretically orient-
ed article titled “Uninvited Dinner Guests: A Theoretical
Perspective on the Antagonists of Journalism Based
on Serres’ Parasite.” Von Nordheim and Kleinen-von
Königslöw take their point of departure in how journal-
ism, in the traditional sense with legacy news media and
its journalists, have become confronted with emerging
actors of various kinds. Their article highlights how so-
called “parasites” have increasingly entered into the jour-
nalistic system, albeit operate in a much different way
and with other norms and logics. The authors explic-
itly seek to theorize the parasites in the role of the
antagonists, and how such parasites threaten the well-
established journalistic system. Thus, this article builds
on a normative perspective that the historically estab-
lished journalistic system is something being harmed
by emerging parasites, whom take advantage of its
resources and affect output and values. Parasites as a
concept clearly is associated with actors having a neg-
ative effect. Von Nordheim and Kleinen-von Königslöw
clarify four key characteristics, including but not limited
to them acting from within the system with journalistic
resources and thus difficult to eliminate without affect-
ing the system itself. The authors do not discuss concrete

examples who such parasites are, with the exception of
intermediary platform companies, for which there fortu-
nately is a discussion on dissolvement of the host vs. par-
asite distinction.

Well established institution(s) of journalism are
indeed associatedwith epistemic and journalistic author-
ity, and for producing different forms of knowledge rel-
evant for citizens (Ekström & Westlund, 2019a). It is
common that publishers and journalism studies scholars,
policymakers and pundits take their departure in some
sort of established journalistic system, positioning this
as the center and everything else as peripheral, alter-
native or parasitic. However, such positioning has nor-
mative underpinnings, and the fundamental idea that
journalism is placed at some sort of center is problem-
atic (Steensen & Westlund, 2020; Tandoc, 2019). There
are ongoing processes of dislocation of news journalism,
including but not limited to how platform companies as
intermediaries have shifted the dynamics for how news
is shared, consumed and engagedwith, moving it further
away from journalistic actors and their epistemic prac-
tices (Ekström & Westlund, 2019b). A recent article has
developed and introduced the concept of local political
information infrastructure for a study of platform civics
and Facebook. The concept suggest we should broad-
en our perspectives when it comes to actors producing
local news and local information beyond traditional news
media, and account for the role of networked media log-
ics (Thorson et al., 2020).

Multiple actors can benefit from being like or asso-
ciated with, journalistic news. On the one hand, pro-
ducers of “fake news” and disinformation repeatedly
imitate the form and style of journalistic news, pre-
sumed to increase likelihood to deceive. On the oth-
er hand, alternative news media oftentimes imitate the
form and style of journalistic news, while potentially
being explicit in their offering of an alternative voice and
their intentions towards narrowing their focus, the scope
and plurality of voices. The relational aspects are cen-
tral to scholarly conceptualizations of alternative news
media, and how such intentionally produce and publish
“news” that legacy news media do not bring forth (Holt,
Ustad Figenschou, & Frischlich, 2019). In Scandinavia,
some members of the public have discontinued turn-
ing to the public service broadcasters for news, ques-
tioning their credibility and instead turning to alterna-
tive news media. In this thematic issue, Schwarzenegger
(2021) presents an interview-based study focusing on
how users of diverse alternative media connect with
their media and its community. He identifies different
nuances of grey, concluding that these communities, or
audiences, experience ambivalence in relation to aspects
such as alternative sources, experiences of community
and comfort, and anti-systemness (see also the article
on anti-systemic communication in this thematic issue by
Marchal et. al., 2021).

As this issue proposes, journalistic authority has been
challenged by diverse stakeholders and actors, including
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powerful politicians in various countries, repeatedly
questioning and delegitimizing legacy news media by
using “fake news” as a label. Additionally, “fake news”
is a genre of producing intentionally false news (e.g.,
Egelhofer & Lecheler, 2019), an area that Tandoc,
Thomas, and Bishop (2021) thematic issue’s article tack-
les. The authors contend that much is known about
motivations for “fake news,” and the different kinds of
deceptions emerge, but less about how this genre imi-
tates “traditional journalism.” Following a content analy-
sis of fake news materials, they found overall similar-
ities with traditional journalism in terms of inverted
pyramid format storytelling, timeliness, negativity and
prominence. The authors discuss that the main differ-
ence comes down to fake news articles oftentimes fea-
turing an opinion by its author. Notwithstanding this,
also news journalism comes with many choices of dif-
ferent kinds, following epistemic values and practices,
genre conventions etc., making it difficult to neutralize
opinion even though only resorting to voicing opinion
of sources etc. Wahl-Jorgensen (2020), for example, dis-
cusses that emotional labor linked to news production
often has been made invisible when portraying journal-
ists as detached observers.

To continue, we may ask what effect corrective mes-
sages have for citizens that have exposed themselves
to online misinformation and disinformation? Martel,
Mosleh, and Rand (2021) discuss that existing research
witnesses mixed results in terms of what approaches are
effective. Their experiment-based study is focusing on
how correction style may affect the efficacy of correc-
tions.Martel et al.’s study finds that analytic thinking and
active open-minded thinking are most clearly associat-
ed with citizens absorbing corrective messages in a way
that results in updating their beliefs. To continue, anoth-
er thematic issue article advancing knowledge about
online sharing of misinformation comes from Metzger,
Flanagin, Mena, Jiang, and Wilson (2021). The authors
stress the importance of studying the motivations peo-
ple have for sharing news and misinformation online,
and the beliefs associated with the misinformation they
are exposed to. They analyze a large dataset of com-
ments online, leading to the conclusion that misinfor-
mation being spread on social media oftentimes is dis-
believed. The next thematic issue article, authored by
Chang, Haider, and Ferrara (2021), focuses on the inter-
section of citizen’s online political participation and mis-
information, in the salient case of Taiwan and its 2020
presidential election. The authors studied online par-
ticipation in discussions across three social platforms,
and reveal that some topics are selectively discussed,
and others are largely avoided. In studying misinforma-
tion, the authors argue the importance of acknowledging
clashes associatedwith practices, ideologies and cultural
history. Ultimately, a red thread for the articles discussed
concerns a sort of interrelationship between journalism,
publishers and news on the one hand, and misinforma-
tion on the other. While it is problematic to juxtapose

these in relation to each other, yet there remains a
strong dynamic between the two.

3. Hate

While the world wide web initially was associated
with visions regarding access, participation etc., a grow-
ing body of literature witness to the prevalence of
what Quandt (2018) refers to as dark participation, in
its diverse forms. Publishers have been struggling to
deal with participatory journalism, and much of the
participation with news has been displaced to plat-
forms non-proprietary to the publishers (Westlund &
Ekström, 2018). Some publishers have maintained par-
ticipatory features such as comment fields but have
had to develop their content moderation strategies
to cope with hate speech, disinformation and other
forms of dark participation (Wintterlin, Schatto-Eckrodt,
Frischlich, Boberg, & Quandt, 2020). Similarly, plat-
form companies are wrestling with both human—and
technology-led approaches towards contentmoderation,
for which disinformation has become a central concern
(Napoli, 2020), not least during political elections such
as the United States’ 2020 presidential election where
platform companies such as Twitter have flagged misin-
formation coming from various actors, including but not
limited to the president himself.

This thematic issue features articles on aggressive
behaviors, hate speech and uncivility, and hate is a com-
mon denominator across these studies although incivil-
ity extends to also anger and fear. A basic definition
of hate suggests it has to do with people’s feelings of
hostility towards a person or a group. Hatred towards
others as an inner feeling kept to oneself is problem-
atic in itself but may in such instances actually do no
harm. However, harm will likely take place when people
enact or communicate their hatred. Social media plat-
forms affordances have most certainly enabled people
to take advantage of platforms for such purposes. Social
media platforms have lowered the threshold for individu-
als to express hate, and for coordinated groups and orga-
nizations to give expression for intentional and systemic
hate towards someone or something.

In their thematic issue article, Paasch-Colberg,
Strippel, Trebbe, and Emmer (2021) have focused on
hate speech, which they discuss in the broader sense
in terms of forwarding expressions about one’s emo-
tion of hate vis-a-vis the more specific legal understand-
ing of the concept as referring to prejudice or violent
expressions towards specific groups in society. The arti-
cle advances a more nuanced understanding and frame-
work for different forms of hate speech as well as offen-
sive language, which is used to analyze the materials
collected through a rich mixed-method study focus-
ing on migration and refugees, conducted in Germany
and across news publishers, a blog, Facebook and
YouTube. Moreover, Bodrunova, Litvinenko, Blekanov,
and Nepiyushchikh (2021) focuses on obscene speech
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and politicallymotivated hate speech and aggressive con-
tent in the salient case of Russian YouTube. The authors
have carefully selected 13 videos that altogether have
generated a large amount of comments and views. Their
study of obscene and hate speech reveals a link to
expressing solidarity and support, shapes dynamics of
public discussions, and helps place criticism towards
authorities and regimes in context. And Frischlich,
Schatto-Eckrodt, Boberg, and Wintterlin (2021) further
expands on hate, its roots and uncivility. Their article
“Roots of Incivility: How Personality, Media Use, and
Online Experiences Shape Uncivil Participation” takes its
point of departure in a situationwhere dark participation
is salient in society and offers a survey-based study from
Germany focusing on how personality, media use and
online experiences influence incivility. The article finds
that a relatively high proportion of the citizens exposed
to uncivil actions have themselves engaged in uncivil
participation, and those who are exposed to both hate
speech and civil comments are most likely to engage in
incivility themselves.

In extension of the research advanced in this themat-
ic issue, scholars may explore the ways in which social
actors (humans) and technological actants (machines)
have agency in the development or pursuit of emotions
(Lewis & Westlund, 2015), if there are systematic reac-
tions to individual feelings and emotions, and what the
causes are? Research associated with the so-called emo-
tional turn in journalism has brought forward how social
media platform affordances have impacted the space for
emotion (e.g., Wahl-Jorgensen, 2020).

4. Concluding Reflection

This thematic issue advances research into several crit-
ically important aspects of dark participation, such as
hate (including hate speech and incivility) and the ten-
sions between journalists and other news—andmisinfor-
mation producing actors that may or may not be harm-
ful. This thematic issue provides worthwhile insights
for scholars, students, policymakers and practitioners in
diverse fields. Notwithstanding the above, this does not
mean that the findings can easily be turned into actions
that substantially reduce dark participation. We thus
must reconcile our perspectives on the mediascape and
dark participation, acknowledging that such is and will
remain to be a core component. Lending from the 4 A’s
framework (Lewis & Westlund, 2015), the prevalence of
dark participation can be seen as a complicated interplay
of activities between diverse actors (such as publishers,
fact-checkers, policymakers, platform companies, fake
news producers, alternative news media etc.), distinct
technological actants (such as platform algorithms, soft-
ware for editing phots and videos, artificial intelligence
etc.) and audiences (e.g., citizens and their media—and
information literacy skills).

These four areas—actors, actants, audiences and
activities—are generally important to consider when

advancing research. First, scholars should study motiva-
tions further to understand better the “roots” to the var-
ious emerging forms of dark participation, offering much
more granular understanding of political and financial
motivations, and also seeking to identify potential oth-
er motivations.

Second, researchers should ask how do such moti-
vations intersect with the current mediascape, and the
opportunities for enacting different forms of dark par-
ticipation. Emerging technologies in combination with
the social architecture of the Web, offering low thresh-
olds for “produsage” (Bruns, 2012) and participation, has
enabled laymen as well as coordinated groups to achieve
high impact with their dark participation. Science and
technology studies (STS) has consistently shown how
the uses of technologies are not determined before-
hand (i.e., technological determinism), but rather can be
seen as socially constructed. This means that whatever
good purposes platform and tech companies may have
in terms of building platforms that are safe and useful
and marked by positive participation that can be associ-
ated with civil conversations and informed citizens there
will be motivated people and groups taking advantage of
the very same tech and platforms for purposes of dark
participation. Ultimately, people and groups exploit plat-
formaffordances for their own interest andmotives, fuel-
ing dark participation and causing substantial concerns
for societies and democracy such as through hate speech
and incivility etc.

Third, scholars should inquire how do news pub-
lishers, journalists, fact-checkers, platform companies
and authorities deal with dark participation. Researchers
need to recognize that there is a broad spectrum of
actors (and actants and audiences) engaging in different
activities, some of their own and some in collaboration
with others, to combat dark participation. While some
stakeholders complain that Facebook and other plat-
form companies are unpredictable in changing their algo-
rithms, such changes may well be necessary to under-
mine systematic exploitation of their platforms for dark
participation. While the accessibility to data via some
platforms (most notably Twitter) has enabled research,
other platforms have enforced significant restrictions to
their data sharing (most notably Facebook). Numerous
scholars have called for an improved collaboration with
platforms, involving social media platforms sharing rel-
evant data for research (e.g., Pasquetto et. al., 2020).
Importantly, social media platforms are used for ques-
tioning journalism, publishers and journalists, through
various formsof digital press criticism (Carlson, Robinson,
& Lewis, 2020). Moreover, journalists have become tar-
gets of online harassment (Lewis, Zamith, & Coddington,
2020) and mob censorship (Waisbord, 2020). Ultimately,
various actors are taking advantage of platforms and
their affordances for dark purposes, such as to desta-
bilize journalism as an institution, and the journalists
carrying out newswork. It is important that scholars
study such behaviors and actors further, for instance
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by applying the lens of parasites (c.f. von Nordheim &
Kleinen-von Königslöw, 2021) for more concrete empir-
ical work.

Fourth, an important question for scholars relates to
what can be done in terms of the public advancing their
media literacy for digital media in order to better deal
with dark participation. Media—and information literacy
should not be approached as an explicit form of knowl-
edge that one can develop theoretically by reading or
watching instructions, but must also be approached as a
formof tacit knowledge that is developed through experi-
ences, ideally together with someone having tacit knowl-
edge that can supervise (such as a school teachers, alter-
natively an interactive program designed to simulate sit-
uations and offer feedback). Scholars should explore and
study ways that authorities, NGO’s and other stakehold-
ers (with the public’s interest in mind) can and possi-
bly should take advantage of emerging technologies and
platforms for purposes of countering dark participation.
For example, how can schools and libraries develop or
appropriate AR/VR technologies into instructional role
play games that allow individuals to embody others (e.g.,
age, gender, race etc.) and get such first-hand and emo-
tional experiences in the interaction with others? A pre-
requisite may well be to conduct and integrate basic
science with applied science, enrolling key stakehold-
ers such as funding bodies for research and innovation,
commercial companies, together with authorities and
governmental institutions such as schools, libraries and
media oversight institutions.
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In an era of polarization, democratic backsliding, and
decreasing media freedom, it is important for the schol-
arly community to occasionally take a step back. It is
upon our community to provide clear analyses of these
developments and to provide systematic empirical evi-
dence about the nature, scope, and conditionalities
of them. The current thematic issue of Media and
Communication is welcome because it does just that.

The topics are not trivial: a) Spread of mis- and dis-
information; b) polarization of and by political elites, in
the media, in media use; c) increasing distrust of jour-
nalism and news avoidance; and d) changing (read ‘wors-
ening’) civil discourse, especially online. Welcome to the
research agenda of a communication scholar! Given the
potential far reaching consequences for democratic pro-
cesses and our societies at large, evidence that reaches
beyond single cases or single countries is most welcome.

This thematic issue offers insights from Germany,
Taiwan, the European Union, Russia, and the United
States. Some research looks at the content of political
discourse, in ‘fake news,’ in comments sections, and
in visuals. The studies include social media platforms
like Twitter and YouTube. Other research focuses on
the user, and how personality, motivation, and gratifi-
cations affect both information usage and processing.
The studies span from interviews to content analyses and

survey data. In this respect the thematic issue delivers
on important dimensions: Evidence from different coun-
tries, content, and user perspectives; and multiple meth-
ods being deployed.

The thematic issue takes its departing point in the
concept of ‘dark participation.’ This concept has received
the most comprehensive treatment by Quandt (2018).
It is a broad concept, trying to capture “negative, self-
ish, or even deeply sinister contributions” (Quandt, 2018,
p. 40). Quandt offers a generic introduction to the con-
cept, distinguishing how dark participation can come
from different actors, with different reasons, focus-
ing on different objects, reaching different audiences,
through different processes. This is a useful overview,
but also one that leaves the concept fully open for fur-
ther delineation.

The dark participation concepts can leave a scholar
or citizen in a depressedmood. AsWestlund and Ekström
(2018) point out we came from a periodwhere therewas
a focus on ‘positive forms of participatory journalism.’
In their view, this research did not signal or problematize
dark participation. Quandt (2018) paints the dark picture.
He makes intentional reference to Hobbes but an atten-
tive reader will also have found this important sentence:
“If you now believe that the future is all doom and gloom,
then you have stepped into a trap that I intentionally set”
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(p. 44). This (for scholarly articles) somewhat unconven-
tional tool is important, beyond the stylistic effect.

In recent years there has been a turn in the soci-
etal discussions and in the research agenda, and the
‘doom and gloom’ perspective now seems pervasive.
This not only holds true for the perspective of citizen
participation in (online) (news) media, but also for the
broader field of political journalism and communication.
Van Aelst et al. (2017), including myself, indeed focus on
six concerns when describing the changes in contempo-
rarymedia ecologies: 1) Declining supply of political infor-
mation; 2) declining quality of news; 3) increasing media
concentration and declining diversity; 4) increasing frag-
mentation and polarization; 5) increasing relativism; and
6) increasing inequality in political knowledge. Across
these concerns, a core challenge is ‘epistemic relativism,’
where all information is treated equal, whether provided
by journalists or citizens, whether positive or negative,
whether distributed through traditional or online, auto-
mated, digital channels. In the review of these concerns
it is pointed out that far from all empirical evidence sup-
ports an unequivocal legitimacy of the concerns.

This raises a bigger question: In the midst of wor-
ries about, and research into trolling, incivility, conspir-
acy, mis- and disinformation, automated pollution of
the information environment, populism, and democratic
backsliding, is there also space for optimism and a posi-
tive research agenda?Whether that is work driven by an
‘always look on the bright side of life’ or ‘post tenebras
lux,’ light after darkness philosophy, can remain open.
But it seems important to balance our fascination with
‘darkness’ with questions about positive engagements
with media.

Whether it be instances of increased media trust,
the possible upsides for journalism during the Covid-19

pandemic, examples of constructive news, the still pos-
itive correlates between political interest and news
media usage, or the focus on engagement in media
and politics which is also evidenced in recent elec-
tions. I am not advocating a return to past decades.
It is an invitation for us to think about the conditions
and mechanisms for positive contributions to a healthy
public debate. And to think about how we can make
research contributions constructive and actionable.
There are tangible examples like the Center for Media
Engagement (https://mediaengagement.org) or the
Media for Democracy (https://mediafordemocracy.org)
initiative around the 2020 United States’ elections, offer-
ing advice for both media and citizens. The bottom line
is, that in the era of darkness, it will also be a task of
scholars to provide guidance on the upsides.
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