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Abstract
Media control comprises multifaceted and amorphous phenomena, combining a variety of forms, tools, and practices.
Today media control takes place in a sphere where national politics meet global technology, resulting in practices that
bear features of both the (global) platforms and the affordances of national politics. At the intersection of these fields, we
try to understand current practices of media control and the ways in which it may be resisted. This thematic issue is an
endeavour to bring together conceptual, methodological, and empirical contributions to revise the scholarly discussion on
media control. First, authors of this thematic issue re‐assemble the notion of media control itself, as not being holistic and
discrete (control vs freedom) but by considering it from a more critical perspective as having various modes and regimes.
Second, this thematic issue brings a “micro” perspective into understanding and theorising media control. In comparison
to structural and institutional perspectives on control, this perspective focuses on the agency of various actors (objects
and subjects of media pressure) and their practices, motivations, and the resources with which they exert or resist control.
Featuring cases from a broad range of countries with political systems ranging from democracy to electoral authoritarian
regime, this issue also draws attention to the question of how media control relates to regime type.
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at the University of Bremen, Germany).

© 2021 by the authors; licensee Cogitatio (Lisbon, Portugal). This editorial is licensed under a Creative Commons Attribu‐
tion 4.0 International License (CC BY).

1. Introduction

Media control is discussed in relation to media and
journalistic independence, freedom of information and
expression worldwide. At the same time, media con‐
trol comprisesmultifaceted and amorphous phenomena,
made even more elusive as digital technologies blur the
existing notions and create new ones about media con‐
trol, its forms, and practices.

The elusiveness of the concept becomes visible in the
terminology used to describe it: censorship, manipula‐
tion, instrumentalisation, influence, fraud, capture, pres‐
sure, discipline, or the “interference in journalistic auton‐
omy” (Akhrarkhodjaeva, 2017; Goyanes & Rodríguez‐

Castro, 2019)—all of these terms are used by scholars
and practitioners alike when they attempt to describe
various aspects of control over mass media (Dovbysh &
Mukhametov, 2020). However, one can hardly find a clear
definition ofwhat control overmedia is, andwhat it is not.

A full account of media control is not limited to pres‐
sure initiated by political forces but also considers eco‐
nomic (Herman & Chomsky, 1988/2010; Pleines, 2016)
and social pressure, among others, resulting in different
ways of agenda‐setting, framing, and priming of media
content. Moreover, the scholarly discussion of control by
the state, “business,” etc., should imply a nuanced study
of different actors with their interests, roles, and posi‐
tions in the media sphere.
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Digitalisation has made the phenomenon even more
multifaceted. Digital‐born practices of media control like
doxing or littering and the emergence of “trolls” or
“buzzers” manipulate public discourse (for Turkey, see
Baloğlu, 2021; for Russia, see Kiriya, 2021; for Indonesia,
see Masduki, 2021). Journalists face “digital threats” or
“digital violence” through surveillance, harassment, or
data mining (Henrichsen et al., 2015). Together, they
have led to a “mainstreamisation” of the digital space,
meaning that state media outlets take over the digital
space, which had previously mainly attracted opposi‐
tional discourses (for Russia, see Kiriya, 2021). The prolif‐
eration of artificial intelligence driven tools in the media
sphere led to the emergence of new actors and tools
of control in the form of technological corporations and
the digital products and services they provide. The power
of algorithms in the decisions that they make via priori‐
tisation, classification, association, and filtering of data
leads to a media dependency on algorithms and plat‐
forms and the leverage of platform power over jour‐
nalistic practices and online information dissemination
(Diakopoulos, 2019).

Simultaneously, newmeans of resistance and adapta‐
tion to various forms of control over andmanipulation in
the media have emerged. Media practitioners, no longer
limited by newsrooms and institutionalised media out‐
lets, have expanded their agency through the ability to
produce and disseminate content via different channels
and (social media) platforms in a hybrid and fragmented
media sphere. Algorithmic power results in media prac‐
tices of resistance (Velkova&Kaun, 2021) and adaptation
to new forms of human‐machine (inter)actions (on gate‐
keeping practices on the platforms, see Malinen, 2021).

The thematic issue puts forward an alternative
approach to the scholarly discussion on media control in
today’s world in twoways. First, the authors re‐assemble
the notion of media control itself, as not being holistic
and discrete (control vs freedom) but by considering it
from amore critical perspective as having various modes
and regimes.

As the idea of digital sovereignty has recently started
to gain the attention of nation‐states, internet gover‐
nance has become a visible part of governments’ activ‐
ities to expand control over cyberspace. In her article,
Anna Litvinenko (2021) explores Russia’s strategic narra‐
tive on digital and internet sovereignty as a part of global
internet governance. Based on document analysis and
expert interviews, she reveals dependencies between
narratives on internet policy and the elite’s evaluation
of the perceived benefits and threats of global connec‐
tivity. According to Litvinenko, the Russian case of inter‐
net sovereignty is an attempt to subject a highly decen‐
tralised network to tighten state regulation via a series of
measures. Ilya Kiriya (2021) focuses on another means
of state interference into the internet space—the isola‐
tion of oppositional discourses with the simultaneous
creation of a massive flood of pro‐state information. The
author calls this strategy “littering the information space”

(Kiriya, 2021, p. 23). Combining direct blocking mea‐
sures and massive dissemination of state‐funded online
news, the strategy ensures state control and domination
of pro‐state discourses in the digital information space.
Liudmila Sivetc and Mariëlle Wijermars (2021) present
another mode of control in digital space in authoritarian
regimes—the internet governance by its infrastructure—
leveraging the power of private infrastructure owners to
obtain control over content dissemination online.

Second, this thematic issue brings a “micro” perspec‐
tive into understanding and theorising media control.
In comparison to structural and institutional perspec‐
tives on media control, such as the ownership of media
capital (Vendil Pallin, 2017) or the legal regulation of
media, a “micro” perspective focuses on the agency of
various actors (objects and subjects of media pressure)
and their practices, motivations, and the resources with
which they exert or resist control. What is the agency
of journalists, media practitioners, or online activists
under political pressure? What are the practices of resis‐
tance and strategies of adaptation? What are the actual
challenges of media capture in the current technologi‐
cal environment?

Some contributions to this issue examine practices
emerging in new media as technological advancement
facilitates new forms of control. Uğur Baloğlu (2021)
studies troll politics in Turkish Twitter, focusing on the
ruling AK Party’s politics on social media. In the example
of the Boğaziçi University protests, the author examines
how communication is suppressed through trolls and
asks to what extent and how counter‐trolls can intervene
to create alternative discourses and shape public opinion.
Masduki (2021) shows that in the case of Indonesia, the
rise of digital media has resulted in new forms of con‐
trol that target critical media outlets. It is characterised
by the rise of non‐state and societal control over digital
media, where pressure is exerted by paid social‐media
buzzers whomanipulate information and counter critical
news regarding political leaders, contributing to journal‐
ist’s self‐censorship. RashidGabdulhakov (2021) explores
the role of state‐approved digital vigilantes in Russia.
Based on the example of theHrushi Protiv (Piggy Against)
vigilante group, the author examines formations of citi‐
zens using digital media to expose “offences” carried out
by fellow citizens. Such public shamingwithin online plat‐
forms allows the state to demonstrate a façade of civil
society activism amid the silencing of certain types of
critical publics while participants gain financial rewards
and fame. Sanna Malinen (2021) studies volunteer mod‐
eration in Facebook groups. Practices of moderation not
only shape public discussions in these groups but also
regulate access to these discussions, which makes the
moderators powerful though less visible gatekeepers of
the digital public sphere.

Other authors focus on traditional media and exam‐
ine how individual actors within such media resist
pressure from their superiors or state actors. Marína
Urbániková (2021) examines journalistic autonomy in the
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Slovakian public service broadcaster and classifies resis‐
tance practices that journalists use to cope with per‐
ceived interference in their work by their media organi‐
sations. Esther Somfalvy andHeiko Pleines (2021) explore
instanceswhere journalists inUkraine resisted censorship
pressure during the Yanukovich presidency, asking which
factors supported their agency. They find that while the
nature of competitive authoritarianism does offer jour‐
nalists opportunities for critical reporting, it is their indi‐
vidual characteristics—including professional ethics, net‐
works, and jobmobility—which defineswhether and how
the respective opportunities are used.

Finally, Jan Matti Dollbaum (2021) uses media under
authoritarian conditions as data for research on protest
events. Comparing protest event data from Russia that
are based on different sources (English‐language news
agencies, dissident websites, local sources), the author
demonstrates that while the data sources present differ‐
ent pictures of the protests, the divergence is systematic
and can be put to productive use.

The cases featured in this volume come from a
broad range of countries with political systems rang‐
ing from democracy to electoral authoritarian regime.
Media outlets are among the first targets of govern‐
ments that display authoritarian tendencies: The govern‐
ments’ attempts to maintain the image of a functioning
democracy while tilting the political playing field in their
favour leads to a variety of censorship practices (Levitsky
& Way, 2010). This makes the media one of the major
battlefields in political power struggles and draws atten‐
tion to another dimension of media control that features
prominently in the discussion, namely the question of
how media control relates to regime type. Several stud‐
ies have shown that in electoral or competitive authori‐
tarian regimes, media manipulation is used more often
than most other types of manipulation when regimes
attempt to shift the “playing field” in their favour (Carter
& Carter, 2018; Yeşil, 2018). State‐funded digital violence
as means of media control leads to the restriction of
press freedom, which is linked to democratic backsliding
(FreedomHouse, 2020a, 2020b). Populist and authoritar‐
ian governments instrumentalise communication within
social media platforms, where polarising and “otheris‐
ing” discourses are easy to create (Grinberg et al., 2019;
Poell & van Dijck, 2014). At the same time, the plat‐
form companies themselves are fundamentally political
actors that make political decisions. The algorithmic con‐
trol exercised by the platform companies shapes the very
notion of freedom of expression. The platforms’ political
influence, together with the low democratic accountabil‐
ity of their algorithms, lead to new facets and challenges
of media control across political regimes. In sum, media
control today occurs at the intersection of national pol‐
itics with global technology, while heterogeneous prac‐
tices of media control and the means of resisting it
that we observe have emerged as a result of both fea‐
tures of the (global) technologies and the affordances of
national politics.

Acknowledgments

This editorial was produced as part of the research
project “Media Control as Source of Political Power:
The Role of Oligarchs in Electoral Authoritarian Regimes,”
conducted by the Research Centre for East European
Studies at the University of Bremen and received finan‐
cial support from the Deutsche Forschungsgemeinschaft
(DFG), grant No. 391270526. We are thankful to all par‐
ticipants of the Workshop on “Media Control as Source
of Political Power in Central and Eastern Europe” in
September 2019 at the Aleksanteri Institute, University
of Helsinki, for their helpful feedback.

Conflict of Interests

The authors declare no conflict of interest.

References

Akhrarkhodjaeva, N. (2017). Instrumentalisation of mass
media in electoral authoritarian regimes: Evidence
from Russia’s presidential election campaigns of
2000 and 2008. Ibidem.

Baloğlu, U. (2021). Trolls, pressure, and agenda: The dis‐
cursive fight on Twitter in Turkey.Media and Commu‐
nication, 9(4), 39–51.

Carter, E. B., & Carter, B. L. (2018). Propaganda and elec‐
toral constraints in autocracies. Comparative Politics
Newsletter, 28(2), 11–18.

Diakopoulos, N. (2019). Automating the news. Harvard
University Press.

Dollbaum, J. M. (2021). Protest event analysis under con‐
ditions of limited press freedom: Comparing data
sources.Media and Communication, 9(4), 104–115.

Dovbysh, O., & Mukhametov, O. (2020). State informa‐
tion contracts: The economic leverage of regional
media control in Russia. Demokratizatsiya, 28(3),
367–391.

Freedom House. (2020a). Freedom on the net 2020:
Indonesia. https://freedomhouse.org/country/
indonesia/freedom‐net/2020

Freedom House. (2020b). Freedom in the world 2020:
Indonesia. https://freedomhouse.org/country/
indonesia/freedom‐world/2020

Gabdulhakov, R. (2021).Media control and citizen‐critical
publics in Russia: Are some “pigs” more equal than
others?Media and Communication, 9(4), 62–72.

Goyanes, M., & Rodríguez‐Castro, M. (2019). Commer‐
cial pressures in Spanish newsrooms: Between love,
struggle and resistance. Journalism Studies, 20(8),
1088–1109.

Grinberg, N., Joseph, K., Friedland, L., Swire‐Thompson,
B., & Lazer, D. (2019). Fake news on Twitter dur‐
ing the 2016 US presidential election. Science,
363(6425), 374–378.

Henrichsen, J. R., Betz, M., & Lisosky, J. M. (2015). Build‐
ing digital safety for journalism: A survey of selected

Media and Communication, 2021, Volume 9, Issue 4, Pages 1–4 3

https://www.cogitatiopress.com
https://freedomhouse.org/country/indonesia/freedom-net/2020
https://freedomhouse.org/country/indonesia/freedom-net/2020
https://freedomhouse.org/country/indonesia/freedom-world/2020
https://freedomhouse.org/country/indonesia/freedom-world/2020


issues. UNESCO.
Herman, E. S., & Chomsky, N. (2010).Manufacturing con‐

sent: The political economy of the mass media. Ran‐
dom House. (Original work published 1988)

Kiriya, I. (2021). From “troll factories” to “littering
the information space”: Control strategies over the
Russian internet. Media and Communication, 9(4),
16–26.

Levitsky, S., & Way, L. A. (2010). Competitive authoritari‐
anism: Hybrid regimes after the ColdWar. Cambridge
University Press.

Litvinenko, A. (2021). Re‐defining borders online: Rus‐
sia’s strategic narrative on internet sovereignty.
Media and Communication, 9(4), 5–15.

Malinen, S. (2021). Boundary control as gatekeeping in
Facebook groups. Media and Communication, 9(4),
73–81.

Masduki. (2021). Media control in the digital politics of
Indonesia.Media and Communication, 9(4), 52–61.

Pleines, H. (2016). Oligarchs and politics in Ukraine.
Demokratizatsiya, 24(1), 105–127.

Poell, T., & van Dijck, J. (2014). Social media and journal‐
istic independence. In. J. Bennett & N. Strange (Eds.),

Media independence:Working with freedom or work‐
ing for free? (pp. 182–201). Routledge.

Sivetc, L., & Wijermars, M. (2021). The vulnerabilities of
trusted notifier‐models in Russia: The case of Neto‐
scope.Media and Communication, 9(4), 27–38.

Somfalvy, E., & Pleines, H. (2021). The agency of journal‐
ists in competitive authoritarian regimes: The case of
Ukraine during Yanukovich’s presidency. Media and
Communication, 9(4), 82–92.

Urbániková, M. (2021). Resisting perceived interference
in journalistic autonomy: A case study of public ser‐
vice media in Slovakia. Media and Communication,
9(4), 93–103.

Velkova, J., & Kaun, A. (2021). Algorithmic resistance:
Media practices and the politics of repair. Informa‐
tion, Communication & Society, 24(4), 523–540.

Vendil Pallin, C. (2017). Internet control through own‐
ership: The case of Russia. Post‐Soviet Affairs, 33(1),
16–33.

Yeşil, B. (2018). Authoritarian turn or continuity? Gover‐
nance of media through capture and discipline in the
AKP Era. South European Society and Politics, 23(2),
239–257.

About the Authors

Olga Dovbysh is a postdoctoral researcher at the Aleksanteri Institute, University of Helsinki, and coor‐
dinator of the Russian Media Lab Network initiative. She works at the intersection of media studies,
economic sociology, and political economy. Since January 2020, she has been working in the project
Sustainable Journalism for the Algorithmic Future, which studies the challenges of algorithmic journal‐
ism in Russia and beyond.

Esther Somfalvy is a research fellow at the Research Centre for East European Studies at the University
of Bremen. Her research interests include comparative authoritarianism studies, political institutions
(parliaments, elections), and media.

Media and Communication, 2021, Volume 9, Issue 4, Pages 1–4 4

https://www.cogitatiopress.com


Media and Communication (ISSN: 2183–2439)
2021, Volume 9, Issue 4, Pages 5–15

https://doi.org/10.17645/mac.v9i4.4292

Article

Re‐Defining Borders Online: Russia’s Strategic Narrative on
Internet Sovereignty
Anna Litvinenko

Institute for Media and Communication Studies, FU Berlin, Germany; E‐Mail: anna.litvinenko@fu‐berlin.de

Submitted: 21 March 2021 | Accepted: 4 August 2021 | Published: 21 October 2021

Abstract
Over the past decades, internet governance has developed in a tug‐of‐war between the democratic, transnational nature of
the web, and attempts by national governments to put cyberspace under control. Recently, the idea of digital sovereignty
has started to increasingly gain more supporters among nation states. This article is a case study on the Russian con‐
cept of a “sovereign internet.” In 2019, the so‐called law on sustainable internet marked a new milestone in the develop‐
ment of RuNet. Drawing on document analysis and expert interviews, I reconstruct Russia’s strategic narrative on internet
sovereignty and its evolution over time. I identify the main factors that have shaped the Russian concept of sovereignty,
including domestic politics, the economy, international relations, and the historical trajectory of the Russian segment of
the internet. The article places the Russian case in a global context and discusses the importance of strategic narratives of
digital sovereignty for the future of internet governance.

Keywords
digital sovereignty; internet governance; Russia; strategic narrative

Issue
This article is part of the issue “Media Control Revisited: Challenges, Bottom‐Up Resistance and Agency in the Digital Age”
edited by Olga Dovbysh (University of Helsinki, Finland) and Esther Somfalvy (Research Centre for East European Studies
at the University of Bremen, Germany).
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1. Introduction

Global internet governance, which has been evolving
over the past decades in the spirit of the Declaration
of the Independence of Cyberspace (Barlow, 1996), has
apparently reached a bifurcation point where more and
more national governments are introducing their con‐
cepts of internet sovereignty. In the 2010s, this term
had a rather negative connotation in the global media
(Woodhams, 2019). The internet isolation policies of
China, Iran, and Russia were seen as a destructive trend
towards a “Splinternet,” which would undermine the
global digital economy and violate the human rights of
freedom of speech and information access.When the so‐
called “sovereign internet” bill was introduced in Russia
at the end of 2018, it was criticized in the press as an
“online Iron Curtain” (Schulze, 2019). The widespread
criticism and protests against the policy even made

Russian legislators and pro‐statemedia change theword‐
ing in the description from “sovereign internet” to “sus‐
tainable internet” (see Shimaev et al., 2019).

However, within the last few years, democratic coun‐
tries such as EU states have also begun to talk intensely
about their digital sovereignty (Pohle, 2020). Do different
political regimes mean the same thing when they plead
for digital sovereignty? Apparently not. The term “digi‐
tal sovereignty” remains a highly contested one, and its
interpretation differs from country to country and thus
has “conflict potential” (Thiel, 2021). Kleinwächter (2021)
has called the current state of Internet governance a “dig‐
ital cacophony in a splintering cyberworld.” This situation
makes a study of strategic narratives (Miskimmon et al.,
2013) of digital sovereignty an important contribution to
the debate over the future of cyberspace.

In this article, I aim to explore Russia’s strategic nar‐
rative regarding a “sovereign internet.” Drawing on the
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analysis of the major doctrines and strategies of the
Russian government concerning internet policy since
1999, as well as on five expert interviews, I reconstruct
the Russian government’s strategic narrative of internet
independence and explore the major factors that have
shaped its approach to digital sovereignty. The article
places the Russian case in a global context, contributing
to a better understanding of the current challenges and
perspectives of internet governance.

I conclude that the Russian concept is based on its
approach to internet security, whereby internet security
is likened to information security, and where the state’s
control over information flows is placed at the forefront.
The key elements of the Russian understanding of digital
sovereignty are: (1) control over data (in the form of data
filtering and data localization), (2) control over infrastruc‐
ture (in the form of, among others, protectionism and
a centralized system of monitoring equipment), (3) pro‐
motion of Russian internet governance initiatives at the
international level.

Although foreign threats to information security play
a central role in Russia’s strategic narrative of digital
sovereignty, it is domestic politics and the impetus
of elites to control oppositional discourse within the
country that have apparently had the biggest impact
on the formation of Russian digital sovereignty policy.
I conclude by discussing the role of strategic narra‐
tives in regard to digital sovereignty for the future of
Internet governance.

The remainder of this article is organized as follows:
First, I give an overview of the major approaches to
digital sovereignty. Then I present the development of
Russian internet policy during the last decade, followed
by the methodology section, the presentation of results
and their interpretation, and the discussion.

2. Approaches to Internet Sovereignty: Drawing
Borders in Cyberspace

On the one hand, the internet has opened immense
opportunities for different actors worldwide. On the
other hand, it has undermined the sovereignty of nation
states, challenging existing rules and reshuffling the
world order by empowering new global players, such
as large social media platforms. In the 1990s and
2000s, the benefits of global interconnectedness for
nation states largely prevailed over concerns about
cyberthreats. However, after the Arab Spring in 2011,
authoritarian leaders worldwide realized that the mobi‐
lizing potential of social media had become a real threat
to their rule, so they have increasingly tightened control
over online communication in their respective countries
(Richter & Kozman, 2021). In 2013, Snowden’s revela‐
tions about internet surveillance by US intelligence have
stirred up a discussion about, among other factors, tech‐
nical autonomy in EU countries (Müller, 2017).

While, in the 2000s, China with its Golden Shield
program, also known as the Great Firewall, was a stan‐

dalone example of internet isolation, in the 2010s, more
andmore countries started to follow this path. According
to Mueller (2017), ideas about what we now call digital
sovereignty were first introduced in different countries,
including theUS, long before 2013, but there has beenno
widespread rhetoric about the necessity of digital auton‐
omy. Until recently, the term “digital sovereignty” has
been associated mostly with authoritarian states, such
as China and Iran.

These countries have, over the years, developed their
national approaches to internet sovereignty. If we imag‐
ine a continuum, where openness of the net is on the
right side and isolation on the left, the first from the left
would be the case of North Korean, where the internet
has been officially banned and replaced by a national
intranet. The Chinese approach to internet sovereignty
is much more sophisticated and apparently was able to
solve the so‐called “dictator’s dilemma” (Kedezie, 1997).
It implies that autocrats are usually faced with a choice
between two paths that are both vital for the sustain‐
ability of their regime but, at the same time, contra‐
dict each other: the promotion of information tech‐
nologies that bring economic benefits versus preserving
control over the information space. The Chinese govern‐
ment manages to combine both these paths. It is, how‐
ever, doubtful whether the Chinese case can be repli‐
cated, as the historical trajectory of internet develop‐
ment in China diverges from that of other countries.
The internet in China was initially designed as a central‐
ized network under state control. China’s approach to
internet sovereignty includes the Great Firewall, which
filters undesirable content, and includes protectionism
of Chinese IT companies and promotion of Chinese soft‐
ware and infrastructure worldwide (Steiner & Grzymek,
2020; Zeng et al., 2017). The Iranian approach is similar
to the Chinese one, but it draws rather on a defensive
strategy that was developed in reaction to international
sanctions (Michaelsen, 2018). Exploring the factors that
have shaped the current state of isolation of the Iranian
internet, Michaelsen has highlighted the importance of
international relations in this case.

Russia has joined the trend towards more state con‐
trol over the internet rather late: The tightening of inter‐
net regulation there began after the protest movement
“For Fair Elections” in 2011–2012 (Litvinenko & Toepfl,
2019). Russia’s policy towards digital sovereignty has
caused much discussion since the introduction of the
2018 draft of the bill on a sovereign internet, which was
adopted in 2019 (Schulze, 2019).

For a long time, the EU has been rather reluc‐
tant to use the term “digital sovereignty” (Thiel, 2021),
preferring the notions of “technical sovereignty” and
autonomy (Pohle, 2020). Germany had a leading role
in fueling the European debate on digital sovereignty
by putting it on the agenda for EU digital policy dur‐
ing Germany’s EU presidency in 2020 (Pohle, 2020).
A year earlier, this term had been widely used in
discussions about the project of the European data
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cloud—Gaia‐X—linking digital sovereignty to indepen‐
dence from externally produced infrastructure. German
Minister of Economic Affairs and Energy Peter Altmaier
said while introducing the project: “Germany has a claim
to digital sovereignty. That’s why it’s important to us that
cloud solutions are not just created in the U.S.” (Stolton,
2019). In her speech at the opening of the Internet
Governance Forum 2019 in Berlin, German Chancellor
Angela Merkel gave the following definition of the con‐
cept: “Digital sovereignty does not mean protectionism,
or that state authorities say what information can be
disseminated—censorship….It describes the ability both
of individuals and of society to shape the digital transfor‐
mation in a self‐determined way” (Merkel, 2019).

In her study of the European discourse on digital
sovereignty, Julia Pohle has shown that, in the EU, the
concept is linked to the democratic understanding of
sovereignty as the people’s right to self‐determination
(Pohle, 2020). It “encompasses the ability of individu‐
als as well as state or commercial institutions to make
autonomous use of digital technologies and to inde‐
pendently and securely exercise their roles in times of
digitalization” (Pohle, 2020, p. 8). The existing defini‐
tions, however, are still too vague, as they need to
be translated into tangible policy elements (Steiner &
Grzymek, 2020).

So far, the term remains instead a metaphor that
is interpreted in different ways by different political
regimes. Kolozaridi and Muravyov (2021) have sug‐
gested understanding states’ internet sovereignty claims
as “performance, rhetorical acts whose primary func‐
tion is to counter hegemonic tendencies.” In a situa‐
tion of a “digital cacophony in a splintering cyberworld”
(Kleinwächter, 2021), the use of such a vague termmight
deepen existing controversies between states. At the
same time, a better understanding of different states’
narratives of internet sovereignty would bring more clar‐
ity to the ongoing processes of internet fragmentation.

Here, I suggest using the concept of strategic nar‐
rative that was shaped by Alister Miskimmon, Laura
Roselle, and Ben O’Loughlin (Miskimmon et al., 2013).
It is a theoretical framework for studying the persua‐
sive communication of nation states in the international
arena. By strategic narratives, they understand “a com‐
municative tool through which political actors—usually
elites—attempt to give determined meaning to the past,
present, and future in order to achieve political objec‐
tives” (Miskimmon et al., 2013, p. 5). The authors dis‐
tinguish strategic narratives at three levels: international
system narratives, national narratives, and issue narra‐
tives (see also Roselle et al., 2014). The latter are meant
to put governmental policies into context, and to explain
why certain policies are necessary and how they can be
successfully realized. Looking at the rationales that stand
behind the use of the term “digital sovereignty” by dif‐
ferent states will help us better understand the ongoing
debate about the future of cyberspace.

3. The Russian Case: From an Underregulated Internet
to Digital Sovereignty

The Russian segment of the internet, also called RuNet,
remained largely unregulated until Putin’s third presi‐
dential term, which started in 2012 (Vendil Pallin, 2017).
In the 2000s, against the backdrop of increasing censor‐
ship in traditional media, the internet was celebrated
as a free forum for political discussion (Richter, 2007).
Scholars explained the absence of tight regulation over
cyberspace by the fact “that the digital technologies
do not offer a solution to issues of media control”
(Richter, 2007, p. 206). However, as time has passed,
new means to provide technological control over inter‐
net resources have emerged, which have been increas‐
ingly implemented by the Russian government.

The turning point in Russian internet policy was,
according to many scholars, the protests of 2011–2012,
which, to a large extent, were fueled by online media
(Vendil Pallin, 2017). For instance, Soldatov (2015) men‐
tioned that, although the blocking of websites had
already been a rather common measure for the Russian
authorities since 2007, it had previously been applied fol‐
lowing a court decision and occurred in a non‐systematic
manner: “Since November 2012, internet censorship
acquired a systemic nature” (Soldatov, 2015, p. 1).

In 2016, the so‐called “Yarovaya Package,” a set of
amendments to anti‐terrorism legislation, was adopted,
which became an important milestone in the tighten‐
ing of state control over cyberspace (Lehtisaari, 2019).
Among other things, the law obliged internet providers
to store all data for half a year, which was barely even
technically possible. It also introduced more severe pun‐
ishment for the (re)posting of pro‐terrorist or extrem‐
ist content.

One of the core characteristics of Russian internet
legislation is its vague wording as well as its selectivity
regarding the implementation of restrictive laws (Oates,
2013; Vendil Pallin, 2017). As Vendil Pallin has noted,
“most laws are not systematically implemented and by
no means all opposition content that is posted on the
internet leads to legal or other actions from the authori‐
ties” (Vendil Pallin, 2017, p. 17).

Vendil Pallin (2017) examined strategies that the
Russian government had implemented since 2013 in
order to gain control over cyberspace though ownership
of domestic resources and to regulate international com‐
panies operating on the RuNet—the first steps towards
Russian digital sovereignty. For instance, in 2016, the
obligation of internet operators to store the personal
data of Russian citizens within the territory of the
Russian Federation was officially framed “as a measure
to increase security and safeguard the privacy of Russian
internet users” (Vendil Pallin, 2017, p. 27). Another law
that came into effect in November 2017 restricted the
activities of VPN services and anonymizers, prescribing
them to block Russian users’ access to content pro‐
hibited by the Federal Service for Supervision in the
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Sphere of Telecom, Information Technologies and Mass
Communications (or Roskomnadzor). However, in the
two years after the enactment of the law, VPN compa‐
nies did not follow the rules, and the Russian authorities
did not try to punish them for not doing so. As Soldatov
mentioned in 2015, analyzing the perspectives of block‐
ing the anonymizer Tor in Russia, just legal prohibition
would be not enough, “a highly efficient technological
solution is required” (Soldatov, 2015, p. 8), and it seems
to not have been found yet.

The next major step on the path towards plac‐
ing Russian internet segments under state control was
the legislative initiative on “sovereign internet” that
came into effect in October 2019. It introduced a sys‐
tem of state‐sponsored monitoring devices that had
to be installed by Internet providers and that helped
authorities filter, reroute, and block internet traffic
(Epifanova, 2020).

Stadnik (2021a) has analyzed internet independence
policy in Russia by applying Müller’s (2017) categoriza‐
tion of methods of alignment of cyberspace to national
borders: national securitization, territorialization of infor‐
mation flows, and efforts to control critical internet
resources along national lines. She has concluded that
all these methods are being implemented in Russia and
that the Russian government seeks to provide “national
security at any price” (Stadnik, 2021a, p. 162), to a
large extent ignoring the interests of private stakehold‐
ers. In her other paper, Stadnik (2021b) examined four
attempts of the Russian government to exercise con‐
trol over information flows via internet infrastructure,
including a blacklist to filter internet content, the law on
“sovereign RuNet,” the failed attempt to ban themessen‐
ger app Telegram in the country, and a list of “socially
significant websites” that could potentially be used as
a “white list” of accessible internet resources. She con‐
cluded that these measures “do not work as the gov‐
ernment would wish” (Stadnik, 2021b) and that content
filtering leads to, among other things, undesirable side
effects for the whole network.

Ramesh and colleagues did an investigative study
of technical censorship mechanisms employed by the
Russian state and came to the conclusion that the design
of Russia’s internet censorship in a decentralized net‐
work “is a blueprint, and perhaps a forewarning of what
national censorship regimes could look like inmanyother
countries” that have a network design similar to Russia’s
(Ramesh et al., 2020, p. 13). This makes the Russian
case of internet control of significant importance for
global internet governance, as it is potentially replicable
in other countries, in contrast to that of China, where the
internet is centralized by design.

After the introduction of the “sovereign internet”
bill, several reports emerged analyzing Russian internet
policy (Epifanova, 2020; Gruska, 2019; Soldatov, 2019).
However, there is still a lack of academic research on the
Russian approach to digital sovereignty. This study aims
to address this gap by answering the following research

question: What is the strategic narrative of the Russian
government on internet sovereignty, and what are the
main factors that have influenced its development?

4. Methodology

In order to address the research question, I have ana‐
lyzed the official strategy papers on internet policies
in Russia, issued by the government in the period
1999–2019, and I have conducted five semi‐structured
interviews with experts, which helped reconstruct the
government’s strategic narrative and identify the key fac‐
tors in its evolution over time. The Russian official strate‐
gies and doctrines “feature the official position in regard
to aims, tasks, principles and themain directions” of gov‐
ernmental policies (Russian Federation, 2016). They can
thus be seen as an articulation of strategic narratives
that are applied as fundamental principles for future leg‐
islation. In accordance with the terminology of Roselle
et al. (2014), the narratives of official internet strategies
in Russia can be categorized as issue narratives and are
targeted both at the domestic audience to legitimize poli‐
cies and at foreign governments as official messages in
international politics.

From 1999 to 2020, the following seven strategic
papers on internet policies were issued: Strategies of the
Information Society Development (1999, 2008, 2017),
Doctrines of Information Security (2000, 2016), Basic
Principles for State Policy in the Field of International
Information Security (2013), and Development Strategy
for IT Industry for 2014–2020 and until 2025 (2013).
I have also included the 2019 Federal Law 90‐FZ, known
as the “sovereign internet” bill, in the analysis, insofar as
it contains a memorandum explaining the official ratio‐
nale for introducing the bill.

The document analysis combined elements of con‐
tent analysis and thematic analysis (Bowen, 2009, p. 32).
It aimed at reconstructing the official state narrative
in regard to independence in cyberspace by identify‐
ing the three elements in strategic narratives: problema‐
tized issues, claims of causality, and proposed solutions
(Miskimmon et al., 2013; Szostek, 2017). In this particu‐
lar case, it means focusing on the following categories:
(1) key terms of internet policy, (2) rationales provided
for policies in regard to independence in internet space,
and (3) solutions—that is, policies themselves.

After completing the document analysis, I conducted
five semi‐structured interviews with experts on internet
governance in Russia. The aim of the interviews was
twofold: (1) to verify the findings of the document analy‐
sis and (2) distinguish the major factors that have led to
changes in the strategic narrative on internet sovereignty
over time.

The experts interviewed are representatives of differ‐
ent areas of expertise in Russian internet governance:
Ilona Stadnik (Coordination Center for TLD .RU/.РФ),
Michail Medrish (former head of the Coordination
Center for TLD .RU/.РФ and member of the Council
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of Europe’s Committee of Experts on Cross‐Border
Flow of Internet Traffic and Internet Freedom), Andrei
Soldatov (investigative journalist specializing in Russian
internet policies), Polina Kolozaridi (researcher of the
RuNet, associate professor at the National Research
University Higher School of Economics), and Alena
Epifanova (expert on Russia’s domestic and foreign pol‐
icy in cyberspace, German Council on Foreign Relations).
In the interviews, I asked these experts to describe the
Russian approach to internet sovereignty and how it dif‐
fers from that of other countries, to name themilestones
in the evolution of this approach, and the factors that,
in their view, influenced this development. I also asked
them to verify my conclusions from the document analy‐
sis. The interviews conducted via Skype were recorded,
transcribed, and analyzed using NVivo software.

5. Findings

Below, I present the findings of the document analysis,
according to the key areas of my inquiry: key terms of
internet policy, rationales provided for policies in regard
to independence on the internet, and solutions/policies.

5.1. Key Terms of Internet Policy

It is remarkable that the term “internet” is not men‐
tioned in the strategic documents of 1999 and 2000 and
is only mentioned three times in the eight pages of the
2008 Strategy of the Information Society Development.
It was only in 2013 that the internet was mentioned
prominently in the documents analyzed. The termsmost
widely used in all the documents are “information,”
“information sphere,” and “information and communica‐
tion technologies.” In the 2000 Doctrine for Information
Security, the role of the information sphere in the
“strengthening of moral values of society” is emphasized.
Here, for the first time, the necessity of “technological
independence” for Russia in the IT sphere is mentioned.

The Information Society Development Strategy of
1999 sounds very optimistic and states that the main
strategic goal of Russia in transition towards an infor‐
mation society is “the creation of a developed infor‐
mation and communication societal environment and
Russia’s integration into the global information commu‐
nity” (Russian Federation, 1999). In the 2008 strategy, the
focus lay in the improvement of electronic governance,
as well as in participation in international norm develop‐
ment and in the mechanisms of internet governance.

In both Doctrines for Information Security (2000,
2016), there is no mention of “cybersecurity,” which is
usually used in international documents. The focus is
always on information, that is, on content, not on the
channels of its transmission. According to these doc‐
uments, Russia should counter “information threats,”
inter alia, information war. Although “information war”
is an important term for the Doctrines, no clear defini‐
tion of it is provided. Among the external threats to infor‐

mation security of the Russian Federation, “the devel‐
opment by a number of states of concepts of informa‐
tion wars” is listed, which implies “creation of means
of dangerous impact on information spheres of other
countries, violation of the normal functioning of informa‐
tion and telecommunication systems, safety of informa‐
tion resources, obtaining unauthorized access to them”
(Russian Federation, 2016).

The 2017 Strategy of the Information Society
Development places a bigger focus on the digital econ‐
omy compared to those of 1999 and 2008. An important
term in this strategy is “critical information infrastruc‐
ture,” which means information technologies used by
state institutions and by different industries. In order
to secure the critical information infrastructure, the
state has to support and represent the interest of the
national IT companies. In the 2017 document, one of the
main aims of internet policy is a development in Russia
towards being a “knowledge society,” which is defined
as a society “where the acquisition, preservation, pro‐
duction and dissemination of reliable information, while
taking into account the strategic national priorities of
the Russian Federation, are of predominant importance
for the development of a citizen, the economy and the
state” (Russian Federation, 2017).

In the 2013 Basic Principles for State Policy in the
Field of International Information Security, “interna‐
tional information security” is defined as follows:

A state of the global information space that excludes
the possibility of violating the rights of an individual,
society and the rights of the state in the informa‐
tion sphere, as well as destructive and illegal impact
on the elements of the national critical information
infrastructure. (Russian Federation, 2013a)

Following these principles, Russia should promote the
establishment of an international legal order aimed at
the “formation of an international information security
system” (Russian Federation, 2013a).

5.2. Rationales and Solutions

The rationales behind the Russian internet policies in
strategic papers have undergone a massive evolution
over time. In the 1999 Strategy for Development of
Information Society, the importance of preserving its
independence in the process of globalization is men‐
tioned, but the overall tone about globalization is opti‐
mistic and friendly towards the international community,
which is even called a “family”: “Russia has to join the
family of technologically and economically developed
countries as a full‐fledged participant in theworld civiliza‐
tional development while maintaining political indepen‐
dence, national identity and cultural traditions” (Russian
Federation, 1999).

According to this document, Russia has to find its
own way in the information society, which would be
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oriented to the Russian socio‐cultural context and would
require minimum financial investments from the state.
This rather laissez‐faire attitude of the state towards
internet business is characteristic of the first decade of
the 21st century.

In the 2000 Doctrine for Information Security, the
list of the main threats to information security is not
that long and is rather vaguely formulated: from threats
to human rights to “the spiritual revival of Russia,”
to “information support of the state policy of the
Russian Federation,” and brain‐drain of IT specialists.
As a solution, the document emphasizes the importance
of “information support of the policies of the Russian
Federation,” by providing the Russian and international
audiencewith reliable information in this regard (Russian
Federation, 2000). Support for Russian IT production is
also highlighted.

The 2008 Strategy of the Information Society
Development, which marked the start of the presidency
of Dmitry Medvedev, was still optimistic towards infor‐
mation and telecommunication technologies, which,
by then, had become “a locomotive of the socio‐
economic development” worldwide, so the state had to
ensure “access of citizens to information” and develop
e‐governance services (Russian Federation, 2008).

The 2013 Strategy for Development of IT Industry for
2014–2020 mentions the increasing role of the internet
in society: In 2012, the monthly audience of the inter‐
net in Russia reached more than 55 percent (Russian
Federation, 2013b). “The absence of territorial borders
on the internet” was seen as a chance for Russian IT com‐
panies to become leaders in the international market.
Increasing the attractiveness of Russia as a jurisdiction
for the operation of IT companies would positively affect
the development of the domestic IT industry.

The 2013 Basic Principles for State Policy in the
Field of International Information Security includes the
promotion of Russian initiatives in the area of interna‐
tional information security. This is important, as ICTs
can be used as, among other purposes, an “informa‐
tion weapon” for “discrediting sovereignty, violating the
territorial integrity of states,” and violating public order
(Russian Federation, 2013a).

In the 2016 Doctrine for Information Security, the
list of threats from ICTs become more articulate in com‐
parison to the earlier 2000 document, and features,
among other things, cybercrimes, terrorism, and the
promotion of Russia‐critical content by foreign actors.
Moreover, according to the document, Russia runs a risk
of being targeted by so‐called “information weapons”
due to “the intensive introduction of foreign information
technologies” in Russian society. According to the 2016
Doctrine, these threats should be combatted by defend‐
ing one’s “own information sphere” from external influ‐
ence. What exactly does this mean? For one thing, it
means the so‐called “import substitution” by national
products and the protection of national interests in the
market. Information security is to be provided not only

by state authorities, but also by state media and telecom
operators (Russian Federation, 2016).

The 2017 Strategy of the Information Society
Development emphasizes the priority of “moral values
traditional for Russia and social norms based on them
when using technologies” (Russian Federation, 2017).
This should be done by, for example, promoting infor‐
mation resources that are based on so‐called “tradi‐
tional Russian values.” However, these values are not
further defined.

The strategy papers starting from 2013 have
increasingly mentioned various abstract foreign threats.
The explanatory memorandum of the 2019 “sovereign
internet” bill is more direct in its wording: It names the
US as a threat to the sustainability of the internet in
Russia. The bill was prepared “considering the aggres‐
sive tone of the US National Cyber Strategy adopted in
September 2018” (Russian Federation, 2019). According
to the memorandum, Russia was “groundlessly accused”
by the US of commissioning hacker attacks and was
threatened with punishment. The memorandum implies
that this punishment could be the disruption of the coun‐
try’s internet. Therefore, according to the same docu‐
ment, in order to guarantee “a sustainable operation
of the internet in Russia,” preventive measures have to
be taken. The bill implements technical means of coun‐
tering “threats for integrity, sustainability and safety of
functioning on the territory of the Russian Federation
of the ‘Internet’ network” (Russian Federation, 2019).
The so‐called “sovereign internet” bill obliges internet
providers to install devices provided by the state that can
monitor and block internet traffic. These measures are
thus presented as a preventive defense strategy against
foreign threats.

5.3. Evolution of the Strategic Narrative on Internet
Sovereignty Over Time

The analysis of strategic narratives on internet policies
in official documents from 1999 to 2019 shows a shift
that occurred around 2013: from perceiving the glob‐
alization of information primarily as a chance for, and
source of, economic growth to focusing on threats that
comewith dependence onWestern technologies and vul‐
nerabilities of the open information space.

All documents emphasize that it is control over the
content of information that matters first and foremost.
According to the expert Andrei Soldatov, this consti‐
tutes a crucial difference from the Western approach to
internet governance: “The Americans, the British, talked
about cyber security, the security of wires, of power sta‐
tions, that is, ‘the iron.’ Andour officials have always used
the term ‘information security’… that is, content.”

For Soldatov, the roots of the fundamental split in
the understanding of the threat of the internet between
Russia and the West lie in Russia’s domestic affairs in
the 1990s. According to the expert, at the beginning of
the Second Chechen War in 1999, Putin had to explain
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the government’s failure in the First Chechen war, so he
blamed it on the information interference of the journal‐
ists who covered the conflict. As a result, the Information
Security Doctrine of 2000 stated the importance of the
defense of the information sphere.

Based on the combination of the analysis of strate‐
gic narratives and expert interviews, the following ele‐
ments of the Russian concept of internet sovereignty can
be distinguished:

1. Control over data flows (i.e., filtering of content
and data localization);

2. Control over infrastructure (i.e., protectionism of
national software, centralized system of monitor‐
ing internet traffic);

3. Promotion of Russian initiatives at the interna‐
tional level.

The experts have distinguished the following factors,
which, in their view, helped shape this approach:
(1) domestic politics, (2) economic factors, (3) interna‐
tional relations, and (4) the historical trajectory of RuNet.

5.3.1. Domestic Politics

Inner political rationales were mentioned in the official
documents and dealt with guaranteeing constitutional
rights for citizens, as well as warranting stability, secu‐
rity, and economic progress in the country. However,
as the experts confirmed, some of the important trig‐
gers for internet regulation were left out of sight in
the official narrative. Thus, the protest movement “For
Fair Elections” in 2011–2012 was crucial for the major
shift towards the internet sovereignty that we observed
in documents starting from 2013. The street protests
broke out after the revelation of fraud during the parlia‐
ment elections in December 2011 and demonstrated the
power of socialmedia in triggering an oppositionalmove‐
ment, which made the state reconsider its laissez‐faire
attitude towards regulation of online communication
(Litvinenko & Toepfl, 2019). For the Russian government,
said Alena Epifanova, this protest wave was apparently a
more significant factor than the previous Arab Spring.

Another important trigger for the tightening of
internet control was regional protests in 2017–2019.
According to Andrei Soldatov, the blocking of the inter‐
net just in time in Russian regions in order to curb polit‐
ical dissent was one of the major aims of the “sovereign
internet” bill.

Ilona Stadnik mentioned the case of the failure to
block the Telegrammessenger app in 2018–2020 as a cat‐
alyst for developing newmechanisms of control over the
internet infrastructure. Telegram was officially blocked
after the presidential election in 2018, but regulating
institutions failed to stop its work. Citizens continued to
use Telegram via VPNs, and it became even more popu‐
lar, so the government decided to officially unblock it in
July 2020.

Three experts also mentioned the role of elite power
struggles within the Russian government, the so‐called
“war between the Kremlin towers.” The first decade
of internet development in Russia was dominated by
more liberal elites, who were calling for Russia’s mod‐
ernization, especially under Medvedev’s presidency in
2008–2012. Starting from the Putin’s third presidential
term in 2012, the role of siloviki (members of the min‐
istries in charge of national security) has been increas‐
ing significantly. For them, security is more valuable than
progress, and they tend to be in favor of internet block‐
ages and other restrictions.

However, the government still cannot afford to sim‐
ply cut Russia’s access to global social media platforms,
as it would most probably trigger major social unrest.
Over the decades, people have gotten used to free com‐
munication online, and many users have built their busi‐
nesses using the monetization models of YouTube or
Instagram. According to Soldatov, this, among other fac‐
tors, constitutes an important difference between the
internet in Russia and in China. Thus, the government
has to balance between its urge to control the informa‐
tion space and the risks of putting too much pressure on
civil society.

5.3.2. Economic Factors

In the 2000s, the liberal approach to internet legislation
was inspired by the perceived benefits of digitalization,
which is reflected in the documents analyzed. An inter‐
net isolation policy, on the one hand, would mean los‐
ing many of those benefits. According to expert Ilona
Stadnik, Russia cannot afford the risk of being discon‐
nected from the global digital economy.

On the other hand, the aspiration of Russia to be
independent in regard to internet infrastructure con‐
tradicts the current potential of the Russian IT indus‐
try. Despite the protectionism policy towards Russia’s
IT companies, Russia has no capacities to substitute
all the imported IT products with Russian equivalents.
Epifanova poses the question: “Will Russian Internet
sovereignty be made in the US or in China?”

Over the past decade, Russian IT companies have
been increasingly subjected to more control and com‐
pliance by the state. In 2016, the introduction of the
Yarovaya law package, which obligated providers to store
all communication data for six months at their own
expense, stirred up a large protest within the IT indus‐
try. In 2019, the “sovereign internet” bill mandated that
providers install equipment that would monitor internet
traffic. However, Soldatov pointed out, this time themea‐
sure was to be paid for by the state, so the IT industry did
not voice as much discontent as it had with the law of
2016. According to the expert, the IT companies realized
that “with the current Russian image, they do not have
many chances abroad anyway, so they have to develop
the domestic market.”
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5.3.3. International Relations

This factor plays a crucial role in the state rationale
behind the necessity of internet independence. Already
in the 2000 Doctrine for Information Security, depen‐
dence on foreign IT companies is listed as one of the
threats to national security. In 2019, the sovereign inter‐
net bill was framed as a reaction to the “aggressive tone”
of the 2018 US National Cyber Strategy. The experts
emphasized that the international relations factor was
used rather as a tool to frame restrictive policies for the
Russian audience.

The experts agreed upon the following international
milestones, which had an influence on the Russian
approach to internet sovereignty: (1) Edward Snowden’s
revelations in 2013, (2) international sanctions against
Russia after the annexation of Crimea in 2014, and (3) the
accusation of Russia in the interference in the US elec‐
tions of 2016. Interestingly, as experts Kolozaridi and
Stadnik point out, the Snowden revelations seem to
have had less of an impact on Russian internet gov‐
ernance compared to the consequences they had in
the West. In Russia, the digital sovereignty discourse
started to evolve intensely after the introduction of eco‐
nomic sanctions in 2014 and the subsequent policy of
import phaseout.

The scandal around the alleged interference of
Russia in the US elections and around the data breach
in Cambridge Analytica made the West reconsider its
attitude toward cybersecurity. In the framework of
fake‐news debates, internet security is now also dis‐
cussed in the West in terms of having control over con‐
tent of information. Russia has perceived this as a win‐
dow of opportunity to promote its understanding of
information security, which it has already been sharing
with China for a long time. According to Soldatov, legisla‐
tion on fake news in different countries has given Russian
authorities an opportunity to promote its narrative on
information security.

Interestingly, dependence on global online platforms,
which is central to digital sovereignty debates in the EU,
has not been specifically thematized in the analyzed doc‐
uments. However, this aspect has recently started to play
a big role in public discourse and may be included in the
strategic narrative on internet sovereignty in the future.

5.3.4. Historical Trajectory

In the interviews, all the experts mentioned the impor‐
tance of the legacy of the historical development of
RuNet, both from the technological and from the societal
perspective, in shaping internet policies. According to
Michail Medrish, the infrastructure of the Russian inter‐
net was initially designed to be highly decentralized, so it
is hard to gain centralized control over RuNet. Soldatov
elaborates that the liberal phase in internet regulation
that lasted until 2012 shaped the country’s online mar‐
ket as well as users’ habits, and the state has been forced

to take this into consideration on its path towards dig‐
ital sovereignty. Epifanova concludes that the historical
trajectory of RuNet makes the Russian model of digital
sovereignty potentially attractive to other regions of the
world, in contrast to the Chinese model, which is consid‐
ered to be non‐replicable.

6. Discussion and Conclusion

The Russian strategic narrative on internet policy has
been changing over time, depending on the elite’s evalu‐
ation of the benefits that global connectivity brings ver‐
sus its perceived threats. The crucial element in Russia’s
understanding of internet independence is the concept
of information security, which is content‐oriented, in con‐
trast to the Western concept of cybersecurity, which ini‐
tially was more infrastructure‐focused. This means that
control over the content of data flows lies at the core of
the Russian approach to internet sovereignty, and con‐
trol over the infrastructure is seen as a tool to achieve
this goal.

This contradicts the European understanding of digi‐
tal sovereignty, which is based on the concept of the self‐
determination of the people (Pohle, 2020). As Europe
has only recently coopted the concept, we are currently
observing a global struggle of strategic narratives on digi‐
tal sovereignty: a state‐centered approach represented
by Russia and China, where online borders are drawn
maximally near the offline ones, and the individual‐
centered approach of the EU, where the people are
called “sovereign.”

However, the democratic interpretation of internet
sovereignty appears, so far, to be even more vague than
the authoritarian one, as democratic mechanisms of
the self‐determination of its netizens are still underde‐
veloped. Given the power of narratives in shaping the
behavior of actors in international relations (Miskimmon
et al., 2013), it seems to be important for international
actors now to have an articulate vision and rationale for
their approach to this widely used term. In a situation
of struggle between strategic narratives around digital
sovereignty, the promotion of a country’s narrative at
the international level becomes one of the key elements
of internet sovereignty. This, among other things, helps
build regional alliances among countries that hold simi‐
lar positions on internet governance and thus givesmore
weight to arguments in favor of certain regulatory deci‐
sions on a global level.

The Russian case of internet sovereignty is of spe‐
cial importance for global internet governance, as it is
an attempt to subject a highly decentralized network to
tight state regulation via a series of measures, includ‐
ing control by infrastructure (Stadnik, 2021b). On the
one hand, it has a direct influence on some post‐Soviet
countries where RuNet plays an important role, such as
Belarus or Kazakhstan, and an indirect impact on many
other segments of the global network through diffusion
of legislative norms and practices. The global effects of
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national approaches to digital sovereignty are still to be
explored in future studies.

On the other hand, the Russian case reveals theweak‐
nesses of the authoritarian model of digital sovereignty,
which causes side effects for the network in the coun‐
try. This model is also challenged by infrastructure‐based
resistance, as in the case of the attempted Telegram
ban (Daucé & Musiani, 2021). Further study of the dis‐
crepancies between the norms and practices of digital
sovereignty would help us better understand the mech‐
anisms that shape today’s internet governance.

Overall, we have observed that a strategic narrative
on digital sovereignty is more than just an issue narra‐
tive, as it deals with a vision of the future of national seg‐
ments of the internet as well as that of global internet
governance. Comparative studies of national approaches
to digital sovereignty are needed in order to define com‐
mon ground for collaboration, as well as to distinguish
between decisive divergences in envisioning the future
of the global network.
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1. Introduction

The question of ideological control over the Russian
information space remains central in understanding the
peculiarity of Russian, and even more broadly, post‐
Soviet media systems. The institutional side of the
post‐Soviet media system has been studied relatively
well, especially the role of “oligarchs” (Mickiewicz, 2008;
Zassoursky, 2016) in distorting the democratic model of
media. Macro‐analysis of the whole media system has
been conducted quite thoroughly (Kiriya, 2019; Oates,
2007; Vartanova, 2011). Other researchers have pre‐
ferred themicro‐social approach and have demonstrated
how ideology is created based on routinised actions
such as self‐censorship (Koltsova, 2006; Schimpfossl &
Yablokov, 2014).

The topics of the internet and mass‐self communica‐
tion are often not included in the analysis of the dynam‐

ics of the post‐Soviet media system and ideological con‐
trol. Prior to 2011–2012, the internetwas not a topic con‐
sidered in the analysis of post‐Soviet media. After the
Moscow 2011–2012 uprisings (i.e., Moscow uprisings of
winter 2011 and spring 2012, provokedby themovement
For Fair Elections), the topic of the so‐called newmedia’s
role in post‐Soviet social dynamics became more visible
in media studies. Conversely, although the role the inter‐
net plays in the overall media system has been idealised
for a long time, the idea that the internet represents a
kind of new liberal force or alternative media in which
the agenda differs drastically from traditional media has
since been refuted. Thus, most research now focuses
on new hyper‐restrictive legislation bringing the RuNet
under control of the Kremlin (Gabdulhakov, 2020), ana‐
lysis of agenda and topical clusterisation of the Russian
discourse in social media (Koltsova & Shcherbak, 2015),
the role of the Russian trolls and hackers in the 2016
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US presidential elections (McCombie et al., 2020), and
so forth. All visions of scholars can be divided into two
polar camps: internet‐optimism (expressing hopes that
internet discourse is creating the alternative publicwhich
will positively contribute to liberal dynamics of themedia
development) or internet‐pessimism (generally arguing
that the internet is just contributing to the isolation of
oppositional groups, their marginalisation, and forma‐
tion of echo‐chambers).

The techno‐deterministic vision of the internet as
a new actor opposing the “old media order” has been
dominant and has finally led to the relative autonomy
of the internet from other media systems in analytical
frameworks. Until now, we have usually read forecasts
about the huge difference between the RuNet audience
and the television audience. Such differences between
these two audiences were central in the denomination
of protest groups during the uprisings of 2011–2012 and
2019 as “hipsters” against “vatniks.”

Nobody has tried to understand, from a systematic
point of view, the role of the internet in state communi‐
cation control and inside thewholemedia system, includ‐
ing the still powerful “traditional” television and period‐
ical press sectors. In our own approach, we prefer not
to compare the internet to traditional media, their audi‐
ence, or content, but instead look at them as dynamic
systems of information control oriented towards main‐
taining the dominant order, the high level of trust in the
president, and core state institutions. In this article, we
will trace themain changes in state control over the inter‐
net in Russia over the last 10 years and show how this
control works together with other institutional mecha‐
nisms, to ensure the restrictive and state‐oriented char‐
acter of the whole media system.

Our basic hypothesis counters the idea of the liberal‐
ising mechanism of the internet for Russian society and
shows that the state has progressively changed its meth‐
ods of control over the internet according to changes
in general media consumption. This includes methods
such as “troll factories,” progressively passed towards
other more structural incitements related to the massi‐
fication of internet use. In this conclusion, we are gener‐
ally adding to the idea that the Russian model of restrict‐
ing mass media is rather different from direct censorship
based on filtering and technical blocking, as is the case in
China and Iran (Toepfl, 2018, p. 542).

2. (De)Mythologising the Internet as Alternative Media

Before 2011, the internet did not appear among major
topics discussed on the Russian media system, while
the academic analysis of this field was primarily focused
on the renaissance of Soviet rules of journalism (Oates,
2007) or the emergence of a “neo‐authoritarian media
system” (Becker, 2004) and the peculiarity of post‐Soviet
media systems (Vartanova, 2011). Thus, Vartanova
(2011) clearly compares the emerging internet (at the
timeofwriting in 2010, it was not somassively used by its

audience) to the remaining part of themedia sphere, say‐
ing that “marginalized forces opposing state influence in
themedia (investigative and opposition journalists, inter‐
net activists, and active audiences) have been active in
promoting a free press, a free internet, and ethical norms
in new media” (p. 142).

Thus, for a long time, the idea of the internet as a
tool of resistance to the conservatism and state dirigisme
of the Russian media landscape was mainstream in stud‐
ies on the Russian media and internet. In 2010, the
Berkman Centre at Harvard University made the map of
the Russian blogosphere, where the internet was repre‐
sented as an alternative public discussion arena where
liberal opposition could coexist with other marginal
political movements outside the mainstream spectrum
(Etling et al., 2010).

Bode and Makarychev (2013) argued that the poten‐
tial of the new social media was substantial, especially
when compared with the Kremlin’s loss of ability to
generate socially acceptable meanings, “to convey mes‐
sages to target audiences, to dominate the symbolic
and ideational landscapes, and ultimately to maintain its
discursive hegemony” (p. 61). Koltsova and Shcherbak’s
(2015) study of the online discourse of the 2011 upris‐
ings shows that “the blogosphere belonged predomi‐
nantly to oppositional bloggers” (p. 1724). In conclusion,
they pointed out that in comparison with over‐censored
TV and mainstream media, the internet represented an
arena for alternative political communication (Koltsova
& Shcherbak, 2015, p. 1727).

What is quite emblematic is that even after the
Crimean consensus (when a large part of the population
welcomed the state’s geopolitical game), the positive
vision of the internet as enabling opposition with real
political power continued to exist inside academia. Thus,
Remmer (2017) argued that the internet “facilitated the
formation of personal networks of digital activists who
challenged the regime’s control of the public sphere and
offered an alternative discourse to the official political
narrative” (p. 126).

Aswe can see in all such approaches, the internet and
social media are especially associated with some holistic
entities opposing the mainstream discourse. Even if all
previously mentioned authors never used an alternative
media framework to represent the subversive potential
of RuNet, the opposition they have established between
internet and non‐internet media agendas pushes us to
examine the alternative media concept from the Russian
media landscape perspective.

The idea of alternative media has been well formu‐
lated by Bailey et al. (2008, p. 6) as based on four dif‐
ferent approaches: (1) alternative media as serving the
community; (2) alternative media as opposing the main‐
stream media; (3) alternative media as serving civil soci‐
ety; and (4) alternative media as a rhizomatic concept
(emphasising the purely floating sense of the term).

The first approach cannot be directly applied to the
Russian internet because the internet does not serve
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a particular community. Social media on the internet
can contribute to the creation of communities, but even
in the case of the Coordination Council of Opposition
formed just after the Moscow uprisings of 2011, it is
quite difficult to call this a community because of its very
heterogeneous and strong participatory nature. The sec‐
ond approach can be applied only if we understand per‐
fectly what we mean by “mainstream media.” However,
not all principles of alternativity can be applied to the
RuNet. Bailey et al. (2008, p. 18) give four characteristics
ofmainstreammedia: (1) large‐scale and geared towards
large, homogeneous (segments of) audiences; (2) state‐
owned organisations or commercial companies; (3) ver‐
tically (or hierarchically) structured organisations staffed
by professionals; and (4) carriers of dominant discourses
and representations.

When one compares RuNet to the mainstream
media, it is represented as: (1) small‐scale and oriented
towards fragmented audiences; (2) non‐controlled,
either by the state or commercial bodies; (3) horizon‐
tally structured and run only by non‐professional politi‐
cians (citizens themselves); and finally, (4) opposing dom‐
inant discourse and representations. We argue that the
Russian internet does not match all these criteria. First,
it is not always oriented towards fragmented audiences
or low scale: large mainstream media corporations are
active within it. Second, politically opposing content on
the internet is not always created outside the commer‐
cial realm or state control, and even social media repre‐
sents predominantly commercial corporations who earn
money from the users’ activity. Third, not all content of
political opposition in social media is created horizon‐
tally. Some of it is organisationally enabled, and after
the 2011 uprisings, the level of organisational control
of such activities became even higher with the election
of the Coordination Council of the Opposition (Toepfl,
2018). Finally, not all internet and social media oppose
the dominant discourse. This argument could also be
considered “universal” and fair for all other media land‐
scapes and not only Russian ones. We can see generally
in the wider world that not all internet media can be con‐
sidered “alternative” since a large part of internet audi‐
ences are generated by organisationally enabled com‐
mercial media, which use the internet as a new way to
produce surplus value andmaximise profit (Fuchs, 2014).

At the same time, the Russian peculiarity is that
the borderline between so‐called grassroots media and
elite or organisationally backed media (such distinction
is based on Fuchs, 2010) is blurred. We know of some
exampleswhenmedia initially created by a group of inde‐
pendent journalists (sometimes a group of journalists
who had been fired from big media for political reasons)
rapidly gained some powerful investors. This is, for exam‐
ple, the case of Meduza.io, the internet media created
and based in Riga by a self‐organized group of journal‐
ists fired from Lenta.ru. This creation of Meduza could
be considered a grassroots initiative of a group of journal‐
ists. However, we know (Surganova, 2014) that Meduza

is financed by some undisclosed oligarch and that its
founder, ex editor‐in‐chief of Lenta.ru, Galina Timchenko,
negotiated financial issues with Michail Khodorkovsky
(a Russian oligarch in exile in London). From this point
of view, we might consider Meduza a classic commercial
dependent media. In the case of some Russian offline
media such as TV Rain or, for example, Novaya Gazeta,
such distinction might also be problematic. On one
hand, such media self‐position themselves as a com‐
munity of critically thinking journalists, and they also
rely on grassroots business models such as crowdsourc‐
ing. Novaya Gazeta proposes that readers “support the
independent journalism by making donations” in the
disclaimer at the end of each publication. TV Rain is
subscription‐based, but this television channel commu‐
nicates with subscribers as contributors whilst at the
same time being privately owned. Novaya Gazeta is
co‐invested by Aleksander Lebedev, a Russian liberal oli‐
garch, very well‐known in elite circles and an ex‐officer
of the Russian KGB.

The third approach (alternative media as civil society
media) does not work either, because the oppositional
forces in Russian social media are very heterogeneous
and do not necessarily rely on civil society structures.
Some of them act on behalf of wealthy oligarchs (such
as internet‐media MBH‐Media, owned and financed by
Michael Khodorkovsky) or other elite‐based structures.
Finally, the rhizomatic approach to alternative media is
also deficient in the case of RuNet because, as Bailey et al.
(2008) argue, alternative media plays the catalytic role in
“functioning as the crossroads where people from differ‐
ent types of movements and struggles meet and collab‐
orate.” As Kiriya (2012, p. 461) argued, RuNet is much
more oriented towards isolating and fragmenting com‐
munities rather than uniting them.

The Russian internet is multi‐level and multi‐faceted
and should simultaneously be considered as a means of
resistance and a means of maintaining ideological order.
For a long time, academic discourse has privileged its
resistant side without seriously considering its ability to
control andmaintain the dominant order. Such discourse
can be explained. In 2010, big state‐owned and oligarchi‐
cally supported media never considered the internet as
an important source of audience and revenue, while
some oppositional media outlets, such as self‐organised
media, considered the internet as a kind of parallel public
sphere with a more intellectual audience, more oriented
towards a Western way of life and civic freedoms.

3. The Internet as a Part of the Controlled and
Surveilled Media Sphere in Russia

In parallel to themainstreammedia studies’ discourse on
the resistant character of the RuNet, we can see some
studies appearing in the second decade of the 2000s try‐
ing at least to question the emancipating character of
the internet. Deibert and Rohozinski (2010) made quite
a full review of different methods of internet control on
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post‐Soviet space more than 10 years ago, although, at
that time, Russian state control over the internet had not
yet even begun. However, wewill largely use their frame‐
work in the next part when analysing the dynamics of
state control.

The most popular way to incorporate new media
within the whole Russian media system was a “fragmen‐
tationist” approach, which tried to represent Russian
media as a set of a few public sphereswith different rules
with the state merely acting as a gatekeeper between
them. Toepfl, in the early 2010s, showed how Russian
ruling elites managed public scandals originating from
“newmedia postings” by providing themwith biased cov‐
erage within mainstream media and re‐framing them in
a manner that did not harm the dominant regime’s legit‐
imacy (Toepfl, 2011). Kiriya (2012) showed the fragmen‐
tation of the Russian public sphere which contributed to
themaintenance of the relative pro‐state order in RuNet.
Bodrunova and Litvinenko (2015) analyse the fragmenta‐
tion of the Russian public sphere mainly on the basis of
the fragmentation of the population.

The isolation of oppositional communities and their
concentration around oppositional media allows the
government to “promote dominant agenda via state‐
controlled outlets” and to monitor protest moods
by surveilling such oppositional information ghettos
(Denisova, 2017, p. 989). Moreover, the participatory
content created and shared within such a community
could be regarded as an alternative to protest mobil‐
isations and has even been tolerated by the state
(Karatzogianni et al., 2017, p. 120). We should be very
careful in stressing that such oppositional ghettos are
organised around the internet media. As Oates (2016)
wrote: “There was no complete division of the pub‐
lic between anti‐Putin/online and pro‐Putin/traditional
media….This underlines the point that the internet is not
a sphere separate from the political and media logics of
the state” (p. 410).

Other studies describing internet control in Russia
have been rather oriented towards analysis of measures
implemented by the Russian government and parlia‐
ment to place RuNet under their control. Here we can
mention works analysing 2013 anti‐piracy laws (Kiriya &
Sherstoboeva, 2015), online self‐expression regulations
(Gabdulhakov, 2020), the corporate takeover of internet
companies (Vendil Pallin, 2017), and implicating users
and volunteers through surveillance and control of inter‐
net content (Daucé et al., 2019).

More generally, there is a lack of work research‐
ing the general philosophy of the Russian state towards
the internet. Budnitsky and Jia’s (2018) analysis of the
Russian and Chinese policies in the field of internet
sovereignty represents a good overview of this field.

In this article, we are trying to put all these meth‐
ods of control together to show the dynamics and under‐
stand the strategy of the state in this field in its com‐
plexity. For the analysis, we rely on models of control
distinguished by Deibert and Rohozinski (2010) and on

the theory of alternative media. In our opinion, the core
shift in state regulation of the internet is related to main‐
stream/alternative cleavages. Thus, the core hypotheses
of this article are:

H1: The core difference of the Russian model of net‐
worked authoritarianism is in balancing between the
open prohibition and structural measures affecting
the circulation of messages between “mainstream”
and alternative media;

H2: The usage of the internet inside the mechanism
of control of the whole Russian media system has
evolved considerably over the last 10 years and has
depended hugely on themassification of the internet
as a communicative platform.

4. Dynamics of Russian Internet Control

4.1. Between Censorship and Self‐Censorship

Despite the digital pessimism of some analysts who inter‐
preted the tightening of internet regulation in Russia as a
step towards the building of a great firewall (Roth, 2019),
the “Chinisation” of the Russian internet still seems far
off. For instance, the Russian strategy seems consid‐
erably different from the Chinese, according to Toepfl
(2018, p. 542), at least three elements contribute to their
difference: (1) In contrast to China, the mass media land‐
scape in Russia is only partly controlled by authoritar‐
ian elites—the alternative opinion space is shrinking, but
now the public can have access to alternative partisan‐
ship media, foreign media, and media financed by for‐
eign institutions; (2) unlike in China, the Russian inter‐
net as a communicative space is not subject to large‐
scale technological filtering—even having adopted some
restrictive laws, the control is more post‐publication
based rather than the real filtering of prior publications;
and (3) opposition groups, NGOs, and parties can oper‐
ate legally in Russia, even if the state puts them under
considerable control.

Deibert and Rohozinski (2010) distinguish three gen‐
erations of internet control in the post‐Soviet space.
The first generation is based on denying access to spe‐
cific online media by directly blocking access to servers,
domains, keywords, and IP addresses. The second aims
to create a legal framework for denying access and
considerably reducing the possibility of discovering cer‐
tain content.

The third generation is based on proposing compet‐
ing content and making counterinformation campaigns
to discredit opponents. When this framework was pro‐
posed, the Russian internet remained a relatively free
space, and many of these measures were quite far away.
However, since the Moscow uprisings, we can observe
some dynamics in the tightening of control over RuNet.
It is obvious that Russian authorities started to put more
effort into restricting the internet after the Moscow
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uprisings of 2011–2012 because social media played
some role in the mobilisation movement. At the same
time, the core reason for changing the policy of Russian
authorities on the internet should be related to cru‐
cial changes in the configuration of the public sphere(s)
since then.

The core change is related to the massification of
the internet as an information space. In 2011–2012, the
share of monthly internet users in Russia was 46%. If we
take the most active daily users, this figure was 33%
(Public Opinion Foundation, 2011). As usual, not all used
the internet as a news source. As a result, during this
period, the politically active internet audience was not
so significant (around 10% of the population) and was
essentially concentrated in big cities where generally the
level of opposition votes is higher. At the end of 2020,
the share of monthly users reached 78% and daily users
reached 71% (Mediascop, 2021). From this point of view,
we can understand why some researchers apprehended
the internet as an alternative source of information in
2011–2012 because it was a platform for a relatively
prosperous minority. Therefore, the Moscow uprisings
were called the hipsters’ protests or the creative‐class
uprisings (Goryashko & Prokofiev, 2012). However, in
2020, such characteristics are problematic due to the
hugemassification of the internet. Today 88% of internet
users report having consumed television at least once in
the past two weeks, a figure which has been in a slight
decline over the last five years (Figure 1).

It is obvious that such quantitative changes in the
number of internet users cannot be ignored by state pol‐
icy in the field of the internet. The initial practice largely
used against opposition leaders online was trolling, with
the introduction of “trolls” into the debate distorting sus‐
tainable communication. Such pointed measures were
probably enough to marginalise and distort opposition

minorities online, but since 2013, the state has oper‐
ated a massive campaign by creating a legal restricting
framework oriented towards legitimising the blocking
and the denial of access to internet sites. Here we can
refer to the anti‐piracy law, which can be used to block
some resources (Kiriya & Sherstoboeva, 2015). Similar
cases are related to progressive criminalisation of the
users’ activity on social media (such as Article 148 in the
Criminal Code “in the aim of protecting religious convic‐
tions and feelings”; Article 205 on the endorsement of
terrorism, etc.; Russian Federation, 2021). Finally, we can
mention the 2019 law on “fake news” giving unprece‐
dented rights to block content considered fake news, as
well as any content deemed to be insulting to the authori‐
ties (Russian Federation, 2019b). From this point of view,
we can stress that Russia adopted the second strategy
of the Deibert‐Rohozinski model (Deibert & Rohozinski,
2010) without employing the first one.

Another strategy that we can partly classify as the
second model of control is oriented towards the devel‐
opment of self‐censorship and is based on two tools.
The first is creating fear among internet users that
any action inside the mass‐self communication can be
tied to repressive legislation. A good example of this is
Law 530 FL “On information, information technologies,
and information protection” from 30 December 2020,
which since 1 February 2021 obliges socialmedia to block
any obscene words in users’ posts without really explain‐
ing how the law will be applied and without introduc‐
ing clear responsibility (Russian Federation, 2020). Since
technically blocking all obscenities seems to be impossi‐
ble, the authorities are able to apply the law selectively.
The second tool is relying on collective moral and taste
norms, which are massively introduced online by inter‐
net user associationswithin the framework of “digital vig‐
ilantism,” so a kind of parallel to the police form of civic
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Figure 1. Share of internet users who watched TV at least once during the last two weeks. Source: Deloitte (2020).
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enforcement: cyber patrols, cyber cossacks, leagues, and
some other organisations oriented towards surveillance
of users (Daucé et al., 2019).

Together, such tools show that Russian police and
security authorities are unable to curb the resistant
potential of new media without relying on “superfi‐
cial measures designed to stimulate self‐censorship”
(Gabdulhakov, 2020, p. 297). They are creating the surveil‐
lant assemblage, which to a great extent works without
enforcement from the state, but is based on other dis‐
ciplining practices from various other actors which influ‐
ence the mass behaviour of users (Gabdulhakov, 2020).

To simplify its task of blocking and controlling the par‐
allel realm of social media, the state uses the same strat‐
egy as in the field of traditionalmedia. It acquires the cap‐
ital of major social media platforms under the financial
control of loyal oligarchs. Thus, close to the Kremlin oli‐
garch, Alisher Usmanov and his Mail.ru Group obtained
control of VK (the most popular social media platform)
by putting pressure on its previous owner and founder,
Pavel Durov (Vendil Pallin, 2017, p. 25). While the presi‐
dent of Mail.ru Group is Boris Dobrodeev, very close to
pro‐power elite circles.

In parallel with building surveillance practices, the
state maintains the public interest in such issues as inter‐
net sovereignty. The adoption of the law on “sovereign
internet” (Russian Federation, 2019a), which gives the
ability to organise internet traffic and routing locally in
case of exterior disconnection, plays the role of the pub‐
lic trigger for any forces relying on local regulation of
content and self‐censorship. The law, together with mas‐
sive coverage of the Russian hackers’ infringement into
US elections, creates among mass users the feeling that
we are dealing with a cyberwar.

All mechanisms of self‐censorship show that the
mechanism of internet control in Russia is balancing
between direct oppressive measures and the creation of
an atmosphere disciplining users themselves or orienting
them towards pro‐state behaviour.

4.2. Between Mainstream and Alternative

Kiriya (2012) proposed the framework of the “paral‐
lel public sphere” to interpret the diversity of agendas
between the internet and mainstream media. The pub‐
lic sphere has been divided into the mainstream pub‐
lic sphere and the parallel public sphere. The paral‐
lel public sphere, in turn, has been divided into a
parallel institutionalised public sphere and a parallel
non‐institutionalised public sphere. The parallel insti‐
tutionalised public sphere represented some official
media (both offline and online) existing as organisa‐
tions and oriented towards opposition points of view.
It includes Novaya Gazeta, Echo Moskvy radio station,
Ren‐TV channel, and TV Rain, amongst others. A huge
part of such opposition outlets was under the finan‐
cial control of big oligarchic groups (such as Gazprom,
state loyal bankers, etc.). In recent years, wemay include

the MBH media internet portal financed by Michail
Khodorkovsky (was closed in 2021), Meduza.io portal
based in Riga. Some media became less oppositional
and much more pro‐Kremlin (such as Ren‐TV channel).
The non‐institutionalised parallel public sphere was rep‐
resented by grassroots projects existing only based on
social media, video sharing, and blogs. The core differ‐
ence between institutionalised and non‐institutionalised
media was the greater level of pressure on the insti‐
tutionalised parallel public sphere. Since the internet
audience in this period was much more different from
the mainstream media audience and pretended to have
a much higher degree of partisanship, even the main‐
stream media on the internet proposed a more liberal
agenda than their purely offline colleagues. For example,
the state‐financed information agency Ria Novosti cov‐
ered theMoscow uprisings quite broadly (which became
one of the reasons the editor‐in‐chief of Ria Novosti,
Svetlana Mironyuk, was forced to resign by the Kremlin).
From this point of view, when the internet was rel‐
atively young and assembled the oppositional public,
there was a broad phenomenon of “alternativisation” of
mainstream media.

Massification of the internet, including online news
consumption, means much broader audiences are
unlikely to remain free from the states’ attention, as it
started to increase its symbolic presence within the net.
From this point of view, in parallel to the strategy of pro‐
hibitions, penalisation, and restriction of self‐expression
in social media, the state starts to build a system counter‐
ing oppositionalmessageswhichwemight call the “main‐
streamisation” of the alternative media.

To show the level of state control over internet
resources and its evolution between 2012 and 2020, the
author analysed and classified the main internet out‐
lets of these two periods of time based on their politi‐
cal orientation. The author took the main media inter‐
net outlets in 2012 according to data of TNS (Russian
audiencemeasurement company of this time, projection
Web Index) based on their audience (average issue read‐
ership). Later, new news media outlets that appeared
after 2012 were added to this list.

Somemethodological remarksmust bemade prior to
analysis. As pointed out by Degtereva and Kiriya (2010),
there are three types of state control over the media on
the level of ownership: (1) media directly owned by the
state (e.g., Channel Onewhere 51% of shares are directly
owned by the Russian government); (2) media owned by
the state, but may have some private monetary capital
(e.g., NTV channel owned by Gazprom); and (3) media
owned by state‐loyal oligarchs related by non‐formal con‐
nections with ruling elite groups and the president per‐
sonally (such as National Media Group, owned by Yuri
Kovalchuk and his financial structures).

Such classification makes the task of separating
media outlets into “oppositional” and “state‐controlled”
very difficult because formal ownership does not nec‐
essarily mean the degree of editorial independence.
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In some works, Kiriya (2017) points out at least three
main loyal oligarchs connected personally with the
president (Yuri Kovalchuk who owns National media
group, Alisher Usmanov who controls Mail.ru Group,
and Kommersant and Yuri Berezkin who own RBC and
Komsomolskaya Pravda). At the same time, it is impor‐
tant to say that in 2012, some loyal Kremlin oligarchs
have been allowed to own critical media outlets, ready
to present alternative critical points of view and cov‐
ering activities of opposition leaders (notably Alexey
Navalny, Serguey Udaltsov, Boris Nemtsov, and some
other opposition leaders). Among such media, we can
find some commercial news sites which are relatively
independent such as the RBC Group, Echo Moskvy radio
station (owned by Gazprom but editorially independent),
and Kommersant, which has been recently acquired
by Alisher Usmanov but was oriented towards being
more provocative, addressing a more oppositional, well‐
educated public. The same can be said for both online
media operated by well‐known liberal RuNet activist
Anton Nossik: Gazeta.ru and Lenta.ru. The entire table
with classification is in the Supplementary File.

In Table 1, it can be observed that in 2012, the total
average monthly reach of oppositional outlets on the
internet represented around 50%. If we associate it with
some state‐controlled outlets that objectively covered
the Moscow uprisings (Ria Novosti, for instance) we will
obtain a much bigger figure.

In 2020, the situation changed drastically. The most
important changes were structural and related to tak‐
ing the most important internet outlets under finan‐
cial or editorial control. Ria Novosti was restructured
and became a part of the big propagandist holdings
Rossia Segodnya [Russia Today] controlling pro‐state net‐
works of web‐portals and radio stations outside Russia.
The Kremlin forced the owner of Lenta.ru to change its
editorial staff. Rbc.ru, known for its journalistic inves‐
tigations and owned by oligarch Michail Prokhorov,
changed the editorial team of Elizaveta Ossetinskaya
under pressure from the Kremlin (Seddon, 2016) and
later changed the owner to Grigory Beriozkin, the loyal
oligarch who already controlled the big popular newspa‐
per Komsomolskaya Pravda (kp.ru). In 2016, in response
to foreign sanctions, the Russian Duma adopted a law
limiting the foreign ownership of any media to 25%,
which finally led to the great departure of foreign media

owners from the print media market (Kiriya, 2017).
It changed the ownership of nearly all important critical
media outlets such as Forbes (previously owned by Axel
Springer) and Vedomosti, where the new editor‐in‐chief,
loyal to Russian state oil company Rosneft, provoked a
change of editorial staff in 2020 (Seddon, 2020).

All such changes provoked great “alternativisation”
of the public sphere, while the expelled editorial
teams often created their own media outlets (e.g., for‐
mer editor‐in‐chief of RBC, Elizaveta Ossetinskaya, cre‐
ated thebell.io, and Vedomosti staff opened vtimes.io).
However, just one medium among them attained real
success in terms of audience, Meduza.io. Thus, “alter‐
nativisation” means marginalisation and does not repre‐
sent a considerable risk for the Kremlin.

In parallel to taking control of majormedia platforms,
which might represent the alternative opinion, the state
power considerably enlarged its presence in the internet
space. Such big state online media as Rt.com, M24.ru,
and Tass.ru started to acquire bigger audiences. All such
outlets represent just web news versions of other known
media. M24 is a subsidiary of Moscow 24 television sta‐
tion (controlled by state‐owned VGTRK), Rt.com is under
the control of Russia Today, and Tass.ru is the web ver‐
sion of the great state‐owned information agency Tass.

In addition, we can see a rise in state‐owned online
media. In 2017, RBC published an investigation about
the so‐called “media factory,” an informal group of reac‐
tionary online media sharing the same building and com‐
mon investors with the legendary “troll factory” in Saint
Petersburg (so‐called “Agency of internet research” orga‐
nizing troll propagandistic anti‐opposition campaigns
which is one of the Russian organizations accused by
special prosecutor Robert Mueller in intervention into
US elections). All such online media collected more than
30 million users in RuNet (Zakharov & Rousiaeva, 2017).
After denying any connections with the “media factory”
Evgeni Prigozhine, the oligarch close to Putin and owner
of the “troll factory,” transformed the “media factory”
into media holding “patriot media,” connecting such
onlinemedia as Polit.info, Politpuzzle.com, and Riafan.ru
(called Federal Agency of News). The editor‐in‐chief
of the Federal Agency of News in his interview with
Andrei Loshak described his work as “working in the
context of the information defence” against the West
(Loshak, 2020).

Table 1. Total monthly reach and share of opposition and state‐controlled online media.

2012 2020

Total monthly reach Share of total Total monthly reach Share of total
(thousands) monthly reach % (thousands) monthly reach %

Opposition 38,482.8 49 3,596 5
State owned 40,052 51 71,641 95
Notes: Echo.msk.ru and novayagazeta.ru have been excluded from the coverage of the database since 2016. Some figures on media
outlets (such as Meduza) were unavailable for 2020—thus, the most recent data was used. Source: Built based on Web Index database
provided by the official media measuring company Mediascope (before 2016, company TNS Russia; Mediascope, 2021).
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The usage of original Web Index data for 2020 was
not so relevant for comparison just because the Web
Index is the database that includes media outlets based
on their willingness to be measured. This means that
some media outlets’ coverage by measurements is not
stable. Some media (and notably some relatively new
media outlets including state‐owned outlets) have never
been covered by measurements. Therefore, we used the
data of monthly visits provided by the media analytical
tool Similar Web.

Such strategies allow state‐controlled media to dom‐
inate in the online realm. In Table 2, we can see that
suchmedia accumulatemore than one billion (1,020,698
thousand) visits monthly. It is emblematic that state‐
owned online media commonly not only use the alter‐
native model of distribution, which is based on non‐
organic traffic, but they also make use of referral traf‐
fic, where users come to the pages by clicking links pro‐
moted on social media or search engines. A higher share
of organic traffic means that users come to the web page
of the media outlets by themselves because they trust
such media and visit them consciously. A higher share of
non‐organic traffic means that users click on links from
social media, search engine links, and aggregators. Such
users occasionally come to the web page attracted by
aggressive headlines. Such sites usually publish conspir‐
acy theories, non‐checked facts, and very dubious edi‐
torials. Thus, such media exploit the curiosity and occa‐
sional attention of mass users who are not very famil‐
iar with fact‐checking and basic media literacy. Thus,
we are calling such a strategy “littering the information
space” with different kinds of propagandistic trash to
increase the total traffic on state loyal internet media to
make the pro‐state discourse and topics largely dominate
the internet.

To increase the presence of the state online news on
the internet, the state adopted the so‐called “Lugovoi
law” (named after the deputy who proposed it), accord‐
ing to which news aggregators become responsible
for the news they are aggregating on their top pages.
Thus, search engines (starting with Yandex, the biggest)
became responsible for the aggregated content coming
from internet news that were not registered as mass
media in Ruskomnadzor, the Russian internet watch‐
dog. Eventually, it hugely transformed the key sources
indexed by Yandex and almost eliminated alternative
media from its top news (Daucé, 2017). Together with
the strategy of “littering,” the control over the Yandex
algorithm gives the Russian state the ability to maximise
attention on pro‐state discourse.

We argue that all such strategies are oriented
towards making state‐manipulated and controlled news
prevail in internet space, including social media. This
corresponds to the third model of Deibert‐Rohozinski
(Deibert & Rohozinski, 2010), which is aimed at propos‐
ing competing content by the state.

5. Conclusion

In this article, all described methods of internet con‐
trol in Russia have been put together to find a common
logic between them. For a long time, the internet was
interpreted as opposing state control, a liberal means
of self‐expression, and consequently a kind of parallel
opposition discourse. Such a vision was inspired by the
huge difference between an offline audience of tradi‐
tionalmedia and an online audience representing amore
educated, critically thinking public. Through the present
analysis, it has been demonstrated that such a vision
does not correspond to the current digital mass reality,
where most of the Russian population now has access
to the internet. As a result, if 10 years ago the inter‐
net mainly attracted oppositional discourses, in the cur‐
rent situation it represents just amini‐model of themain‐
stream media, where the state has predominated since
the mid‐2000s. We may have called such processes the
“alternativisation” of the internet space ten years ago,
but today they represent its “mainstreamisation.”

As a result, control over the internet in Russia has
changed considerably over the last eight years since the
Moscow 2011–2012 uprisings, and most structural mea‐
sures are related to the massification of the internet
and involvement in broader parts of the Russian media
audiences, which makes mainstreammedia more visible
inside internet space. This finally led to the structural
measures oriented towards the “mainstreamisation” of
the internet. Together, the balance between direct pro‐
hibition measures and structural measures ensures the
Kremlin has control over the total media system, includ‐
ing the internet.

Kiriya (2014) formulated the main strategy of inter‐
net control in Russia as based on a gatekeeping function
on the borders between different clusters of parallel and
mainstream public spheres. As a result of the massifica‐
tion of internet media, such a strategy may be reconsid‐
ered. The borderline between mainstream and parallel
public spheres is passing inside the internet. At the same
time, the internet is not losing its status as a platform for
“opposition” projects since the bargaining costs are low.
As a result, oppositional political forces, as well as differ‐

Table 2. Total monthly visits and average share of organic traffic for state‐controlled and opposition outlets in 2020.

Opposition online media State‐controlled online media

Total monthly visits (thousands) 100,107 1,020,698.75
Average share of organic (natural) traffic (%) 62.72 39.54
Note: Built‐in Similar Web analytical tool based on March 2020 data from all main online outlets.
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ent radical movements rejected by mainstream media,
still use the internet to create their own media spaces.
It makes the application of the term “alternative” media
more difficult (in terms of self‐organised or grassroots).

As we can see, the model of internet control in
Russia combines direct blocking measures and the pro‐
motion of more structural measures oriented towards
making state‐produced online news prevail in the online
information space. It is maintained by some ownership‐
related issues (such as the acquisition of a larger part of
alternative media by loyal oligarchs), the development
of state‐owned information resources, and legal mea‐
sures (such as influencing search engine news aggrega‐
tion). Such measures were developed in parallel with
some self‐censorship measures: Making social media
users afraid to comment in ways considered inappropri‐
ate by the state. Such methods represent a kind of bal‐
ance between direct prohibition and self‐control, which
addresses our first hypothesis.

The utilised model of internet control and its evolu‐
tion clearly distinguish Russian strategies of internet con‐
trol from theirmore authoritarian analogues and notably
from its analogues in the post‐Soviet space. In this arti‐
cle, we made a clear distinction between Russian inter‐
net control and the Chinesemodel based on direct block‐
ing and filtering measures. Thus, Russia differs consider‐
ably from other countries in post‐Soviet spaces using the
same measures—especially in the case of Turkmenistan
and Uzbekistan. The findings of this article clearly show
that the internet (and social media) should no longer
be regarded as an oppositional or protest space, but as
a part of the whole media landscape oriented towards
maintaining the status quo. Here, we suggest a closer
analysis of post‐Soviet countries such as Kazakhstan or
Belarus, which are much more like Russia in their mod‐
els of control. In recent protests in Belarus, some ana‐
lysts preferred to continue the “emancipating discourse
of internet” (Bush, 2020). However, since summer 2020,
the Belarussian regime does not seem to have demon‐
strated anywillingness to change, so amore detailed ana‐
lysis of Belarussian internet space and internet control
is needed.
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Abstract
Current digital ecosystems are shaped by platformisation, algorithmic recommender systems, and news personalisation.
These (algorithmic) infrastructures influence online news dissemination and therefore necessitate a reconceptualisation
of how online media control is or may be exercised in states with restricted media freedom. Indeed, the degree of media
plurality and journalistic independence becomes irrelevant when reporting is available but difficult to access; for exam‐
ple, if the websites of media outlets are not indexed or recommended by the search engines, news aggregators, or social
media platforms that function as algorithmic gatekeepers. Research approaches to media control need to be broadened
because authoritarian governments are increasingly adopting policies that govern the internet through its infrastructure;
the power they leverage against private infrastructure owners yields more effective—and less easily perceptible—control
over online content dissemination. Zooming in on the use of trusted notifier‐models to counter online harms in Russia, we
examine the Netoscope project (a database of Russian domain names suspected of malware, botnet, or phishing activi‐
ties) in which federal censor Roskomnadzor cooperateswith, e.g., Yandex (that downranks listed domains in search results),
Kaspersky, and foreign partners. Based on publicly available reports, media coverage, and semi‐structured interviews, the
article analyses the degree of influence, control, and oversight of Netoscope’s participating partners over the database and
its applications. We argue that, in the absence of effective legal safeguards and transparency requirements, the politicised
nature of internet infrastructure makes the trusted notifier‐model vulnerable to abuse in authoritarian states.
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1. Introduction

Current digital ecosystems are shaped by platformi‐
sation, algorithmic recommender systems, and—
increasingly—news personalisation (van Dijck, 2020).
These (algorithmic) infrastructures influence the online
dissemination of news and therefore necessitate a recon‐
ceptualisation of how online media control is or can
be exercised in states with restricted media freedom.

Indeed, the degree of media plurality and journalis‐
tic independence becomes irrelevant when reporting
is available but difficult to access; for example, if the
websites of media outlets are not indexed or recom‐
mended by the search engines, news aggregators, or
social media platforms that function as algorithmic gate‐
keepers (Napoli, 2015). This is all the more important
since authoritarian governments increasingly adopt poli‐
cies that govern the internet through its infrastructure
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(Sivetc, 2021) and use the power of private infrastructure
owners to achieve effective, but less easily perceptible,
control over online content dissemination. For example,
research indicates that, in Russia, Yandex’s search engine
and news aggregator demonstrate a bias and “referred
users to significantly fewer websites that contained infor‐
mation” about protests (Kravets & Toepfl, 2021, p. 1).
Zooming in on a concrete case where a trusted notifier‐
model (Schwemer, 2019) has been employed to counter
online harm in Russia, we argue that, in absence of
effective legal safeguards, accountability mechanisms
and transparency requirements, the politicised nature
of internet infrastructures makes this model vulnerable
to abuse in authoritarian states.

Governments increasingly seek to control their
“national” digital spaces by introducing online content
regulations and expanding their influence over critical
internet resources, such as Domain Name Systems (DNS;
Mueller, 2010). When critical internet resources belong
to private companies or (non‐profit) organisations, gov‐
ernments, therefore, seek to cooperate with or co‐opt
them to decide inter alia on the accessibility of online
content (Balkin, 2014). For instance, establishing control
over the national DNS infrastructure enables one to con‐
trol connectivity among internet users: The DNS system,
similar to a telephone book, connects names (URLs) with
corresponding numbers (IP address where the resource
is hosted) and therefore serves as “a necessary prelude
to communication” (Klein, 2002, p. 195). Since country‐
code top‐level domains (ccTLDs) such as .ru, are gov‐
erned by relevant authorities at the national level, study‐
ing the relations between national governments, private
parties, and not‐for‐profit organisations in this sphere is
important as they determine the availability of online
content (Schwemer, 2018). Moreover, national domain
name registries, government bodies, and various private
or public partners can be involved in online content con‐
trol by creating “trusted notifier‐models” for flagging sus‐
picious domain names (Schwemer, 2019, p. 3).

Russia, a country in which media freedom is signifi‐
cantly restricted, actively seeks to expand its control over
internet infrastructure and thereby strengthen its capac‐
ity to censor online content (Sivetc, 2021; Wijermars,
2021). Under the 2019 Russian Internet Sovereignty
Act, Russia became one of the stakeholders of its
national registry (the Coordination Center for top‐level
domains .ru and .рф) in June 2020 (Coordination Center,
2020). Responsible for, among other tasks, the allocation
and deallocation of domain names, the Coordination
Center occupies a powerful position which may be a
valuable asset in its cooperation with other stakehold‐
ers, including the Russian state. This article analyses
to what extent a governance model which relies on
trusted notifiers, and in which the Russian internet reg‐
ulator Roskomnadzor (Federal Service for Supervision
of Communications, Information Technology, and Mass
Media) cooperates with the Coordination Center and
other key internet infrastructure owners, could be used

for alternate ends (by the regulator or other actors). Our
argument builds upon an examination of the Netoscope
project (a database of .ru domain names suspected
of malware, botnet, or phishing activities). The project
was launched by the Coordination Center in 2012 and,
by 2021, involved 17 partners, including Roskomnadzor,
who contribute to Netoscope’s database of harmful
domain names, thereby affecting their reputation and,
potentially, their algorithmic ranking.

Previous studies of Russian internet governance con‐
cerning media control have focused on federal leg‐
islation, media ownership structures, censorship, and
surveillance (Litvinenko & Toepfl, 2019; Lokot, 2018;
Sherstoboeva, 2020; Vendil Pallin, 2017). The “infrastruc‐
tural turn” in internet governance scholarship (Musiani
et al., 2016) has only recently started to be addressed
with regard to Russia (Daucé & Musiani, 2021). Control
mechanisms that function through infrastructures and
the governance models involved have yet to be substan‐
tially investigated. This is of particular relevance as Russia
seeks to create a “sovereign” internet whose successful
realisation relies on state control over the Russian inter‐
net’s infrastructure, including the creation of a national
DNS (Stadnik, 2021).

To address this gap and demonstrate the need to
complement existing approaches to studying media free‐
dom with research into the governance of the algorith‐
mic and physical infrastructures that shape online news
dissemination, we examine the relations between the
Coordination Center and the various partners it collab‐
orates with within Netoscope. Based on publicly avail‐
able reports, media coverage, and semi‐structured inter‐
viewswith representatives from the Coordination Center,
Kaspersky (national partner), and SURFnet (international
partner), we seek to understand the nature and dynam‐
ics of the trusted notifier‐model which underlies the
partnership and to explore the extent to which vari‐
ous Netoscope partners can influence, control, and have
insight into the database and its applications. We inter‐
pret the implications of the governance structures we
uncover and argue that, as a result of limited trans‐
parency, this governance model may be vulnerable to
manipulation or abuse towards media control or other
restrictive objectives.

2. The Place of Trusted Notifier Systems in Internet
Governance

The introduction of state regulation of online content is
by now a common trend across political systems, illus‐
trating a gradual shift in the balance away from the
multistakeholder approach, long held to be inherent to
internet governance, towards more state‐centred ten‐
dencies. The multistakeholder approach emphasises the
global nature and complex interdependence of the inter‐
net; its governance therefore should involve not only
states but also businesses, civil society, and communi‐
ties of technical experts (Dutton, 2015). In contrast, the
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state‐centred approach to internet governance, referred
to as internet balkanisation (Hill, 2012), fragmentation
(Drake et al., 2016), or sovereignisation (Möllers, 2021)
focuses on state regulation or “self‐determination” with
regard to local internet arenas. Notwithstanding the
push towards sovereignisation, self‐regulatory models
continue to be prevalent, for example in efforts to limit
the dissemination of illegal and harmful content on social
media platforms.

In this context, trusted notifier‐models have emerged
as a way to disable access to illegal online content on
the basis of notices sent by “trusted flaggers” or “trusted
notifiers” (Schwemer, 2019, p. 2). This expertise can
come from individuals, private organisations, civil society
organisations, semi‐public bodies, and public authorities
(Schwemer, 2019, p. 3). For example, the trusted notifier‐
model is supported by the European Commission as it
encourages platforms to collaborate with public author‐
ities and trusted notifiers to take down illegal content
(European Commission, 2017). Although trusted noti‐
fiers can act in different contexts (from flagging terror‐
ist speech to identifying copyright infringements) sev‐
eral general features of such governance models can be
identified (Schwemer, 2019): (1) Trusted‐notifier mod‐
els emerge as voluntary arrangements; (2) trusted noti‐
fiers act as privileged parties with a direct channel to the
intermediary that has the capacity to affect the accessi‐
bility of flagged content; (3) there is no requirement of
preliminary judiciary assessment of content flagged by
trusted notifiers; and (4) as a form of privatised enforce‐
ment, the model suffers from a democratic deficit and
can be challenged from the perspective of the rule of
law, legal certainty, accountability, right to due process,
as well as freedom of expression. In the context of ini‐
tiatives aimed at countering disinformation, for example,
outsourcing decisions on politically contentious issues to
trusted notifiersmay result in overcensoring with limited
or no opportunity for redress.

Various international examples exist of the cre‐
ation of public‐private partnerships with the specific
aim of countering malware and botnets, similar to
the case under examination in this article (Dupont,
2017). Examining such anti‐botnet initiatives launched
between 2005 and 2010 in Australia, Japan, South Korea,
Germany, and the Netherlands, Dupont (2017) explains
that they centre around the engagement of internet
service providers (ISPs) and anti‐virus companies, typi‐
cally encompassing private entities who are each other’s
direct competitors and are “often implemented by public
Internet regulatory agencies attached to economic devel‐
opment and telecommunications ministries” (Dupont,
2017, p. 109). At their core is the establishment of
information‐sharing systems between telecommunica‐
tions regulatory agencies and ISPs to aggregate data on
botnets and identify infected devices. In South Korea,
the Netherlands, and the United States, ISPs are known
to place infected machines, whose users are “unable or
unwilling to rectify the situation” in a “digital quarantine”

by disrupting their internet access until the infection has
been addressed (Dupont, 2017, p. 109); as a form of pri‐
vate enforcement, such practices give rise to legal and
ethical concerns.

3. Russian Internet Governance and Media Control

Up until 2012, the Russian state demonstrated a rel‐
atively hands‐off approach regarding internet regula‐
tion. Rather than employing filtering, restricting inter‐
net access, or blocking online content, the online
domain was governed through more subtle means as
Russia sought to shape online discourses “through effec‐
tive counterinformation campaigns that overwhelm, dis‐
credit, or demoralize opponents” (Deibert & Rohozinski,
2010, p. 27). Therefore, the internet was able to function
as a counterweight to the increasingly restricted tradi‐
tional media (federal television, newspapers) and flour‐
ish as a platform for independent journalism and polit‐
ical activism (Wijermars & Lehtisaari, 2020). Russia had
already taken several “preparatory steps” by enhancing
state ownership of internet companies, attaching the sta‐
tus of mass media (and thereby the restrictions appli‐
cable to them) to their online counterparts, and float‐
ing the first proposals to establish a “national firewall”
(Lonkila et al., 2020).

Since 2012, Russia intensified internet control, for
example, by introducing website blocking legislation.
Roskomnadzor was established in 2008 to regulate mass
media and telecommunications and issue licences, and
has since played a central role in website blocking pro‐
cedures (Sivetc, 2020). In June 2020, the European
Court of Human Rights criticised this practice when it
ruled in two separate cases (Kharitonov v. Russia, 2020;
OOO Flavus and others v. Russia, 2020) that Russia’s
website blocking legislation violates Article 10 of the
European Convention on Human Rights. The Court found
that the legal framework for website blocking jeopar‐
dises freedom of expression. It grants Roskomnadzor
the ability to, without preliminary court oversight, block
access not only to the allegedly unlawful content but
also the entire website on which any such content is
published (in these cases, e.g., grani.ru, an oppositional
online media outlet). Moreover, implementation pro‐
cedures affect innocent websites hosted on the same
server as the targeted website (on overblocking and the
ban of messenger Telegram, see Ermoshina & Musiani,
2021). Roskomnadzor’s prerogatives in restricting access
to online content without preliminary court oversight
are expanding. The federal agency also partakes in extra‐
legal internet governance practices, as is the case in the
example we examine.

The technical obstacles Roskomnadzor encountered
in putting in place effective website blocking (Ermoshina
& Musiani, 2021; Stadnik, 2021) have led to the restruc‐
turing of Russian internet governance through the
Russian Internet Sovereignty Act (2019). This law trans‐
ferred the implementation of website blocking from
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ISPs to the state. Through the obligatory placement
of devices equipped with deep packet inspection tech‐
nologies, Roskomnadzor was empowered to directly and
more accurately filter and block websites, which should
limit overblocking. However, lessening the dependence
on ISPs and using state‐controlled deep packet inspec‐
tion filters may turn the website blocking mechanisms
into a black box that is non‐transparent to public and
providers’ scrutiny (Stadnik, 2021).

In addition to controlling online speech through leg‐
islative measures, the Russian government has co‐opted
internet gatekeepers to use their private rules to affect
online content (Daucé & Loveluck, 2021). Their efforts to
control which news items and sources are recommended
by news aggregators, resulting in the law “On News
Aggregators” (Wijermars, 2021), clearly indicate that the
authorities are aware of the centrality of platforms and
algorithmic infrastructures in online news dissemination.
Empirical research suggests that Yandex’s search engine
and news aggregator indeed “forwar[d] users to fewer
websites that regularly featured criticism of Russia’s
authoritarian leadership” (Kravets & Toepfl, 2021, p. 1).
Yet, within scholarship on media freedom in Russia, the
role of these intermediaries and governmental efforts
to control them has received limited scrutiny. While for
many Russian technological companies, their degree of
independence vis‐a‐vis the Russian state has been (right‐
fully) questioned, the emergence of trusted notifier‐
models (as exemplified by Netoscope) within Russian
internet governance and its possible implications neces‐
sitates further scrutiny as both part of and separate from
the general sovereignisation trend.

4. Methodology

To gain insight into Netoscope and its governance struc‐
ture we triangulated multiple sources. First, we ana‐
lysed Coordination Center reports (2013–2020) that
contain a section dedicated to counteracting illegal activ‐
ities that use domains .ru/.рф, providing concise, gen‐
eral information about Netoscope and its main achieve‐
ments. Second, we examined media coverage using the
INTEGRUM Profi database, which provided additional
information on the development of Netoscope, its part‐
ners, and the applications of the database. We queried
the database with the Russian project name (НЕТОСКОП)
for the period 1 January 2011–30 September 2020.
Upon manually assessing relevance and removing dupli‐
cates, this resulted in 48 unique results. Media cov‐
erage was most frequent in 2013 (11 unique results)
when the project’s first results were published, and 2018
(10 results) in connection to the project’s collaboration
with FIFA. A substantial number (16) concerned publica‐
tions by IT websites and magazines. Overall, media cov‐
erage can be characterised as being limited in frequency
and largely guided by press releases.

Third, we conducted semi‐structured interviewswith
Netoscope partners; all partners were invited, yet only

three accepted the invitation. We interviewed a repre‐
sentative from the Coordination Center, who requested
anonymity; Andrey Yarnykh, the Director of the Strategic
Development Project of Kaspersky in Russia; and Roland
van Rijswijk‐Deij, who was employed as a researcher
at SURFnet at the time when their agreement with
Netoscope was signed and involved in the coordina‐
tion of the collaboration. Each interviewee was asked
to answer the same set of pre‐prepared questions. All
interviewswere conducted online, in January and August
2020. This interview guide included several groups of
questions: general questions regarding Netoscope; ques‐
tions related to themotivations for joining and the role of
the interviewee’s organisation or company in Netoscope;
questions about the relations among the project part‐
ners; questions about the Netoscope database (e.g.,
whether the interviewee’s organisation contributes to
the Netoscope database, uses it, has access to and con‐
trol over it, ability to see which partner has flagged a cer‐
tain domain name,whether it has any verification or safe‐
guard mechanisms to prevent or remedy mistakes); and
finally, a question concerning Roskomnadzor’s participa‐
tion in Netoscope. At the end of the interview, intervie‐
wees were invited to add anything else they would like
to share regarding Netoscope. Since SURFnet’s involve‐
ment in Netoscope is limited, this interview generated
much less information and correspondingly features less
prominently in our analysis. All translations were carried
out by the authors.

The fact that many project partners declined our
interview request presents a clear limitation to our
study; yet, this is a condition that is commonly shared
by research in this area focusing on Russia. For exam‐
ple, both Yandex, Russia’s leading technology com‐
pany, and Roskomnadzor are notoriously closed to
information requests from researchers. Since the con‐
ducted interviews present three distinct perspectives
(the Coordination Center, a Russian partner, and an inter‐
national partner) we are nonetheless able to present
a sufficiently comprehensive picture of how Netoscope
functions. In interpreting these interviews, one also has
to consider that, given the politicisation of internet
infrastructure in Russia, interviewees may present an
incomplete/one‐sided view of the situation. Therefore,
we compared and complemented findings with data
from Coordination Center reports and media coverage
whenever possible (again, taking into consideration the
limitations in the availability and reliability of the latter
sources). In the next section, we first present the insights
gathered from these sources to tell a coherent story
about the development and functioning of Netoscope.
Since the way in which interviewees narrativise their
positions is an important source for understanding the
project, these statements are presented comprehen‐
sively. A critical discussion of the picture emerging from
our sources then follows in Section 5.3.
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5. Netoscope

5.1. History and Functionality of Netoscope

Netoscope was launched in 2012 by the Coordination
Center. As stated on its official website, the project
“aims at making the Russian domain space safer for
users” (Coordination Center, 2012). In our interview,
the representative of the Coordination Center, who
is directly involved in the functioning of Netoscope,
explained that the project was not intended for the reg‐
ulation of the Russian internet; rather, it was deemed
necessary for improving the reputation of the Russian
top‐level domains, since they did not rank among the
safest domains in 2009–2011. Although this low rank‐
ing, according to the representative, lacked a proper
justification, they admitted the validity of some of the
security concerns; the .ru domain was indeed used for
malicious activities, such as malware and the creation
and operation of botnets. In the representative’s view,
these malicious activities may be explained by the low
prices of domain name registration and the (according
to them, incorrect) impression that the Coordination
Center was indifferent to activities in the Russian ccTLDs.
On the contrary, the representative emphasised that the
Coordination Center was verymuch interested inmaking
the domain safe for internet users but the issue was that
the Coordination Center lacked the necessary competen‐
cies to identify domain names involved inmalicious activ‐
ities. Therefore, it proposed Netoscope as a platform for
cooperating with cybersecurity experts.

Cybersecurity experts, in turn, needed the coop‐
eration with the Coordination Center because only
they are able to terminate the domain name delega‐
tion of resources involved in the “epidemic” dissemina‐
tion of, for example, malware, as Andrey Yarnykh, the
Director of Strategic Development Project of Kaspersky in
Russia, indicated in the interview. The termination of the
domain delegation does not cancel the registration of
a domain name; it terminates the connectivity between
the domain name and the corresponding address, which
makes the respective website inaccessible until the del‐
egation is restored. Experts employed by Kaspersky, he
indicated, can detect malware being spread by such
resources and identify which domain names are used
for coordinating command points. To prevent such epi‐
demics from developing, the resources behind them
should be disabled directly by terminating the delega‐
tion of the domain names involved. Therefore, Kaspersky
had an interest in being able to inform the Coordination
Center on domain names engaged in malicious activ‐
ities and request the termination of their delegation.
According to Yarnykh, Netoscope provided the necessary
mechanisms for that purpose and Kaspersky sends infor‐
mation on malicious domain names to the project to
enable the Coordination Center to expeditiously react
to cyberthreats. Here, his account differs from that pro‐
vided by the Coordination Center representative, who

pointed out that Netoscope is only the basis for technical
and scientific collaboration. The termination of domain
name delegation, which indeed lies within the mandate
of the Coordination Center, is realised through a sepa‐
rate trusted‐notifier mechanism that is more formalised
and transparent in its procedure and in which Kaspersky
and other Russian Netoscope partners are authorised to
request undelegation.

According to Yarnykh, Netoscope effectively combats
the viral spread of malware, botnets, and phishing by dis‐
abling coordinating command points, which decreases
the levels of malicious activities in the Russian ccTLDs as
well as globally. The Coordination Center representative
also indicated that the cooperationwithinNetoscope has
led to a decrease in the number of malicious activities in
the Russian ccTLDs and thereby improved their reputa‐
tion. If, in the beginning, Netoscope flagged a hundred
thousand malicious domains per year, by 2020, the num‐
bers had decreased significantly and the domain became
“cleaner” (measuring the impact of such partnerships is,
however, difficult; Dupont, 2017).

Yarnykh highlighted that Kaspersky does not gain
commercial benefit from participating in Netoscope but
acts as a “donor.” The company’s interest, he said,
consists solely in contributing to stable internet devel‐
opment. To this aim, the company cooperates with
Netoscope partners tomake the Russian ccTLDs “cleaner
and more protected.” Kaspersky cooperates with part‐
ners involved in Netoscope outside of the project as well,
but these processes are conducted “in different formats”
than those within Netoscope.

The Coordination Center representative explained
that Netoscope was created upon several meetings with
experts. Some of them had shown interest in cooper‐
ating, others were specially invited by the Coordination
Center. Initially, the representative indicated, Netoscope
involved such partners as RU‐CERT, Kaspersky, Group IB,
and the Technical Center “Internet”; i.e., Russian cyberse‐
curity companies. The Coordination Center’s 2012 report
indicates that Yandex, which can be considered the
Russian counterpart and competitor of Google, provid‐
ing a broad array of digital services, including internet
browser, search engine and news aggregation, joined
in 2012 (Coordination Center, 2013, p. 11). Gradually,
additional companies and organisations also joined
the project, including three foreign partners: IThreat
Cyber Group (United States), SURFnet (the Netherlands),
and FIFA.

Table 1 presents an overview of the 17 project part‐
ners listed on the website and indicates their main
areas of activity. It shows that Netoscope differs from
the anti‐botnet public‐private partnerships described by
Dupont (2017) in several respects. First, while cyberse‐
curity companies make up a substantive proportion of
partners, the central role of ISPs Dupont identified is
lacking. The only partner involved in providing internet
services is Rostelecom. However, its membership may
be explained by its involvement in the creation of the
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Table 1. Netoscope partners.

Partner Organisation type Role within Netoscope

Coordination Center Russian domain name registry organisation Coordinator
Technical Center Russian organisation maintaining the main registry for ccTLDs .ru, .рф Participant
“Internet” (TCI) and .su
Roskomnadzor Russian federal executive authority for media and internet regulation Participant
National Computer Russian Computer Emergency Response Team responsible for the Participant
Incident Response and protection of governmental networks of the Russian Federation
Coordination Center
RU‐CERT Russian autonomous non‐profit organisation. Computer Emergency Participant

Response Team
Group IB Russian private cybersecurity company Participant
Kaspersky Russian private cybersecurity company Participant
SkyDNS Russian private cybersecurity company Participant
Dr. Web Russian private cybersecurity company Participant
BI‐ZONE Russian private cybersecurity company. Daughter company of Sber Participant

(previously, Sberbank)
MasterCard Members’ Russian non‐profit organisation Participant
Association
Rostelecom Russian private telecommunications company. Market leader in Participant

provision of (mobile) internet services
Yandex Russian multinational corporation offering a wide array of digital Participant

services. Owner of Yandex browser and search engine
Mail.ru Group Russian corporation active in email services, e‐commerce, B2B, Participant

media, instant messaging. Owner of VKontakte and Odnoklassniki
IThreat American private cybersecurity company Participant
SURFnet Cooperative association of Dutch educational and research Participant

institutions aimed at the development and procurement of
information and communication technology facilities and
knowledge sharing

FIFA French non‐profit organisation. Organiser of the FIFA World Cup Participant

Russian browser and search engine Sputnik, launched in
2014, which filtered various harmful materials from its
search results through its collaboration with Kaspersky,
Netoscope, and Roskomnadzor (“‘Sputnik’ iskliuchaet iz
poiskovoi,” 2014). Because of its limited success, the
Sputnik search engine was discontinued in 2020, yet
the company continues to provide search solutions to
corporate and government clients (“Poiskovik ‘Sputnik’
prekratil,” 2020). Second, it includes two key players
of the Russian internet: Yandex, previously introduced,
and Mail.ru Group, which (among many other activ‐
ities) is the owner of the popular social media plat‐
forms Vkontakte and Odnoklassniki and a (much less
popular) search engine and news aggregator. Rambler
Media Group, another prominent digital media company
owned by Sber (a state‐owned bank), is not included.
Finally, there are three non‐Russian partners,whose part‐
nership appears to be motivated differently, as will be
discussed below.

According to the Coordination Center’s 2016 report,
Roskomnadzor joined Netoscope on 19 April 2016
(Coordination Center, 2017, p. 12). Roskomnadzor and
Netoscope concluded an agreement on cooperation
aimed inter alia at “the joint investigation of con‐
tent, types, and features of unlawful online information
and the development of means of precluding it from
dissemination on the Internet” (Coordination Center,
2016, p. 2), a formulation which suggests a scope
that extends beyond botnets and malware. Despite
becoming an official partner in 2016, Roskomnadzor, as
the Coordination Center representative clarified, was
involved in Netoscope from the very beginning and was
an active participant both before and after concluding
the agreement. Their cooperation practices were not
affected by the changed status, the representative stated:
“[T]here have not been any cardinal changes. Instead,
there has been active, annual, everyday, on‐time perfor‐
mance.” Andrey Yarnykh also indicated that the practices
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of cooperation within Netoscope did not change when
Roskomnadzor joined; at least, Kaspersky did not notice
any changes. The company continues to send informa‐
tion to the database in accordance with its own exper‐
tise: phishing, spam, andmalware. Yarnykh assumes that
Roskomnadzor, just as other partners, contributes to the
project within the agency’s expertise, in a way that bene‐
fits Netoscope’s overall objective.

According to the Coordination Center representative,
experts contribute to Netoscope by submitting informa‐
tion on domain names involved in phishing, malware,
and botnet activities to a database that accumulates
the information and stores all suspicious domain names.
This means that once a domain name is included in the
Netoscope database, it will never be excluded from it,
even when the flagged domain name no longer hosts
the malicious content. If the domain name ceases to
exist (if its registration in one of the Russian ccTLDs is
discontinued) this also does not affect the information
stored in the database. These structural characteristics
leave the issue of how to interpret the information about
a domain’s entry into the database up to the user of
the database. The principle of permanent storage, the
Coordination Center representative explained, is based
on the assumption that a domain name that has been
used for malicious activities in the past is likely to be
used again and therefore retains its dangerous poten‐
tial. Yet, it means there is no possibility for domains that
have been falsely flagged or flagged as a result of manip‐
ulation (e.g., a malicious actor simulating an attack and
connecting it to the domain of an opposition‐related
website) to rid themselves of the reputational damage
and its possible consequences. The available information
also suggests domain name owners are not necessarily
informed if they are added to the database.

The Netoscope database serves as the basis for the
Domain Checker available on the Netoscope website.
Any internet user can use it to find out whether a domain
name registered in the .ru, .su, or .рф domains has been
flagged byNetoscope. For example, (oppositional) online
media outlet grani.ru was blocked in March 2014 on the
allegation of publishing calls to participate in unautho‐
rised mass protests. The Domain Checker (Netoscope,
2021) indicates the following result for the domain:
“On the domain name grani.ru project partners recorded
the following malicious activities: Formerly Malware.”

In December 2020, the Netoscope database con‐
tained approximately 4,7 million domain names
(Netoscope, 2020). The Coordination Center representa‐
tive explained that this figure should not be understood
as an indicator of a high level of malicious activity. Only a
small number of these, around five thousand, represent
domain names flagged as “currently malicious.” In the
case of grani.ru, its inclusion in the database indicates
that the domain name is outside the scope of currently
malicious websites, yet possessed this status at some
point in the past. This status should signal to users that
the website is safe to access. However, the fact that it

was previously flagged by Netoscope may also give rise
to questions regarding the website’s safety. For exam‐
ple, according to the representative, companies involved
in the domain name business adjust their decision to
purchase a certain domain name if it has been flagged
by Netoscope.

Netoscope has another direct and intended effect:
The Coordination Center’s 2014 report states that
Yandex, the provider of Russia’s most popular search
engine, has been using the Netoscope database since
2014 to exclude links to malicious websites from its
search results (Coordination Center, 2015, p. 11; see
also Kudriavtseva, 2020). The Coordination Center repre‐
sentative confirmed that Yandex can use the Netoscope
database to adjust how its algorithms decide on which
websites are prioritised in search results, yet stressed it
is but one of many resources Yandex uses as an input
source for its algorithms. Yandex also contributes to the
database: According to the representative, the Yandex
Safe Browsing database has been used by Netoscope to
enrich and refine data about domain names included in
the Netoscope database.

5.2. Netoscope as a Trusted Notifier‐Model

The Coordination Center representative highlighted an
important feature of Netoscope: The project facilitates
collaboration among competitors. Most of the partners
involved in Netoscope are commercial entities active in
adjacent fields; therefore, they prefer not to share infor‐
mation with other (cybersecurity, technology) compa‐
nies. Yet, as partners in Netoscope, they are willing to
share information with the Coordination Center and con‐
tribute to the database. According to the representa‐
tive, the partners cooperate because they share the com‐
mon goal of making the Russian ccTLDs safer. Moreover,
by cooperating, they develop “mechanisms” for identi‐
fying malicious activities, which enhances their compe‐
tencies and thereby their competitiveness in the market.
However, each Netoscope partner is unaware of what
information the other partners share with Netoscope.
As the Coordination Center representative explained,
Group IB, for instance, does not know which domain
names have been flagged as malicious by Kaspersky:
The partners have agreed on this practice because, as
competitors, they “do not support the idea that some of
them donate the information, while the others only use
it without contributing.”

Kaspersky’s Andrey Yarnykh also mentioned market
competition among Netoscope partners as the reason
for the fact that there is only unilateral communica‐
tion between Netoscope and the company. He said that,
because Kaspersky’s databases with information on mal‐
ware, phishing, and botnets are used in conducting its
projects, this information should be kept secret from
competitors. Although Kaspersky sends the information
to Netoscope, this information is available only to the
project but not to its partners. According to Yarnykh,
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“it would be incorrect and wrong if Netoscope presented
a resource that shares the information we provided.”
Rather, “Netoscope was initially designed as a resource
to which the partners contribute information but do not
take from it”; he also indicates that Netoscope accumu‐
lates information but does not disseminate it.

Another aspect affecting information‐sharing prac‐
tices within Netoscope is the different competencies
respective Netoscope partners have, which, according
to the Coordination Center representative, is noted
in the agreement on cooperation. They explained the
actual cooperation occurs as follows: The Netoscope
database is located at the Coordination Center. Each part‐
ner submits information on those domain names that
it identifies as being involved in malicious activities to
the database. The representative stressed that partners
decide whether to flag a domain name, in accordance
with their particular expertise. Yarnykh indicated that
Netoscope aggregates information sent by the partners
and issues reports on the levels of malicious activity.
These reports are purposely designed not to reveal the
size and content of each partner’s contribution to the
project. As Yarnykh said, reports provide “statistics rather
than analytics.” Netoscope does not enable Kaspersky to
see which partner flagged a certain domain name.

Importantly, as the Coordination Center represen‐
tative indicated, Netoscope relies on partners’ exper‐
tise and does not verify inputs into the database.
They explained that such verification falls outside of
the Coordination Center’s remit and they do not
employ experts to perform such verification checks. If a
Netoscope partner “says that this domain name is con‐
nected with phishing at this moment, it means that the
partner answers for [the accuracy of] its words.”

According to the Coordination Center representative,
Netoscope also relies on the partners’ expertise in decid‐
ing on notifications about malicious activities received
from internet users. Users can inform Netoscope by
pressing the button “report malware” on the Netoscope
website. Netoscope then sorts out notifications about
botnets, phishing, and malware and forwards this infor‐
mation to the relevant partner specialising in identi‐
fying the respective malicious activity. Netoscope has
received many complaints on malicious activities from
users, the representative mentioned, without specifying
whether any NGOs or organised groups of internet users
are known to submit such notifications (online vigilante
groups have in the past played a significant role in flag‐
ging online content, thereby initiating website blocking
procedures; Daucé et al., 2019).

The Domain Checker available on the Netoscope
website warns users about any malicious activity the
checked domain name is/was involved in based on
Netoscope partners’ assessments. In line with the
restricted disclosure and anonymised aggregation dis‐
cussed above, the results received from the Domain
Checker do not show which partner flagged the
domain name in question nor when this occurred.

The Coordination Center representative explained, mak‐
ing information non‐traceable was “the main condition
at the start of the project.” It means that, although the
Coordination Center has access to these details, informa‐
tion about partners’ involvement is not disclosed, and
this lack of transparency extends to all partners in the
project. As Yarnykh explained, Kaspersky sends informa‐
tion “like an email” and is not able to trace how it is
subsequently processed.

For some of the international partners, the motiva‐
tions behind joining the project and the content of their
contributions appear to be somewhat different. The part‐
nership with FIFA was established in 2018 in the con‐
text of the World Cup that Russia hosted. According
to FIFA’s advisor on brand protection, Aleksei Shvetsov,
“FIFA [would] identify and transfer data to Netoscope
about domain names used for phishing in the illegal
sale of tickets for the World Cup” (“FIFA i ‘Netoskop’
budut,” 2018). The received data would be analysed by
“participants of Netoscope” and resources blocked if ille‐
gal activities were indeed identified. SURFnet, a coop‐
erative association of Dutch educational and research
institutions aimed at the development and procurement
of information and communication technology facilities
and knowledge sharing, concluded their agreement with
Netoscope in 2017. This followed upon initial contact
between SURFnet and Technical Center “Internet” at the
Internet Engineering Task Forcemeeting in Berlin in 2016
(interviewwith Roland van Rijswijk‐Deij). SURFnet had an
interest in obtaining access to data on the Russian ccTLDs
as part of a larger open intelligence project. Following
a year‐long negotiation process, an agreement to this
effect was signed with Netoscope, on condition that
SURFnet reports any relevant threats it finds on the basis
of the shared data with its Russian partner. According
to Roland van Rijswijk‐Deij, SURFnet contributed to the
Netoscope database on a single occasion (spam detec‐
tion) and did not receive information on how their noti‐
fication was handled.

5.3. Discussion: Implications and Possibilities for Misuse

Yarnykh positively assessed the results of Netoscope
since the Coordination Center managed to consolidate
collaboration among the leading Russian internet compa‐
nies in the project. Therefore, he considered Netoscope
as “a valuable example to also be emulated on an inter‐
national level, provided the level of trust, responsibility,
and coordination is sufficient to use such a cooperation
for the sake of internet stability.” Yet, from an internet
governance perspective, the project also creates a funda‐
mental vulnerability, especially given the current politi‐
cisation of internet infrastructure in Russia, that is of
relevance beyond our case. Our study shows that the
Coordination Center indeed trusts its partners’ assess‐
ments and does not check whether information sent to
the database is correct. On the other hand, Kaspersky
(and presumably, other partners) trust the Coordination
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Center and cannot trace how the information they pro‐
vide is processed byNetoscope. TheNetoscope database
is non‐transparent for all but the Coordination Center
and it is precisely this condition of non‐transparency
that served as the basis for establishing and preserving
trust within the project. However, the same condition of
non‐transparency gives rise to concern related to how
the database is/may be used by various end‐users and
the lack of any (legal) redress for domain name own‐
ers. Combined with the lack of verification mechanisms
(except for domains flagged by internet users) it risks the
trust in it being violated by malicious flagging, i.e., an
innocent domain name being accused of containing mal‐
ware by (an employee of) one of the partners or a tar‐
geted website being accused of intentional involvement
in a (simulated) attack in order for it to be included in the
Netoscope database.

In addition to the fact that most partners are either
de facto controlled by the state or have had their
independence from the state questioned, a particular
area of concern is the lack of information on how
Roskomnadzor, as the federal agency involved in execut‐
ing (restrictive) internet regulation, contributes to the
project. While there is currently no evidence suggest‐
ing that Roskomnadzor uses the Netoscope database to
flag unwanted speech as well as malware (which would
negatively affect the reputation of the domain name,
which could affect its indexation and recommendation)
the governance structure of the project, in as far as we
were able to confirm, does not have safeguards against
such misuse. Within its current scope of competence,
Roskomnadzormay then use Netoscope as an implemen‐
tation tool, instead of, or alongside the other means
of enforcement at its disposal (legal action, fines, pre‐
emptive website blocking); although, again, their willing‐
ness to do so may only be assumed since, as of yet, no
proof of its misuse is available. In such a case, using the
governance particularities of Netoscope and the com‐
petencies of the partners involved (representing lead‐
ing search engines, news aggregators, and social media
platforms) may prove quite effective in extending inter‐
net control mechanisms to the level of DNS infrastruc‐
ture. Similar to other algorithm‐driven forms of hidden
censorship (Makhortykh & Bastian, 2020), detecting and
exposing suchmisuse is difficult; the lack of transparency
and accountability limits possibilities for exposing mis‐
use while trust in the (abused) system is continually rein‐
forced through its usage. Given that Roskomnadzor did
not respond to our interview request, information on its
role remains limited.

Applying Schwemer’s trusted notifier‐model to the
information we gathered shows Netoscope possesses all
of the model’s four features: First, Netoscope is based
on voluntary arrangements; second, Netoscope partners
act as privileged parties with a direct channel, through
the database, to the Coordination Center as the inter‐
mediary with the capacity to affect the accessibility of
flagged content; third, there is no requirement of prelim‐

inary judiciary assessment of whether content flagged
by the trusted notifiers is indeed illegal (in this case,
there is also no safeguard mechanism within Netocope
to verify partners’ notifications); fourth, Netoscope’s
non‐transparency and the fact that its functioning is
not restricted by a clear legal framework challenges the
project from the perspective of the rule of law, legal
certainty, accountability, right to due process, and free‐
dom of expression. Netoscope appears to function as a
black box not only for the public and scholarly commu‐
nity but also for the partners themselves. Since publicly
available information suggests that project partners use
the Netoscope database as an input for their algorith‐
mic ranking systems, the inclusion of independent news
sources may affect their online visibility.

Netoscope’s governance structure emerged from the
need to create a condition of trust among competitors in
order to share data and collectively work towards reduc‐
ing malware and phishing within the Russian domains.
It emerged from the Coordination Center, which, as
a technically‐oriented non‐profit organisation, is influ‐
enced by international practices of multistakeholderism
in internet governance. Operating through collabora‐
tion with security professionals within its partner organ‐
isations, their shared understandings of and trust in
the reliability of technical expertise provide the basis
for the database and its use. However, the introduc‐
tion of the Russian Internet Sovereignty Act and the
(planned) creation of a national DNS are only the most
recent signs of a shift from multistakeholderism to a
state‐centric tendency in Russian internet governance.
This politicisation and securitisation of internet infras‐
tructure in Russia mean that the project’s neutrality
and “technocratic” nature can no longer be assumed.
As DeNardis (2014, p. 18) argued some years ago:
“Internet governance structures were originally based on
familiarity, trust, and expertise and on ‘rough consen‐
sus and running code.’ Things have changed.” The fact
that the Russian state has become a stakeholder in
the Coordination Center is but one indicator of this
trend. The lack of transparency—crucial to its involve‐
ment of private partners—creates a lack of accountabil‐
ity. Contrary to the procedural requirements and report‐
ing obligations that pertain to, for example, website
blocking, a similar degree of transparency is not pro‐
vided when it comes to the contents and applications of
the Netoscope database, which makes it hard to detect
whether Netoscope has been used as a tool for online
content control. Moreover, those applications of the
database that are particularly relevant for indirect media
control (algorithmic downranking of flagged domains)
are considered company secrets. Recently, transparency
concerns have also been expressed regarding website
blocking (Stadnik, 2021). As was mentioned above, the
Russian Internet Sovereignty Act enables website block‐
ing through state‐controlled deep packet inspection fil‐
ters which may turn it into a black box. In this respect,
both cases signal a worrying trend towards rendering
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online content governance in Russia less transparent and
thereby less accountable.

6. Conclusion

Russia’s push towards establishing a “sovereign” inter‐
net has garnered international attention in academic,
policy, and rights advocacy circles alike. The possible
impact of the policy on freedom of expression, among
other rights, has been a key concern in these debates,
resonating with the earlier concerns about overblock‐
ing such as those included in the Kharitonov v. Russia
(2020) and OOO Flavus and others v. Russia (2020) deci‐
sions. Scholarship on media control in Russia, however,
has yet to fully embrace the importance of internet gov‐
ernance as an enabling or prohibiting factor. Our aim
has been to argue for a broadening of how authoritar‐
ian control of online media is studied by looking not
just at legislation, media ownership, journalistic culture,
or self‐censorship, but also by critically examining how
key technology and internet infrastructure players are
involved in internet governance practices thatmay affect
the online dissemination of news and other information.
On the example of Netoscope, we argued that the use
of a trusted notifier‐model, which is currently gaining
in popularity as a way to, for example, address online
harm within social media, may be vulnerable to manip‐
ulation or abuse without effective legal/procedural safe‐
guards and transparency requirements (although, as of
yet, there is no evidence of misuse in this particular
case). While further research is needed, our findings
suggest there are grounds for questioning the general
validity of using trust‐based models in non‐free media
systems as they amplify their inherent weaknesses (e.g.,
limited accountability). To fully grasp the role and impact
of such governance practices that exercise control via
(physical, algorithmic) internet infrastructures, an analy‐
sis of further cases is required. For example, the recent
initiative by Yandex to engage selected media and fact‐
checking organisations as trusted notifiers to counter
“fake news” on its personalised content distribution plat‐
form (Yandex Zen) illustrates the urgent need to estab‐
lish an understanding of media control that reflects
the complexity of digital ecosystems today. Our analy‐
sis of Netoscope underscores the importance of trans‐
parency and accountability mechanisms to safeguard
against (future) political instrumentalisation of ostensi‐
bly technical or specialist collaborations, systems, and
governance structures.
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Abstract
Censorship, banning, and imprisonment are different methods used to suppress dissenting voices in traditional media and
have now evolved into a new form with bot and troll accounts in the digital media age in Turkey. Is it possible to construct
a bloc with counter‐trolls against the escalating political pressure on the media in the post‐truth era? Are counter‐trolls
capable of setting the agenda? This article discusses the possibility of constructing a bloc against the escalating politi‐
cal pressure in Turkey on the media through counter‐trolls in the context of communicative rationality. First, it observes
the ruling party’s troll politics strategy on Twitter, then examines the counter‐discourses against political pressure today;
thereafter it analyzes the discourse in hashtags on the agenda of the Boğaziçi University protests. Firstly, 18,000 tweets are
examined to understand the suppress‐communication strategy of the AK Party trolls. Secondly, the agenda‐setting capac‐
ity of counter‐trolls is observed between January 1, 2020, and February 5, 2021, and 18,000 tweets regarding Boğaziçi
protests are examined to analyze the communication strategy of the counter‐trolls. The study shows that the populist gov‐
ernment instrumentalizes communication in social media, and Twitter does not have enough potential for the Gramscian
counter‐hegemony, but the organized actions and discourses have the potential to create public opinion.
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1. Introduction

Today, 4,5 billion people use the internet on earth, where
approximately 7,8 billion people live, and 3,8 billion of
these users have social media accounts (Kemp, 2020).
This shows us that more than half of the world popu‐
lation is online. When we narrow the perspective and
focus on Turkey, we can observe that 54 million of
the approximately 83 million people (Turkish Statistical
Institute, 2020) have social media accounts and this rate
is parallel to developments in the world, namely, about
60% of the population uses social media (Kemp, 2020).
The increasing number of users of social media indi‐
cates that our communication practices will be differ‐
ent from the past. As a matter of fact, we have been
experiencing a similar change in communication prac‐
tices of the typographical age that McLuhan mentioned

in Gutenberg Galaxy (1963). This also makes us ques‐
tion the relation between one’s connection to the rea‐
son. Then, in Western notion, men who have the ability
to illuminate the darkness as “homo rationalis” (Çiğdem,
2004, p. 55) turn into “homo irrationalis” in today’s
post‐truth discussions (Fasce, 2020; Levitin, 2017, p. 2;
Pinker, 2018, p. 371).

Emphasizing the normativeness of the concept in
the post‐truth age in which new communication prac‐
tices are experienced, McIntyre (2018, p. 6) indicates
that truth is subordinated to the political one and thus
contextualized within the framework of its own ideolog‐
ical perspective. This period, during which the truth is
deformed, describes an environment in which objective
(rational) phenomena are abandoned and non‐objective
(irrational) personal opinions are dominant. As a mat‐
ter of fact, Keyes (2004) also points out that during this
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period, lying penetrated into new communication prac‐
tices, making it easier to deceive people. This can cause
different problems in the context of interpersonal com‐
munication, but it can lead to greater problems in the
channels where news circulation is provided on issues
of public concern. The information circulated through
social media tools is not subject to any editorial pro‐
cess and has not been inspected, which provides a sep‐
arate dimension to fake news discussions. In addition to
its alternative and liberating potential, these platforms,
where polarizing and otherizing discourses are easily got
into circulation, pave the way for an environment which
is suitable for authoritarian‐populist politicians (Grinberg
et al., 2019). Recent research on fake news on social
media platforms (especially Twitter, due to its alterna‐
tive news media feature; Kwak et al., 2010) that allows
a person to hide behind an anonymous identity also
supports this (Bovet & Makse, 2019; Brummette et al.,
2018; Recuero & Gruzd, 2019). So, what kind of actions
does the political authority take if it wants to consoli‐
date its power in a media environment where the truth
is ambiguous? How does political power respond to the
liberating potential of new communication platforms in
an environment where traditional media is neutralized in
the context of media, politics, and the intricate relation‐
ship of capital? Such questions are important for under‐
standing the way right‐wing populist political authori‐
ties communicate through the media. Media has been
one of themost transformed “power” in the single‐party
government process since 2002 (Çam & Yüksel, 2015).
The transition (flow) of ownership structure to conserva‐
tive capital which is close to political authority is one of
the main indicators of ideological monologism in tradi‐
tional media (Media Ownership Monitor Turkey, 2019).
The colonization of the media by the party, conceptu‐
alized by Bajomi‐Lázár (2013) through Hungary, points
to a similar process in Turkey. During the 2013 Gezi
Park protests, the economic and ideological hegemony
of the media controlled by political authority was sur‐
passed, and social media was then used as an alternative
means of communication. This determines the attitude
that the political authority will introduce to social media
in the future.

The relationship between power, capital, and the
media in Turkey indicates a long‐term process. Today,
however, as a result of restrictions, bans, and obstruc‐
tions on freedom of expression, the pressure on the
media has augmented. This is confirmed by the World
Press Freedom Index of Reporters Without Borders
(2020), with Turkey ranked 154th out of 180 countries.
Today, political power does not merely use the means
of repression, such as prohibition, obstruction, or investi‐
gation and imprisonment of journalists (The Journalists’
Union of Turkey, 2021); it develops different tools to
make media domination invisible and expand the field
of discourse. Troll‐politics, which describes changing the
agenda in the political context, making propaganda, pro‐
ducing disinformation, and/or producing hate speech

to suppress opposing/oppositional view, is perhaps the
most serious technique in these tools. The fact that
social media is a suitable platform for producing user‐
derived content helps the political authority, through
trolls, to manipulate people in order to lure them into
futile disputes or deviate them from provocatively get‐
ting involved in an ongoing discussion. That is to establish
both the dominance of its own discourse and to divert
opponents from the subject by decontextualizing the
discussions (Binark et al., 2015, pp. 127–128). The way
such political discussions are held in channels such as
Twitter is significant in terms of projecting the image of
supporting freedom of expression. This new communica‐
tive strategy creates the illusion that propagandist state‐
ments, lies, and polarizing discourses circulate through
the people, not directly from the political power, causing
the truth to be ambiguous. The effort of authoritarian‐
populist political authority to create/set its own agenda
through trolls bymaking insignificant the truth or distort‐
ing it out of discourse in the post‐truth period opens up
a space for it to reproduce its hegemony.

Since 2013, AK Party has been actively displaying a
policy on social media through its digital office headquar‐
ters (Altuntaş, 2015). AK Party’s troll army’s attempt to
put pressure on Twitter is important both to figure out
its populist politics and to determine a strategy against it.
Since the relationship between the threat of liberal
democracies turning towards authoritarianism and the
negative trend in the communication paradigm neces‐
sitates organized struggle against authority on social
media platforms. The article seeks to answer the ques‐
tion of how to create a bloc against the troll policy of
political authority in the post‐truth age. Besides, it asks
if the counter‐troll politics have brought the common
good rather than polarizing society. The study will first
examine the counter discoursive attacks of groups try‐
ing to make their voice heard against political authority
today after observing AK Party’s troll politics strategy via
Twitter (Bulut & Yörük, 2017; Karatas & Saka, 2017).

2. Data and Method

In this research, two different methods were used,
namely, content analysis of hashtags and thematic ana‐
lysis of trolls’ tweets. Content analysis is a quantitative
approach that summarizes the numerical outputs of vari‐
ables, whereas thematic analysis is a qualitative method
that emphasizes “constellations” by examining the pat‐
terns of meaning in texts (Neuendorf, 2019, p. 213).
It was observed how long the hashtags remained on the
agenda and the number of retweets to reach the most
influential content in the data collective section of the
study. TAGS v6.1.9.1 and Twitter Search were used to
scan all sets of tweets sent by active users. Categories
of Stanford Internet Observatory Cyber Policy Center
were considered for the detection of troll accounts.
The tweetswere examined considering the structural fea‐
tures such as the joining date, account name, profile
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information and photo, consistent political tweets, and
being an active user (tweeting per day; Fuchs, 2017,
p. 54; Grossman et al., 2020). The tweets were selected
from the users with the most followers, most retweeted,
and likes among 18,000 tweets. Besides, the content
of the tweet threads was also checked in accordance
with the theme. The network analysis of Hafıza Kolektifi
(“ ‘Ak Trol’lerin haritası,” 2015) on Twitter demonstrated
that Aktrolls, namely, trolls supporting AK Party and AK
Party executives were in contact. In the determination
of troll accounts, the accounts associated with the polit‐
ical party‐related, politicians, and the relationship they
establish with their own troll groups were also taken
into account in terms of embodying the relationshipwith
the political party (retweeting and/or liking each other’s
tweets). Based on the information presented in the first
analysis, tweets posted in hashtags that were trending
at the Boğaziçi University protests—which started with
students and academics protesting the appointment of
a new rector in a presidential decree—made up the sam‐
ple group.

First, their posts were divided into themes to ana‐
lyze the communication strategies of the trolls sup‐
porting AK Party. In the case study, the discourses
of 18,000 random tweets posted with the hashtag
#DevletiminYanındayım (IamWithMyGovernment) and
the tweets of 19 active accounts with the most fol‐
lowers among 18,000 tweets were examined. Since
the communication strategies of accounts with troll‐
politics contain similar themes, the analysis is limited
to 19 accounts. #Kabekutsalımızdır (KaabaIsOurHoly),
#KabeyiSavunanFişleniyor (TheOnesDefendingKaabaAre
Blacklisted), and #ProvokatörlerdenİşgalGirişimi
(InvasionAttemptByProvokers) hashtags were included
in the study because they were thought of as launching
flares for the Boğaziçi protests.

In the second analysis, hashtags used by the ones
aiming to produce counter‐discourse and their capacity
to create an agenda, and howmany people they reached,
were examined. Within the framework of the discourses
developed against political power, the selection of hash‐
tags was limited to topics that could reach a mini‐
mum of 100,000 tweets and be on the agenda between
January 1, 2020, and February 5, 2021. The maximum
number of tweets and how long the hashtags remain on
the agenda data were found by examining daily Twitter
trending data. Then, the “troll‐politics” strategy of oppo‐
sition groups aiming to establish counter‐hegemony by
producing counter‐discourse was examined. The author
tried to find out whether the counter‐discourses were
produced by trolls. Their posts were divided into
themes to analyze counter‐trolls’ communication strat‐
egy. In the case study, the discourses of 18,000 random
tweets posted with the hashtag #AşağıBakmayacağız
(WeWillNotLookDown) were examined.

Finally, the discourses of the second group and the
ability to create an agenda on Twitter were interpreted
in the context of communicative rationality and counter‐

hegemony in response to the data in the first group.
The capacity of troll‐politics to form a counter‐bloc in
the context of communicative rationality was discussed
within the framework of the analyzed data.

3. Media, Populism, and Troll Politics

On July 1, 2020, President Erdogan said, “we want these
social media platforms completely shut or controlled
after bringing the issue to our parliament” (Erem, 2020,
para. 5). Every political authority needs the support and
control of the media to reproduce its own rulership.
AK Party’s policies on the media over the past 18 years
show that it has continuously intervened in the media to
maintain its own discursive order (Erem, 2020). In order
for the political authority to convey its populist policies
to the public within the framework of its own reality,
it is essential that the media be under its own control.
For this reason, the decrease in public consent, espe‐
cially in times of economic crisis, features the oppres‐
sive aspect of the government, as seen in Erdogan’s state‐
ment (Gramsci, 1971, p. 246). The media policy, which
began with the seizure of Star TV (which belongs to Uzan
Group) in 2004 as soon as it came to power (Duran, 2015,
pp. 20–21), continues with the transfer of the media
sector organizations of Doğan Group, which is called
the “flagship” of the press, to Demirören Group in 2018.
AK Party tries to actualize not only an economic but
also an ideological, social, and cultural transformation
while creating its own hegemony in the field of media.
While the discussions on how successful the government
is in this regard continue, a striking point is the polar‐
ization of society (Bulut & Yörük, 2017). The fact that
populist politicians try to establish their own discursive
dominance by polarizing society is shaped by two differ‐
ent lifestyles created between the public and the elite.
The populist identity that stands out as authorized to pro‐
tect the interests of the people promises to transform
the elitist institutions that existed in the past (Aytaç et al.,
2021, pp. 5–6). Turkey’s modernization process is differ‐
ent from the West. It is crucial to figure out the success
of populism today to understand the reactions of the
masses that are not represented in the public field in
Turkey. The policy is to plan a new path by keeping sec‐
ularism and Islamic thought in a certain balance policy
(Kaya, 2015). Likewise, the ruralization of the urbanites
with the migration from the village to the city has pro‐
gressed faster than the urbanization of the villagers. This
has de‐eliteized Turkish modernization. Especially after
1950 (after the Democratic party came to power), Turkey
began becoming Anatolianized (provincialized; Mardin,
1991, p. 276). The populist politician who shows him‐
self as an anti‐elitist and anti‐intellectual (Ghergina et al.,
2013, p. 3) aims to create the image of a global polit‐
ical leader with their nostalgic bond with the past and
heroism anecdotes. At this point, he reproduces his dis‐
courses in a populist context, based on the power of the
franticmasses,which has been repeatedly excluded from
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the public sphere in the past. The media, on the other
hand, uses different methods such as “claim” and “repe‐
tition” (Le Bon, 1997, p. 47) to internalize some thoughts
and beliefs of the masses and consolidate the power of
political authority.

2013 points out a break in Turkish media history.
People tend to social media as a result of the unsuc‐
cessful portrait of traditional media during the Gezi Park
protests. Thus, political reporting reflex develops on
social media, especially on Twitter (Karatas & Saka, 2017,
p. 385). In the light of these developments, despite the
decentralized nature of social media, the fact that it is
an organized communication platform against the power
makes AK Party give more importance to online activity.
Authoritarian‐populist governments, which use similar
troll armies as propaganda vehicles in the world, manip‐
ulate the public in the context of their ideology with
the information they circulate through platforms such as
Twitter. Today, the spread of disinformation takes place
not through old mass media such as radio and televi‐
sion, but rather with tweets, bots, and fake social media
groups (Weedon et al., 2017).

Each period creates its own discourse and concepts.
The concept of trolls also indicates a popular concept
thanks to new communication technologies. We can get
a clearer grasp of troll‐politics whenwe consider that the
AK Party has instrumentalized communication practices
in order to establish its hegemony and expand its power.

3.1. Analysis

Twitter, users of which are increasing day by day and
gaining alternative news media features, has become a
platform where AK Party institutionalizes political com‐
munication negatively in terms of setting, changing or
decontextualizing the agenda, polarizing society, spread‐
ing propaganda, and producing hate speech (Binark et al.,
2015, p. 128). The accounts and tweets reviewed in the
analysis indicate that the discourses that develop against
the Boğaziçi protests are categorized within three differ‐
ent themes. The first is the polarizing discourses in which
the opposition of “me and the other” is highlighted by
referring to nationalist and/or religious elements and
identity politics is at the center. Laclau (2005) notes that
collective identity and the other positioned in front of
it are the main means of understanding populism today.
We see a similar political discourse in the tweets of trolls
on the “us” and “them” polarization of political power.

As part of the Boğaziçi protests, some students held
an exhibition on campus. One of the images in the exhibi‐
tionwas apainting standing on the groundwith theKaaba
figure on it. There was a Shahmaran figure (a mytholog‐
ical creature in Anatolia that is believed to bring abun‐
dance, wealth, happiness, luck, and protect people from
evil eye, has been the subject of legends, with a head in
the form of a human and a body in the form of a snake)
in the middle of the painting, and LGBTI+, lesbian, trans,
and asexual flags were placed at its four corners:

@TheLaikYobaz: Against the cowardly children of
MountOlympus,we are the brave sons ofMountHira!
(SON LAİK BÜKÜCÜ, 2021a, translation by the author)

@KacSaatOlduTR: Why are you silent, Mr. Kemal?
Aren’t you going to say anything against provoca‐
teurs who have threaten promising college students,
targeted the Kaaba, represented the people of Lot?
Or are you an enemy of religion, too? (Kaç Saat Oldu?,
2021b, translation by the author)

The picture of the Kaaba figure surrounded by LGBTI+
flags at Boğaziçi University was criticized by AK Party
supporters for insulting religious values. The picture,
described as a derogatory attitude towards sacred val‐
ues, provided the AK Party with the illegitimate populist
way of communicating towards polarization within the
framework of religious discourse. As it can be seen in the
tweets above, a Muslim/non‐Muslim contrast is created
by referring to religious elements. In the first tweet, the
enmity of Greekmythology and Islam andGreek‐Turk are
based on religious‐nationalist discourse, while the sec‐
ond tweet creates a polarization over religious hostility
by targeting the opposition party. In the tweets reviewed,
it was observed that the populist communication strat‐
egy, in which polarizing discourses are seen commonly
within the framework of similar identity politics, was
implemented. Within the framework of me–other polar‐
ization, “me” points out the people with a statist and
Muslim identity, while the “other” represents the people
opposed to Islamic values and the government.

The second one is manipulative tweets contain‐
ing threats, profanity, humiliation, and/or disinforma‐
tion involving political, social, or direct personalized dis‐
courses. Özsoy (2015), who conducted a study on trolls
in Turkey, states that trolls generally prefer a provoca‐
tive, manipulative, and negative language of discourse
(p. 537). When the troll‐politics accounts were exam‐
ined, it was found that a similar language of commu‐
nication prevailed. Aktroll’s follows a strategy that con‐
stantly emphasizes the distinction between “me and the
other” and constantly targets the other, and in this con‐
text, re‐creates the issue or the agenda within the frame‐
work of its own reality. Thus, the subject or agenda is
distorted from its own context and tried to be cut off in
the abundance of different discussions:

@THEMARGlNALE: There you are, we said before.
Their problems are neither rector nor university.
They’re just trying to ignite the fuse of a new attempt.
(Marginale, 2021, translation by the author)

@emirbereket: WE DO NOT WANT TERRORISM on
the street, in universities, in public, in parliament.
(Eemir Bereket, 2021, translation by the author)

In all the videos and images in the hashtags examined
in the Boğaziçi protests, protesters are shown in an
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offensive and damaging context. At this point, reality
becomes a phenomenon that varies from individuals’
point of view. However, this includes the threat of sup‐
pressing the voices of opposing views and the danger of
preventing democratic participation. That’s why, “unlike
trolling, troll‐politics is serious,” as Merrin (2019, p. 291)
emphasizes. As it is seen in the above tweets, trolls are
trying to manipulate AK Party supporters into believ‐
ing that the protesters are terrorists by invoking the
July 15 coup attempt. Most manipulative tweets con‐
sist of offensive discourses directly targeting the oppo‐
sition wing with negative communication styles such
as hate speech and humiliation. Likewise, research on
troll culture in Turkey demonstrates that Aktrolls follow
a similar communication strategy (Binark et al., 2015,
p. 138). In addition to the research findings, it was
observed that within a year, the manipulation was cre‐
ated through the posts circulated in a language that was
condescending, incriminating, and derogatory especially
for Ataturk and Republican People’s Party (CHP), and
that otherizing language such as #AtatürkDiktatördür
(AtaturkIsDictator), #FetöcüKemal (FetöMemberKemal),
#KemalizmYıkılıyor (KemalizmAreBreakingDown), and
RezilsinCHP (DisgracefulCHP) was used intensively.

Thirdly, there are the conspiracy theories frequently
used by right‐wing populism, often pointing to the
ambiguity and popular theories to minimize the con‐
sequences of unexpected effects in moments of crisis
(Wodak, 2015). Although disinformation and conspir‐
acy theories did not emerge with social media, its
circulation became widespread and its quantity aug‐
mented. The common point in the analyzed tweets is
the emphasis that the protests are led by different ene‐
mies. The tweets underline that protests are planned
by people or groups that are different from each other
but intersect at some points such as Soros, USA, Mason
organizations, and Fetö:

@AntepliMamato: The Bogazici was saved from the
“Colonial” occupation. ‐The military was saved from
the “Feto” invasion. ‐Themountains were saved from
the “PKK” occupation. ‐Foreign Affairs was saved
from the “Monchère” invasion. ‐The bureaucracy was
saved from the “Mason” occupation. ‐The industry
was saved from the ‘Bourgeoisie’ occupation. That is
because they are going mad. (Mamo Dayı, 2021)

When past network maps of trolls are examined, it
shows that they are working organized to silent oppo‐
nent voices and create a lynching environment in a social
media environment (Bulut & Yörük, 2017; Karatas & Saka,
2017). It is possible to say that AK Party’s own troll army
is working more organized and coordinated than they
have done in the past. Furthermore, it can be said that
it is not only to suppress opponent voices and manip‐
ulate them, but also to take the existing agenda out of
context and use troll‐politics as instruments by changing
the direction of the debate. In a year studied, Aktrolls

constantly try to respond to counter‐trolls with counter‐
attacks. For instance, it always tries to change the trends
with populist and accusatory responses like #geziihanet‐
tir (GeziIsBetrayal) and #GeziDarbesi (GeziCoup) after a
few hours after hashtag #GeziyiSavunuyoruz (WeDefend
Gezi) was trending, or #Bismillah, #ErdoğanınYanındayım
(IamWithErdogan), and #ŞehitlerTepesiBoşDeğil
(MartyrsHillIsNotBare) after #negülüyorsunerdoğan
(WhyAreYouLaughingErdogan) hashtag was trending.
It is also a remarkable detail in which different troll
identities take part in different tasks. While some trolls
work only to increase the number of retweets to sup‐
port the hashtag, some trolls produce conspiracy the‐
ories. Trolls, who are also in touch with real users (e.g.,
@elonue,@zekibahce, and@ERKANTAN__), try tomobi‐
lize masses by consolidating the undecided audience.

4. Democracy, Civil Society and Counter‐Troll Politics

Although the intricate relationship of traditional media
with capital and political authority imposes an ideo‐
logical and technological simplex communication, ideas
have been put forward that those social media plat‐
forms have evolved towards a participatory, interactive,
and collective system and that all these developments
strengthen democracy and save it from centralized domi‐
nation (Hermida, 2010; Jha & Kodila‐Tedika, 2020). Is this
practically possible for countries like Turkey that have
still not created a culture of democracy (Karpat, 2010,
p. 53)? Turkey’s transition to democracy was not actu‐
alized by the institutionalization of civil society, but by
the efforts of the state elites. In other words, democ‐
racy in Turkey has not developed due to the lack of a
civil society notion—inherited from theOttoman Empire,
where political, economic, and social power was gath‐
ered at a single point (Heper, 2000, p. 78). Likewise,when
Turkey’s struggle for democracy is examined in a histori‐
cal context, it points out to a process that has been con‐
stantly interrupted by forces such as the army and politi‐
cal authority rather than the demands of the people. One
of the most important reasons for the inability to institu‐
tionalize democracy is that Turkey’s industrialization pro‐
cess starts late and a large part of society lives in villages
(Kongar, 2001). When this is evaluated within the frame‐
work of urbanized/non‐urbanized societies, cultural dif‐
ferences between NGO’s and religious‐ethnic communi‐
ties can be observed more clearly.

The deep relationship of the culture of liberal democ‐
racy with civil society can help us understand today’s
communication practices (Fukuyama, 1995). In this
context, the idea of Habermasian civil social power
has the potential to gain its own legitimacy against
today’s authoritarian power as a communicative power.
However, it can be said that this is possible in an orga‐
nized and systemic way with the idea of a civil society
institutionalized by getting rid of the domination of state
and political parties as an initiator of the opinion lead‐
ers of society as expressed by Göle (2000). Because civil
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society should not be positioned as an over‐politicized
anti‐government directly in the face of political author‐
ity. Thus, it contributes to the culture of democracy with
civil society, which stands out from the oppression of
authoritarian politics and creates an autonomous field
for itself. This can only be achieved through “the transi‐
tion from identity politics to interaction policies” (Göle,
2000, pp. 80–81).

Despite the post‐republicanWesternizationmoves in
Turkey, the state is positioned as an absolute device of
hegemony, where an East‐type tradition still brings out
itself in political, social, and cultural reflexes because of
its connection with the past. In this context, depoliti‐
cizing the public sphere does not allow the implemen‐
tation of a strong interaction policy. Overcoming this
situation—in other words, the non‐feudalization of the
public sphere—can be achieved by the politicization
of social life, the rise of citizen journalism, and the
struggle for freedom of expression (Habermas, 2013,
p. 17). The ideal Habermasian communication environ‐
ment conceives an environment in which dissident peo‐
ple interact with each other and carry out their own
ideas freely, without exclusion and within the frame‐
work of the politics of respect. According to Habermas,
people/groups in social practices with communicative
rationality can achieve common good through collec‐
tive actions. At this point, communicative action is the
dominant element of participatory democracy. By creat‐
ing an environment where individuals can freely defend
their own ideas/arguments in ideal discussion envi‐
ronments, interaction is provided with the exchange
of opposing views (Habermas, 2001). Whether Twitter
and/or other social media platforms provide such an
environment by democratizing communication is still a
matter of debate. So, can Twitter allow counter‐troll
groups to build counter‐hegemony in aGramscian sense?
According to Gramsci, hegemony is:

Made possible by the dialectic togetherness of force
and consent; accordingly, the ruling class must have
ideological and institutional foundations along with
material forces in order to achieve the consent it
needs beyond a difficult domination and to build its
hegemony. (Akgemici, 2019, para. 2)

4.1. Analysis

In a study on Twitter, it is found that 73% of trend top‐
ics come up only once, and 31% stay on the trends for
just one day (Kwak et al., 2010, p. 597). When the dura‐
tion of counter‐discourses and the number of retweets
are examined as seen in Figure 1, meaningful parallelism
is established with the research of Kwak et al.

The remarkable fact of the study’s findings is that
the country’s agenda and the topics that remain on the
trends on Twitter for more than a day are partially the
same. In total, only four of the 138 issues remain on
the trends for more than a day, and only two of them
are on the country’s agenda, which indicates the polit‐
ical authority’s inaction on the demands of the oppo‐
sition wing. #CezaevlerindenHaberVar (NewsFromThe
Jails) and #EbruÖlüyorAcilTahliye (EmergencyEvacuation
EbruIsDying), headlines led by the Peoples’ Democratic
Party, are on Twitter trends, but are not on the coun‐
try’s agenda. However, the topics (#Cocukİstismarının
AffıOlamaz [ChildAbuseIsInexcusable] and #Aşağı
Bakmayacağız [WeWillNotLookDown]) that bring
together artists, politicians, ordinary people, and anony‐
mous accounts remain on the agenda. When ana‐
lyzed, collective movements of artists and different
political identities are factors in determining the coun‐
try’s agenda.

When examined in the context of the topic as seen
in Figure 2, the contents are clustered within five dif‐
ferent themes. In 3% of the content, hashtags such
as #10Kasım (November10) and #AtatürküÇokSeviyorum
(ILoveAtaturkSoMuch) against populist policies con‐
ducted through the people and the elite are carried
out to remember republican values. Likewise, femicide
is a problem that individuals struggle with, regardless
of political ideology. Over a year of review, the most
recurring contents have been related to officer appoint‐
ments. Contents related to officer assignments demon‐
strate that manipulation of bot accounts may be on the
trends in a short period of time. The negative correla‐
tion between unemployment and employment in Turkey
provides an environment for individuals to develop a
pragmatic communication language and make their own
problems visible.

Less than

one day

71%

One day

26%

More than

one day

3%

Figure 1. Duration of counter‐trends on the agenda.
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Appointments

45%

Reac�on

22%

Demand

27%

Memory

3%

Femicide

3%

Figure 2. Themes of Twitter counter‐trends.

Twenty‐seven percent of the analyzed agendas
constitute democratic demands from the government.
Eleven of the 138 agendas focus on the improvement
of sanitary requirements and release of political prison‐
ers in the pandemic; 14 focus on postponing students’
exams in the pandemic; and nine focus on improve‐
ments in the salary and personal rights of civil servants.
These groups use Twitter for pragmatic purposes to
attract attention and make their voices heard, even if
they are not on the country’s agenda. Masses looking
for solutions for their own interests instead of achieving
common good through communicative rationality turn
Twitter into a medium where the populist language is
found rather than theHabermasian ideal communication
environment. However, this situation is closely related to
the non‐institutionalization of civil society logic in real
social life. As a matter of fact, the individual who cannot
be organized in real social life tries to realize his demo‐
cratic demands indirectly by creating public opinion.

One of the most crucial findings of the study is that
there are organized reactions to negative communica‐
tive actions of power. “Reaction,” which constitutes 22%
of the trends, is the counter‐discourse formed by meet‐
ing with different segments of society on issues such
as unemployment, adverse working conditions, pressure
on the opposition media, and reaction to social media
restrictions. The discourses and interpersonal communi‐
cation networks examined indicates that there is a dis‐
organized communication on issues where there are no
political parties. It can be said that organized commu‐
nication usually takes place through the efforts of the
Republican People’s Party and Peoples’ Democratic Party.
For example, the posts about the termination of the pro‐
gram attended by Istanbul Mayor Ekrem İmamoğlu on
CNN Turk one hour early; and the artist Helin Bölek, who
died in a hunger strike in protest of Grup Yorum’s concert
ban. Besides, after Turkish soldiers were killed in Idlib,
counter‐trolls develop a nationalist discourse in protest
of President Erdogan laughing as he got across a mem‐
ory of Trump in his speech. One of the common features

of the discourses developed directly in response to the
government is the use of humor.

In Figure 3, President Erdogan is criticized within
the framework of his economic action plan in the
pandemic—a campaign called Together We Are Enough
My Turkey. In the study, it can be said that the peo‐
ple or groups producing counter‐discourse conduct par‐
tially a troll‐politics strategy. In particular, counter‐troll‐
politics stand out on issues such as “government resign,”
which are likely to be politicized and polarized rather
than issues that concern the whole society and are sen‐
sitive, such as “censorship law” and “child abuse.”

Figure 3. Humorous reaction for measures taken in
Turkey against pandemic. Source: conta cunte (2020).

The tweets in the second analysis show that the dis‐
courses in the Boğaziçi protests were categorized within
five different themes. The structuring of traditional
media within the framework of the control of political
authority prevents the public from reaching accurate
information. In this sense, Twitter becomes a platform
where different perspectives and discourses circulate
and the public is informed. In the tweets reviewed,
detentions, press releases, and police interventions are
more likely to be conveyed through various instruments
such as writing, photos, and videos. In this sense, most
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content is intended to inform the public in the con‐
text of the communication network. For instance, press
releases and the protests of Boğaziçi University aca‐
demics got across to the public without interruption
(Boğaziçi Dayanışması, 2021). This can be understood as
an effort by counter‐trolls to expand the information net‐
work on Twitter and create public opinion. The second
feature of the tweets that develop counter‐discourse
is that the discourses are associated with Ataturk in
order to preserve the values of the republic against neo‐
Ottoman discourses of the government.

The modernization project in Turkey was carried out
with the separation from the Ottoman Empire under the
leadership of Ataturk. Today, the AK Party is following a
policy that wants to transform the founding values and
identity of the republic (Ongur, 2015, p. 416). In this con‐
text, counter‐trolls reflexively protest against AK Party’s
counter‐policy on Ataturk’s founding values, often with
content that constantly remembers and quotes Ataturk
as seen in Figure 4. Thus, a discourse which came up was
not only about Boğaziçi University, but also against social
transformation and re‐identification policies.

Thirdly, it is observed that the content uses a lan‐
guage similar to the manipulative and polarizing dis‐
courses used by the Aktrolls. Tweets in which “me and
the other” controversy are produced by counter‐trolls
and often use derogatory and otherizing language have
characteristics similar to the populist communication
strategy used by political power:

@sigaramcamel: The staffed state of ignorance, you
are jealous of the children in schools that you would
not be able to enroll even if you made a camel pic‐
ture with your ass. (Kapheros, 2021, translation by
the author)

@MYazar212: Neither can you manage the educa‐
tion! Nor can you manage the health! Nor can you
manage the economy! All you can manage are the
projects of the partisans. He says, “Whoever has

money crosses my bridge.” (MYazar212, 2021, trans‐
lation by the author)

In general, it is observed that an incriminating and furi‐
ous language against the economic, societal, and edu‐
cational policies of political authority is present in such
polarizing manipulative tweets. In the examples above
that, a language that is condescending to political author‐
ity is used.

Another communication strategy used by counter‐
trolls is the humorous discourses on which many stud‐
ies have been made in the Gezi Park protests. Political
humor and intellectual accumulation are considered as a
counter‐hegemonic strategy developed against the hege‐
mony that the political power is trying to institutional‐
ize (Değer, 2015, p. 319). For example, “@kafayikirdim:
Roses are red, Melih is Bulu, He stole an article, And a
rectorship, too” (𝖎𝖉𝖎𝖑𝖔𝖘 𝖇é𝖇é 𝓪𝓴𝓪. 𝔂𝓸𝓾𝓻𝓸𝓽𝓲, 2021).

As seen in the example, it is analogically described
that Boğaziçi University rector Melih Bulu usurped the
office of the rectorship suddenly and unexpectedly with
plagiarism accusations in his doctoral thesis. A critical lan‐
guage, similar to Rabelais’ Gargantua, was used: “crit‐
icism of the corrupted legal system, the traders who
defraud the public and those who exploit religious values,
with a humoristic but strong language” (Baloğlu, 2019,
p. 224). In this context, humorous language is the basis for
breaking the wave of fear created by authoritarian policy.

Finally, it is observed that counter‐trolls develop ideal
discourses that are structured within the framework of
“common good,” which does not marginalize, polarize,
and does not insult. Such discourses contribute to the
institutionalization of interactive democracywith the dia‐
logical character of the communicative reason, as well as
play an active role in building the commongood. Such dis‐
courses, inwhich the ideal state of speech thatHabermas
speaks of in communicative actions are created, aim at
inclusiveness, not exclusion.

Figure 5, indicating that Boğaziçi University students
are against any ban, shows that the group described

Figure 4. Counter‐trolls often refer to Atatürk in quarrels.
Note: “We learnedwhere to look fromour Father” (trans‐
lation by the author). Source: Kaç Saat Oldu? (2021a).

Figure 5. Boğaziçi students protested the headscarf ban
in universities. Source: Yakut #23 (2021).
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as the republican elite also protested against the head‐
scarf ban. In this context, it is underlined that the
Boğaziçi protests are not an act developed against pure
political authority: “@budirenisi: We repeat that our
action is peaceful and repeat our demands!” (Boğaziçi
Direnişi, 2021).

These statements of the Boğaziçi Direnişi (Boğaziçi
Resistance) indicate that a language is used that pays
regard to the public interest, aims at the common good,
and does not marginalize. The Boğaziçi Resistance, orga‐
nized as a non‐profit non‐governmental organization,
tries to convey the extent of the protests directly with‐
out falsifying reality by providing continuous information
circulation on Twitter.

5. Discussion and Conclusion

Based on the research findings, it is seen that AK Party
instrumentalizes trolling. This is a maneuver in the polit‐
ical communication of the AK Party. Adopting the con‐
cept of majoritarian democracy in real social life, the
AK Party aims to create social, religious, and moral
pressure on social media by trying to institutional‐
ize the tyranny of the majority with its troll army on
Twitter. With the bombardment of information by trolls,
the circulation of information becomes excessive and
reality becomes ambiguous. In natural disasters like
earthquakes, Aktrolls change the trends with hashtags
such as #DevletMilletininYanında (TheGovernmentIs
WithTheNation). The day after an earthquake, the hash‐
tag #DevletimizVarOlsun (LongLiveTheState) is brought
to the forefront in İzmir. A similar situation is observed
in the Boğaziçi protests. The passive resistance, which
became the trend against the appointment of rec‐
tors with the hashtag #KabulEtmiyoruzVazgeçmiyoruz
(WeDon’tAcceptWeDon’tGiveUp) is drawn into a differ‐
ent context with #KabeKutsalımızdır (KaabaIsOurHoly)
counter‐attack against the people. The manipulative dis‐
course, that begins with the otherizing and targeting
of LGBTI+ individuals, and hate speech are drawn into
the context of immorality and devaluation of the sacred
value, reflecting the Boğaziçi protests as an act of vio‐
lence. The most significant point here is that counter‐
actions can be led by manipulations of power. Besides,
thoughts/ideas accepted outside the field of hegemonic
discourse as if LGBTI+ are prohibited within the frame‐
work of freedom of expression. This means that troll‐
politics disrupts communicative rationality by targeting
people or groups. For instance, although it is claimed
that there is freedom of expression, hundreds of people
are investigated and imprisoned because of their Twitter
posts (“Freedom of expression,” 2021).

Troll‐politics are more about communicative irra‐
tionality than communicative rationality. The reconstruc‐
tion of the lifeworld depends on strengthening the com‐
municative action. For this purpose, the intersubject
mind should be prioritized over the subject‐centered
(Habermas, 2001). However, the discourses developed

by Aktrolls via Twitter are aimed at disrupting the
communicative action. Almost all of the tweets have
features/characteristics that generate discourses sup‐
porting the government, polarize, and disrupt public
integrity. Thus, communicative irrationality on Twitter
disrupts the type of negotiation‐oriented action and sup‐
ports authoritarian governments to take a hegemonic
form. It also marginalizes those who defend fundamen‐
tal human values—such as human rights, justice, and
freedom—and directly accuses the protests of doing ter‐
rorist activities. This pushes authoritarianism into a con‐
cept legitimized by the people, not by the state appa‐
ratus. There is a deep relationship between consenting
to authoritarianism and selective exposure to informa‐
tion. On platforms like Twitter, people get the informa‐
tion they want or support in echo chambers (Colleoni
et al., 2014). The expression of the envisagement of com‐
munity formed by people with similar thoughts in the
news media results in the reinforcement of the values,
beliefs, or opinions held. This becomes a communica‐
tion style that deepens the opposition of “me and the
other,” results in more polarization of people and pro‐
vides the fundamental component of today’s populist
politics. This indicates a similar process for Aktrolls and
counter‐trolls because in both groups there is informa‐
tion that will justify their beliefs. For instance, videos cir‐
culating in hashtags against the Boğaziçi protests show
protesters attacking police (SON LAİK BÜKÜCÜ, 2021b),
while videos circulating in the hashtags #aşağıbakma‐
yacağız (WeWillNotLookDown) and #boğaziçidireniyor
(BogaziciIsStandingOut) show police attacking protesters
(Zenibya, 2021).

For political authority, the circulatory channels of
information are crucial. Media capture (Schiffrin, 2018)
not only explains much about the mass communication
of authoritarian regimes, but also gives an idea of the
rise of right‐wing populismandhowpolitical powermain‐
tains public control. Then, when information circulation
is controlled, communication with the public is carried
out in the context of ideological monologism. At this
point, it is possible to say that hegemony is changing
its form with new communication technologies. It is
observed that the manufacturing of consent is achieved
in new communication technologies without the need
for large media companies, but again by acting rationally
with trolls. In this context, digital media is more likely to
makemedia capture and can put legal practices in a legit‐
imate order. These findings are in line with what Schiffrin
(2018) has summarized as “rather than disrupting media
capture, the digital age in some ways appeared only to
change how it is manifested” (p. 1036).

The research sometimes reveals short‐term trends
against political authority such as #Erdoğandan
Korkmuyorum (IAmNotAfraidOfErdogan), #Hükümet
İstifa (GovernmentResign), #BilaleAnlatırGibi (AsIf
ExplainingToBilal), #MilletNefesAlamıyor (PeopleCanNot
Breath), #yönetemiyorsunuz (YouCanNotGovern),
and #HepBirlikteArtıkYeterDiyoruz (WeSayEnoughAll
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Together), but because it is not sustainable, it cannot
reach the majority in a very short time and disappears.
This indicates that with too much information and infor‐
mation over‐consumption, “passive indifference” has
become a cultural norm (Lovink, 2013, p. 6).

Today, Twitter is an area of struggle. This has gained
more importance with the conscious and organized prac‐
tices of political authority, especially after the Gezi
Park protests. Although discourse against the politi‐
cal authority is said to have created an agenda via
Twitter, in practice, contextual shifts with the perfor‐
mances of government trolls are remarkable. The pop‐
ulist language of communication does not make com‐
municative action possible on Twitter. Thus, the reflex‐
ive counter‐discourses developed by real people or trolls
via Twitter sometimes detract the medium from par‐
ticipatory democracy since it resembles the AK Party’s
troll army’s languageof communication. Polarization, the
main building block of the AK Party’s populist politics—
when troll and counter‐troll posts are examined—has
become clearer on Twitter. Nevertheless, the communi‐
cation strategy of the group, which has been marginal‐
ized by the AK Party as the country’s elite, is closer to
the Habermasian politics of respect within the frame‐
work of the ethics of public discourse (Habermas, 1990).
The majority of the 18,000 tweets categorized within
five themes strives to “inform the public,” “preserve the
values of the republic,” and “develop ideal discourses
within the framework of the common good.” This indi‐
cates that counter‐discourses are striving to preserve
the common good by trying to produce intersubjective
consensus in the Boğaziçi protests. Similarly, this atti‐
tude of counter‐discourses is similar to the Shils’ (1991)
relationship between civility and civil society because
as a feature of civil society, respect takes care of not
only the solicitude of the whole society, but also reveals
a concern for the establishment of the common good
(pp. 11–12). Hence, NGOs in Turkey need to develop
a counter‐action and communication strategy by being
more active and organized. Since plurality and popu‐
larity are important on user‐derived platforms such as
Twitter, it is significant for artists, politicians, and other
intellectuals to engage in discussions and for the pub‐
lic to achieve the common good. As observed in the
research, discussions that real people do not partici‐
pate in and do not support remain on the trends for a
very short time. Besides, Twitter provides an opportunity
to destroy the dominance of the tyranny of the major‐
ity created by the intricate relationship between tradi‐
tionalmedia ownership and political authority. It ensures
the creation of public opinion by making protests and
people visible, which are made invisible by the cap‐
tured media. However, excessive information circulation
and consumption causes us to ask the question of how
organic the resulting public opinion is. How many peo‐
ple remember the Twitter trends—even the country’s
agenda—examined in the study? The establishment of
a counter‐hegemonic historical bloc stipulates an eco‐

nomic, ideological, and institutional organization, not
just a discursive struggle. Counter‐trolls’ ability to form
a new bloc against the hegemony of political authority
depends on the existence of non‐governmental organi‐
zations focused on communicative action, autonomous
and strongly funded. As a result, the findings demon‐
strate that Twitter does not have sufficient potential
for the establishment of the neo‐Gramscian counter‐
hegemony, but there is also the potential for the commu‐
nicative action taken by counter‐trolls within the frame‐
work of peaceful actions and discourses to create public
opinion (Konda, 2021) andmobilize themajority as in the
Gezi Park protests.
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1. Introduction

In linking the rapid growth of social media platformswith
democracy and press freedom, scholars have fallen into
two categories. Some academics portray social media as
a key driver of an emerging media ecosystem that circles
around public participation and democratic accountabil‐
ity (Jenkins et al., 2012; Paterson, 2019). Social media
platforms have been hailed as potential saviors of news
production, allowing journalists to find new informants
and data sources, thereby engaging directly with their
preferences and interests (Hermida, 2011; Johansson,
2016). Internet platforms may relieve the press from its
reporting obligations, leaving the press free to focus on
investigative journalism projects (Anderson et al., 2012).

Other scholars, however, argue that these platforms
—rather than allowing users to contribute informa‐

tion and observations to news production—allow anti‐
democratic groups to control andmanipulate news (Poell
& van Dijck, 2014). Rather than using social media as a
tool of deliberative communication (Kangei, et al., 2018),
paid‐social media users (popularly named buzzers) use
free access online platforms to control news and use hate
speech to degrade quality journalism.

With those background in mind, this article interro‐
gates the new mechanisms of media control through
which social media activity affects the news process
and threatens media organizations. This article seeks
to scrutinize the practices, motives, and actors of dig‐
ital threats used to control the media in Indonesian
digital politics within the past five years (2015–2020).
Special attention will be given to the doxing allegedly
faced by several media organizations and journalistic
projects: IndonesiaLeaks, a joint collaborative platform
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of several media organizations to investigate corrup‐
tion among Indonesia’s police elite; Tempo, a lead‐
ing investigative magazine during the revision of the
Corruption Eradication Commission Law and the Job
Creation Law; andWatchDoc, a documentary production
house that explores the links between energy companies
and Indonesia’s top politicians. This article argues that,
rather than enhancing journalistic freedom and media
autonomy, the rise of social media has intensified the
political pressures experienced by journalists.

Bradshaw and Howard (2019) found organized social
media manipulation during Indonesia’s 2014 and 2019
Presidential elections, but failed to observe its impact
on media independence. Other studies (e.g., Irawanto,
2019; Johansson, 2016; Lim, 2017, 2018; Saraswati,
2018), have used similar approaches to explore the rise
of social media buzzers in online political contestations
with no observation on their implication to media free‐
dom. Advancing the previous studies, this article will
show that both the growing number of buzzers and the
practice of mediamanipulation are new tools for control‐
ling critical media. Doxing and surveillance are particu‐
larly used as new forms of media control in Indonesia
during 2015–2020. Thus, this study offers an example
of a transitional democratic country with a large digi‐
tal media userbase and its efforts to minimize critical
media exposure. This article then aims to re‐consider and
re‐assemble the notion of media control, thereby using
Indonesia as a case study to develop a new perspective
for understanding media control in the digital age.

This article is ordered as follows. Following this intro‐
ductory section, it revisits models of media control in the
digital age within the context of new authoritarian pol‐
itics. It also surveys the rise of organized social media
manipulation, online trolls, etc. The third section of this
article describes themethod used in this study, while the
fourth and fifth sections offer empirical findings and dis‐
cussion, with a focus on the doxing allegedly faced by
journalists/activists within IndonesiaLeaks, Tempo mag‐
azine, andWatchDoc. The sixth section provides this arti‐
cle’s conclusions.

2. Media Control Revisited

This section elaborates on threats faced by critical media
and journalists since the arrival of digital communication
technology, viewing them as a form of media control.
The term control is generally defined as the power to
influence or direct the behavior of a person or agency.
Individuals use various ways to exercise this power and
negotiate the political interactions within organizations
(Bicer, 2020). Control covers various formal and infor‐
mal arrangements, both centralized and decentralized
(Jingrong, 2010). Themedia, meanwhile, is an institution
with the central aim of producing and distributing knowl‐
edge in the broadest sense of the word (McQuail, 2010),
with journalists as its key actors. In themedia sector, con‐
trol can be exerted through policy, money, and practices,

through which political authorities can exercise control
over publication licenses, newsrooms, or journalists.

In both democratic and autocratic politics, media
control is a key means through which authorities limit
the public’s access to critical information, thereby secur‐
ing their political power. In African countries such as
Uganda,media and journalists face several threats which
include: state intimidation, arrest of those considered
critical to the state, and denial of access to public
information (Walulya & Nassanga, 2020). According to
Google researchers, 21 of the world’s top 25 news
organizations have been targeted by hacking attacks,
likely by state‐sponsored actors (Wagstaff, 2014). Danger
is faced not only by those who publish online, but
also actors whose journalistic activities interface with
digital platform, whether by using computers to pro‐
cess information, using the internet for news gathering
and/or research, or simply relying on email for external
contact. At an individual media worker, from 1992 to
2021, the Committee to Protect Journalists (CPJ) found
1398 journalists killed including who worked for online
media (CPJ, 2021). The CPJ as well as the International
Freedom of Expression Exchange have actively docu‐
mented online attacks against journalists and media
organizations, often committed by actors seeking to fur‐
ther sociopolitical goals.

Computational propaganda has increased the media
and journalists’ risk of digital threats. Threats commonly
faced by media outlets include doxing and surveillance,
software and hardware exploits, phishing attacks, fake
domain attacks, intimidation, harassment, forced expo‐
sure of online networks and disinformation, confisca‐
tion of journalistic products, and data storage and min‐
ing (Henrichsen et al., 2015; Posetti, 2018). Doxing
refers to the search for and publication of private or
identifying data (about a particular individual) on the
internet, typically with malicious intent (Douglas, 2016).
Surveillance—the monitoring, interception, and reten‐
tion of information—is oneway that socialmedia buzzers
monitor information and themedia. Regan (2012) argues
that surveillance is often carried out on the grounds of
determining power, and often exists without clear poli‐
cies regarding this information.

Posetti et al. (2020) further found that artificial intel‐
ligence technology is being leveraged to create “deep‐
fake” videos and other content designed to discredit
targets, including journalists, and especially female
reporters. In the case of investigative reporting, when
the people being investigated are influential individuals
in government, critical media organizations and journal‐
ists become the targets or indirect victims (Cottle, 2017).
The surveillance technologies are globally diverse, and
can include location tracking, facial recognition andmon‐
itoring, and bulk interception methods for voice, email,
fax, and satellite phone calls to media.

Another common formofmedia control is themanip‐
ulation of information to undermine credible journal‐
ism and reliable information. Rumata and Sastrosubroto
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(2018) found that manipulated information is increas‐
ingly presented as valid information. Selective informa‐
tion is reproduced and reframed as fact, then redis‐
tributed within certain groups via social media. This
results in the deliberate targeting of media compa‐
nies and media professionals, along with their sources,
who seek to verify or share critical news and commen‐
taries. More broadly, journalists and media organiza‐
tion have been targeted by acts of “trolling”—deliberate
attempts to “misinformor endanger” by sharing informa‐
tion designed to distract their news sources. Journalists
might be targeted to trick them into sharing inaccurate
data, which feeds a false analysis of the facts or, when
it is revealed to be fake, weakens the integrity of their
news media.

In the “analog political” era, media control was real‐
ized by state officials through direct state censorship,
advertising and strict media policies. Meanwhile, in the
digital age, media control travels beyond its traditional
models. When “traditional” and “new” media technolo‐
gies have emerged simultaneously in many developing
democracies, forms of media control do not replace
one another, but combine and compete (Atal, 2017).
The actors are no longer state authorities but a network
of non‐state and paid social media buzzers and/or parti‐
san digital influencers who are seeking both political and
economic benefits. They may be considered as a “crim‐
inal network.” The criminal networks are politically pre‐
pared to organize digital violence to control information
and investigations that threaten the interests of incum‐
bent political leaders. Unaccountable internet corps and
paid influencers play a central role in producing manipu‐
lated content to the public. For instance, online abuse
and hate speech against journalists, including threats
such as phishing, malware, and cyber espionage are on
the rise, and have been disseminated via social media
andmobile devices (Henrichsen et al., 2015). At the same
time, traditional threats continue to occur offline and
have found new ways to cause harm and create the hos‐
tile environment faced by journalists.

Political motivated buzzers (Felicia & Loisa, 2019)
have become key players in challenging the work of
media professionals. Although there is no formal defini‐
tion, in the context of digital communication, the term
buzzer is often used to refer to those with the capacity to
influence others via social media, enliven online conver‐
sations through their tweets, voice their interests, and
get paid for their postings. Buzzers were initially actors
seeking to cultivate views or marketers seeking to sell
products (Arianto, 2020; Saraswati, 2018; Sugiono, 2020).
Yet, they have since become identified with negative pro‐
motional strategies used to spread political propaganda.

Buzzers are born and benefit from the social media
userbase. They can be seen as autonomous and/or state‐
supported political actors, incorporated in political cam‐
paign strategies to increase the electability and popu‐
larity of specific political figures or parties. Bradshaw
and Howard (2019) describe that buzzers tend to use

automated and human labor to manage fake accounts,
through which they convey support for candidates and
attack their opponents, thereby polarizing (dividing)
society. Such accounts may also be used to disseminate
disinformation. Jati (2017) describes buzzers as work‐
ing to produce kul‐twit (twitter lectures) or mini‐stories
using academic and technocratic language, distributing
messages using anonymous accounts, and “testing the
water” of politics. Their discourse is only temporary,
being used to gauge the actions and responses ofmiddle‐
class social media users.

It can be concluded that digital politics present new
forms of media control. Seeking to ban or at least delegit‐
imize journalistic works (critical news to political author‐
ities), social media buzzers employ threats to media and
their journalists. In this sense, control over media acts
to undermine their role in advancing the interests of the
public. Threats commonly faced bymedia outlets include
doxing and surveillance, software and hardware exploits,
fake domain, partisan websites, and personal intimida‐
tion. Online threats may be made individually, or com‐
bined with offline ones in the interest of chilling criti‐
cal views and quashing media freedom (Ruffini, 2018).
At the same time, physical abuse—potentially fueled by
online incitement and designed to suppress analytical
reporting—continues (Posetti, 2018).

Such attacks are motivated and influenced by a vari‐
ety of factors and interests, including the politics, social,
and economic contexts where information controls are
applied. They are also influenced by the available com‐
munications infrastructure, such as the number of inter‐
net service providers, and the overall level of internet
penetration and growth. As for motive, such attacks
desire to distract journalists andmedia outlets from their
investigations by prompting fruitless lines of inquiry that
stymie reporting efforts and, ultimately, have a chilling
effect on truth‐seeking. Examples of this style of misdi‐
rection include the struggled reframing of claims about
the size of the crowd at Donald Trump’s inauguration in
2017 as alternative facts (Smith, 2017). The fabrication
of the event designed to trick journalists and US citizens,
along with structured social media campaigns aimed at
mimicking public response.

3. Method of Study

This article is driven by two research questions: What
formsofmedia control havebeenusedwithin Indonesia’s
growing digital political propaganda (2015–2020), and
how has digital violence been used against media organi‐
zations and journalists operating in Indonesia to control
their news coverage? Using Indonesia’s digital politics as
a backdrop, this article explores new patterns of media
control based on the findings of a qualitative study con‐
ducted between 2019 and 2020.

Using a qualitative descriptive analysis (Yin, 2014)
with a critical perspective, this article examines as much
data as possible to describe and explain the diverse
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forms of digitized media control practiced in Indonesia.
The qualitative method was used to recognize cases of
threats, analyze patterns of media control, and under‐
stand the extent to which digital threats are organized
by cyber attackers. Analyzed datawere collected through
observations of selected newswebsites and social media
platforms, semi‐structured interviews, and reviews of
pertinent documents.

Recognizing the huge number of Indonesian media,
as well as their broad experiences with digital threats,
this article selected three cases: IndonesiaLeaks; Tempo
magazine; and WatchDoc. IndonesiaLeaks is an indepen‐
dent whistleblower platform founded by several media
outlets to investigate corruption among Indonesia’s
police elite. Tempo is a leading news magazine and
news website that regularly conducts investigative jour‐
nalism. Finally, WatchDoc is an independent production
house that produces critical documentaries, such as Sexy
Killers (2019)—a news documentary exploring the links
between energy companies and Indonesia’s top politi‐
cians thatwas viewed by 20million online viewers. These
cases were selected to represent three types of journalis‐
tic works: a collaborative platform of several newsmedia
(IndonesiaLeaks); a recognized news media organization
(Tempo, established in 1971); and an individual and inde‐
pendent news production house (WatchDoc).

Following Creswell (2014), this study was conducted
in several stages. First, the author collected published
documents on acts of digital intimidation committed
against media between 2015 and 2020. We assessed
official reports from Indonesian media authorities (e.g.,
Press Council [Dewan Pers], Ministry of Communication
and Information Technology), then compared them
by reading the annual reports of press, broadcasting,
and internet freedom advocacy agencies in Indonesia
(e.g., Alliance of Independent Journalists, and SAFEnet).
During this stage, we reviewed several aspects of digital
violence: number of cases, form, technology used, actor,
target, and motive. A longitudinal report by theWorld of
Journalism Study (Muchtar &Masduki, 2016) provided a
broad picture of Indonesian journalistic culture and the
challenges faced.

Second, complementing this desk review, between
January and July 2020 the researcher conducted semi‐
structured interviews with 10 media professionals who
had experienced online intimidation. Particular focus
was given to news media executives and individ‐
ual journalists with Tempo magazine and website,
IndonesiaLeaks, and WatchDoc. Informants included;
Abdul Manan, a senior journalist to Tempo, chairman
of IndonesiaLeaks, and president of the Alliance of
Independent Journalists (AJI); ShintaMaharani, the chair
of AJI’s Yogyakarta branch; Dandhy Dwi Laksono, the
owner of WatchDoc; and Heru Margianto, the manag‐
ing editor of Kompas.com. Interviews were designed
with open‐ended questions that allowed informants to
express their views regarding the rapid rise of social
media buzzers/influencers during Indonesian political

events (2014–2019), current cases of digital violence
against critical media outlets, their individual experi‐
ences with threats, and the correlation between said
cases and buzzers.

Third, further materials were collected by observing
several famous social media platforms, with a particular
focus on two types: the social media platforms of individ‐
uals who are publicly identified as buzzers, and the social
media platforms/websites of anonymous owners and/or
operators. Specific attention was paid to their owner‐
ship of the platforms, legal position, and conversations
on critical news media. In addition, this study observed
the official websites of Tempo, Tirto.id, Liputan6.com,
and Kumparan, all of which had experienced hacking and
information manipulation. Special observation was paid
to the news items published.

Finally, conclusions were drawn based on the col‐
lected materials and analytical concepts. The typologies
of digital intimidation against media actors proposed
by media researchers (e.g., Nadzir, 2020; Posetti, et al.,
2020) have been used to identify examples of media con‐
trol, while the views of political scientists (such as Power,
2018) have been used to place the cases in the context
of Indonesian politics.

4. Findings

This section consists of two features. First, it provides
a short description of Indonesia’s politics and media
system, thereby elucidating the backdrop of this study.
Second, to answer its questions on the forms of media
control and practice of digital violence against journal‐
ists and media organizations in Indonesia, this section
explores the use of digital violence as a means of media
control in the country’s digital politics (2015–2020).
The analysis focuses on three cases: Tempo group
(both the magazine and the website), IndonesiaLeaks,
and WatchDoc.

By May 1998, following the end of Suharto’s author‐
itarian regime, Indonesia had embarked on a mission to
adopt a liberal democratic political system. Ultimately,
however, the country transitioned from strong direct
state control to a more complicated form of political con‐
trol (Tapsell, 2015; Warburton & Aspinall, 2019). Today,
Indonesian control is marked by oligarchic practices and
the rise of digital political contestations between state
and non‐state actors.

In Indonesia’s first ten years of political reorganiza‐
tion (1998–2008), various reforms were implemented in
key sectors—including the previously autocratic media
system. This strengthened freedom of expression and
public participation in the media. Several strategic poli‐
cies were enacted, including laws on press (1999),
broadcasting (2002), and access to information (2008).
Combined, these introduced liberal pluralism in media
ownership, content production, and deliveries.

At the same time, the Indonesian government wel‐
comed democratic media principles through a series
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of pro‐democratic media laws, including Law No. 5
of 1999 on competition, Law No. 40 of 1999 on
the press, and Law No. 32 of 2002 on broadcasting
(Ministry of Communication and Information Technology
of Indonesia [MCIT], 2020a, 2020b). At the time of legisla‐
tion (1998–2002), political authorities shared the vision
that several media policies were necessary to guarantee
media independence. However, when the new authori‐
ties consolidated during the second decade of political
reform, promoting media freedom remained a “big job,”
as it was challenged by the state‐controlled culture that
persevered in the new political climate, the monopolis‐
tic media ownership, and the rapid rise of paid political
cyber‐troops.

On the regulatory side, there were contradictions in
media policy. For instance, the Press Law offers protec‐
tions to journalists, but the Information and Electronic
Transactions Law (Law No. 19 of 2016, also known as
the ITE Law, MCIT, 2020c) contains articles that threaten
journalists with imprisonment, and indeed the law has
been used for direct attacks against media profession‐
als. The ITE law limits online journalistic practices by
threatening journalists with up to six years’ imprison‐
ment or fines of up to one billion IDR ($106,000) for
online defamation. For instance, SAFEnet, a digital rights
defender throughout Southeast Asia, notes that at least
14 charges were levied against media organizations and
journalists between 2008 and 2020 (SAFEnet, 2021).
Further, SAFEnet (2021) finds the revision of the ITE
law, discussed in the Indonesian policymakers between
2020–2021, could also provide the ruling government
with a major tool to control news media and promote
violence against human rights activists.

Indonesia is home to more than 175 million social
media users that spend an average of 4.5 hours per
day connected to internet. These fantastic numbers have
proven attractive to politicians, which is reflected in
the emergence of buzzers. Although buzzers are com‐
monly defined as celebrities with at least 2,000 follow‐
ers, the case in Indonesia is quite different: According
to one Reuters’ article, Indonesia’s buzzers are not only
celebrities, but also “ordinary people” or community
members (Tapsell, 2019). As noted by Tapsell (2019),
both Prabowo and Joko Widodo (Jokowi) clearly had
“social media buzzer” teams running to shape digital
discourse while concurrently countering and producing
hoaxes and “black campaign” material. The Indonesia
Corruption Watch has discovered that, since 2017, the
Jokowi’s administration has spent Rp 90,45 billion to
fund influencers. For instance, as of late 2020, the gov‐
ernment has yet to admit that it paid influencers to
endorse the job creation bill (UU Cipta Kerja). This bill
was criticized for prioritizing business interests at the
expense of facilitating exploitative labor and ecologi‐
cal degradation.

Freedom House (2020a) reported that both Jokowi
and Prabowo hired online campaign strategists to
mobilize paid commenters and automated accounts to

spread political advertising ahead of the 2019 election.
The agency claims that one buzzer operated approxi‐
mately 250 fake social media accounts on platforms such
as Facebook, YouTube, and Twitter, and these and simi‐
lar spam accounts amplified hashtags to benefit specific
presidential candidates and control public interestmedia
and journalism.

Freedom House (2020b) reports that, overall, press
freedom in Indonesia has gradually declined, with the
country’s rank decreasing from 57 in 2002 to 124 in 2018
(from “free” to “partly free”); the country was again
ranked “partly free” in the 2019 survey, which may be
attributed to the rise of partisan websites, disinforma‐
tion, and doxing against media professionals. Similarly,
Reporters Without Borders (2018) ranked Indonesia
119th out of 179 countries, a significant drop from its
2002 peak (57th of 139 countries). As such, even as
internet penetration has increased steadily, Indonesian
media actors and journalists face new forms of control.

The following discussion exposes three popular cases
of media control that have contributed to Indonesia’s
decreased press freedom, thereby showcasing how dig‐
ital communication is used in efforts to control media
and critical information. Investigative journalistic works
are the main targets of harassment. Tempo magazine—
Indonesia’s leading investigative news agency—is the
most targeted media for cyber intimidation, followed by
IndonesiaLeaks and WatchDoc. Recognizing this condi‐
tion, this article’s discussion will begin with a discussion
of the Tempomagazine case.

Three types of digital attacks—hacking, doxing, and
surveillance—have been organized by digital attackers
to control Tempo magazine. Each received public atten‐
tion and invited public protests. Tempo, established
in 1971, had previously been forced to shut down in
1994 amid claims by the Suharto power that the media
threatened national stability. Publication of the maga‐
zine could not be resumed until 1999. Between 2015
and 2020, the magazine faced much online abuses over
its investigative journalism on acting political powers.
For instance, in mid‐2020, the magazine’s homepage—
https://majalah.tempo.co—was hacked and changed
with accusations that it was promulgating fake news
(referring to its previous investigation of the network of
buzzers supporting President Jokowi’s Job Creation Law).
Action was also taken by buzzers in response to
Tempo’s political news allegation that the president
was attempting to establish a political dynasty after
his son Gibran Rakabuming Raka and son‐in‐law Bobby
Nasution contested (and won) mayoral races in Solo
and Medan (Tempo, 2020). On an almost weekly basis,
Tempo has been threatened for its criticism of the
Jokowi’s political administration. The cover of the mag‐
azine’s September 14, 2019, issue attracted public out‐
rage for depicting Jokowi alongside the silhouette of
Pinocchio as part of its weekly investigative report enti‐
tled “Janji Tinggal Janji” (“promises remain promises”;
Tempo, 2020).
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Since 2014 to 2020, the magazine’s webpage
Tempo.co has faced doxing and surveillance. Several
attacks have been found using various hashtags, such
as #TempoAsu. One group—calling itself Zone Injector—
gained control of the homepage and replaced it with the
phrase “we warned you, but you did not respond to our
good intentions”; the Tempo.co website was down for
fiveminutes (Pebrianto, 2020). Similarly, Tirto.id—a lead‐
ing data journalismwebsite—found that its site had been
infiltrated in 2020. The buzzers replaced several news
articles, including those critical of the Jokowi authority’s
handling of Covid‐19 pandemic (Salam, 2020).

At the same time, doxing and surveillance have also
been used against the individuals (sources) who pro‐
vide insight to Tempo and other critical media. Take, for
example, the experiences of anti‐corruption activists Oce
Madril and Rimawan in late 2019, and epidemiologist
Pandu Riono. Rahayu et al. (2019) describe this as indica‐
tive of a pattern to silence public criticism. Ravio Patra, an
independent researcherwhohadpreviously been a vocal
critic of the Jokowi’s young staff, was suddenly impris‐
oned and reportedly charged with spreading offensive
messages on hisWhatsApp account. His phone had been
hacked, and the messages posted by the hackers (Nadzir,
2020). This action can be seen as a tactic to control pub‐
lic information and reduce quality of journalism provided
by Tempo (Couper & Andriyanto, 2021).

The second popular case of media control is a
digital violence to IndonesiaLeaks, a joint collabora‐
tive digital platform for investigative journalism. As a
tactic to counter the coalition’s investigative report‐
ing, its chairman Abdul Manan (the president of the
Alliance of Independent Journalist) was reported to
the Jakarta Police on October 23, 2018, for a crimi‐
nal case and to the South Jakarta District Court for a
civil lawsuit on October 24, 2018. These reports were
filed after the IndonesiaLeaks published an investiga‐
tive news piece in December 2017. Called The Red Book
Scandal, this report exposed evidence showing that sig‐
nificant amounts of money had been transferred from
Indonesia’s Corruption Eradication Commission investi‐
gators (former senior members of the Police Corps)
to elite police officers (Global Investigative Journalism
Network, 2018). The story also claimed that bribemoney
had flowed to General Tito Karnavian, the National Chief
of Police.

Following IndonesiaLeaks, five of IndonesiaLeaks’
nine media partners—Tempo, Kantor Berita Radio 68H
(KBR), Suara.com, Independen.id, and Jaring.id—faced
online bullies after they published the story across
several platforms. The report as well as the media
was quickly targeted by social media buzzers question‐
ing the report, with hashtags #IndonesiaLeakshoax and
#petisihoax. KBR’s website was hit by a denial‐of‐service
attack, leaving it inaccessible for a few hours.

The digital threats are used to control not only
conventional media outlets, but also online‐only and
small‐scale critical media houses, and even freelance

journalists‐cum‐activists. For instance, digital risks
to WatchDoc, an independent and Jakarta based‐
production house. One of the most controversial cases
was the surveillance, doxing, and organized police report‐
ing of the WatchDoc founder Dandhy Dwi Laksono
for his series of critical journalistic works. Laksono is
the producer of Sexy Killers (2019), a critical docu‐
mentary that explores the links between energy com‐
panies and Indonesia’s top politicians. During its pro‐
duction and public screenings, the WatchDoc platform
and its journalists‐cum‐activists faced several inter‐
net trolls of their online posts and physical activities
(Prabowo, 2019).

For instance, in the interest to counter his criticism,
Laksono was charged with spreading hate speech by
the Jakarta police on September 26, 2019, after posting
about conflicts in two biggest cites of Papua province—
Jayapura and Wamena—on his Twitter account (Dipa,
2019). Laksonowas accused of violating Article 28 and 45
of the Electronic Information and Transactions Law and
spreading information to fire hatred based on race (Dipa,
2019). On 23 September 2019, he had written about the
Papua conflicts including a photo of students who had
allegedly been shot during the incident. Laksono’s arrest
came three weeks after human rights activist Veronica
Koman was named a suspect by police after she posted
on Twitter account in support of the protesting Papuans,
prompting rights groups to condemn the police action
(Lamb, 2019).

5. Discussion

Media control, it can be seen, is exercised in the digi‐
tal politics of Indonesia. Between 2015 and 2020, dox‐
ing, threats, and surveillance of critical media have all
been commonly used for control. In the Suharto’s author‐
itarian era (1960s–1990s), media control had been prac‐
ticed through direct phone calls to media newsrooms
and blackmail, as experienced by Kompas daily in 1965
and 1978, Tempomagazine in 1982 and 1994, and Editor
magazine and Detik tabloid in 1994. Significant changes
are thus occurring in media control after 1998, not only
in the technology, packaging, or tactics used, but also
in the actors involved. However, the motivation remains
similar: tomanage the credibility of the ruling authorities
(Ruffini, 2018).

From the above data, we can say that Tempo mag‐
azine, IndonesiaLeaks, and WatchDoc offer examples of
howmedia operating in Indonesia have been attacked by
digital violence, thereby resulting in control of their news
services. Unlike in 1982 and 1994, when the perpetrators
of raids were clearly identified, in the digital era hackers’
identities are not known. Indeed, in several recent cases,
attacks have targeted not onlymedia institutions but also
groups of journalists (Parikesit, 2020).

This study finds that control of media in the dig‐
ital politics is not centralized amongst state adminis‐
trators. Control is exerted primarily by non‐state and
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social media‐based buzzers—those whose online iden‐
tity is established by their manipulation of information
on various digital and social media platforms to counter
critical news regarding incumbent and oppositional polit‐
ical leaders. They are also considered as paid influencers,
which are formally or informally recruited by key politi‐
cal leaders as well as the ruling political administration
(Wahidin & Ridwan, 2020). In the 2014 and 2019 presi‐
dential elections, Jokowi and his rival Prabowo Subianto
both used social media buzzers or cyber‐troops to pro‐
mote their political campaigns and led many controver‐
sial attacks against media and journalists.

At the macro level, the increased control of media
and public critics marked the authoritarian turn of
Jokowi’s politics (Power, 2018). The author sees that
Jokowi’s political power has taken the authoritarian turn
ahead of the 2019 elections through manipulation of
powerful law enforcement and security institutions for
narrow, partisan purposes, and his political cyber‐troop’s
concerted efforts to block critics of oppositional lead‐
ers and human right activists. This leads to the increas‐
ingly disempowerment of political opposition through
a practice of digital repression that undermines free‐
dom of online political communication and reduces polit‐
ical culpability.

Nadzir (2020) has noticed that, historically, digi‐
tal platforms have always been integral to President
Jokowi’s political campaigns, at least since his run in the
Jakarta gubernatorial election (2012). He believed that
online platformswere crucial political tools. In this sense,
his regime’s recruitment of social media influencers is
not surprising. Nadzir (2020) further finds that, by con‐
tinuing to fund the campaign afterwinning the 2019 elec‐
tion, the Jokowi’s government risks transferring the dig‐
ital attacks to media professionals and media organiza‐
tion into day‐to‐day politics.

Parikesit (2020) notes that these attacks are intended
to interfere with the media’s work and potentially dam‐
agemedia actors’ relationship with their sources or inter‐
viewees. It is broadly clear that such action could poten‐
tially interfere with freedom of expression, especially
within the context of digital rights—i.e., (1) the right to
access, (2) the right to expression, and (3) the right to
feel safe.

To counter digital attacks, media houses, journalist
associations, and the Press Council of Indonesia have
organized various actions, including proactively expos‐
ing these attacks, filing official reports with police, and
exposing attackers, thereby protecting their sources
from further online victimization. AJI has regularly mon‐
itored the practice of doxing against journalists, and
noticed that such actions usually result in persecution.
To stop the trend, AJI and other non‐profit press free‐
dom agencies joined the Anti‐Persecution Coalition in
2017 (Putra et al., 2018). The coalition has formed a cri‐
sis center to protect as well as provide legal assistance
to victims of persecution and harassment. Meanwhile,
responding to a series of digital attacks to control their

public service, Tempo has stood by its journalistic prin‐
ciples and avoided criticism based on hatred or politi‐
cal motives. Furthermore, several media agencies have
continued to respect the right of reply and covered both
sides of stories.

6. Conclusion

This article has identified several forms of media con‐
trol using Indonesia’s digital platforms, including dox‐
ing, online trolling, surveillance, and information manip‐
ulation. It confirms that control of media in the digital
era differs significantly from control in the analog era.
Actions are organized by non‐state actors, individu‐
als, or—commonly—by social media buzzers closely
involved with autocratic political leaders. This has sig‐
naled an authoritarian turn in Jokowi’s politics, yet, it
was not severe enough to mark the regime as transition‐
ing democracy.

Throughdesk reviews and interviewswithmedia exec‐
utives and journalists, it was found that both media orga‐
nizations and their informants are threatened by “digi‐
tal disturbances.” It further indicates that, even though
journalism has become increasingly digital, Indonesia has
become no safer for those expressing critical opinions.
Journalists and media actors can reach their audiences
more quickly, but threats—both new and old—await
them: doxing, police reports, and surveillance. Through
digital attacks, media outlets risk retaliation from non‐
state groups—particularly buzzers motivated to foster
media distrust and escalate political instability.

The findings of this article contribute to the academic
debate on the forms of media control exercised in digital‐
ized political culture, mainly in Indonesia. However, this
article has only addressed three case studies of media
control, excluding other news media and journalistic
workswithin the context of Indonesia’s digital journalism.
More importantly, this article has concentrated specif‐
ically on Indonesia, and thus extended investigation of
media control in other transitional democratic countries
is needed to compare the forms of media control used in
digital politics. Given recent tendencies for media liberal‐
ization and the rise of digital/social media use, it remains
challenging to study the media freedom and media con‐
trol practiced by state authorities against non‐state and
digital‐based actors in post‐repressive societies.

Overall, this study showed how the digital threats
control journalists’ activism and critical news media.
To agree with Nadzir (2020), whether through doxing,
trolling, deactivating personal accounts, or removing
articles from news sites, online attacks threaten media
autonomy and critical voices in society. When critical
voices are bullied into silence, raising public criticism
involves considerable risk.

Conflict of Interests

The author declares no conflict of interests.

Media and Communication, 2021, Volume 9, Issue 4, Pages 52–61 58

https://www.cogitatiopress.com


References

Anderson, C. W., Bell, E., & Shirky, C. (2012). Post‐
industrial journalism: Adapting to the present—
A report. Columbia Journalism School.

Arianto, B. (2020). Salah kaprah ihwal buzzer: Analisis
percakapan warganet di media sosial [An analysis of
citizen conversation in social media]. Jurnal Ilmiah
Ilmu Pemerintahan, 5(1), 1–20. https://doi.org/
10.14710/jiip.v5i1.7287

Atal, M. (2017). Competing forms of media capture in
developing democracies. In A. Schiffrin (Eds.), In the
service of power: Media capture and the threat to
democracy (pp. 19–31). CIMA.

Bicer, C. (2020). The power and politics in organizations.
In U. Ucan (Eds.), Discussions between economic
agents‐socio economic studies (pp. 221–245). Iksad
Publications.

Bradshaw, S., & Howard, P. (2019). The global disinforma‐
tion order: 2019 global inventory of organized social
media manipulation. Oxford Internet Institute.

Committee for Protect Journalist. (2021). 1398 journal‐
ists killed between 1992 and 2021. https://cpj.org/
data/killed/?status=Killed&motiveConfirmed

Cottle, S. (2017). Journalist killings and the responsibil‐
ity to report. In U. Carlsson & R. Pöyhtäri (Eds.), The
assault on journalism: Building knowledge to protect
freedom of expression (pp. 21–33). Nordicom.

Couper, E., & Andriyanto, H. (2021, January 17). How
Tempo outrages Jokowi supporters. Jakarta Globe.
https://jakartaglobe.id/news/how‐tempo‐outrages‐
jokowi‐supporters

Creswell, J. (2014). Research design: Qualitative, quan‐
titative and mixed methods approaches (4th ed.).
SAGE.

Dipa, A. (2019, September 27). Filmmaker Dandhy
Laksono named ‘hate speech’ suspect for tweet‐
ing about clashes in Papua. Jakarta Post. https://
www.thejakartapost.com/news/2019/09/27/
filmmaker‐dandhy‐laksono‐named‐hate‐speech‐
suspect‐for‐tweeting‐about‐clashes‐in‐papua.html

Douglas, D. (2016). Doxing: A conceptual analysis. Ethics
and Information Technology, 2016(18), 199–210.
https://doi.org/10.1007/s10676‐016‐9406‐0

Felicia & Loisa, R. (2019). Actor network and cohort
cultures in the business of political buzzer. In A. P.
Irawan (Ed.), Proceedings of the Tarumanagara Inter‐
national Conference on the applications of social sci‐
ences and humanities (TICASH 2019) (pp. 309–315).
Atlantis Press.

Freedom House. (2020a). Freedom on the net 2020:
Indonesia. https://freedomhouse.org/country/
indonesia/freedom‐net/2020

Freedom House. (2020b). Freedom in the world 2020:
Indonesia. https://freedomhouse.org/country/
indonesia/freedom‐world/2020

Global Investigative Journalism Network. (2018). Indone‐
siaLeaks: Officials attack first investigative report

from whistleblower platform. https://gijn.org/2018/
10/25/indonesialeaks‐officials‐attack‐first‐
investigative‐report‐from‐whistleblower‐platform

Henrichsen, J., Betz, M., & Lisosky, J. (2015). Building dig‐
ital safety for journalism: A survey of selected issues.
UNESCO.

Hermida, A. (2011). Mechanisms of participation: How
audience options shape the conversation. In J. Singer,
D. Domingo, A. Heinonen, A. Hermida, S. Paulussen,
T. Quandt, Z. Reich, & M. Vujnovic (Eds.). Participa‐
tory journalism: Guarding open gates at online news‐
papers (pp. 13–33). Wiley.

Irawanto, B. (2019). Making it personal: The campaign
battle on social media in Indonesia’s 2019 Presiden‐
tial election. ISEAS Yusof Ishak Institute, 2019(28),
1–11. https://www.iseas.edu.sg/images/pdf/ISEAS_
Perspective_2019_28.pdf?

Jati, W. (2017). Aktivisme kelas menengah berbasis
media sosial: Munculnya relawan dalam Pemilu 2014
[Middle class activism in social media: The emer‐
gence of volunteerism in the 2014‐presidential elec‐
tion]. Jurnal Ilmu Sosial Dan Ilmu Politik, 20(2),
147–162. https://doi.org/10.22146/jsp.24795

Jenkins, H., Ford, S., & Green, J. (2012). Spreadable
media: Creating value and meaning in a networked
culture. NYU Press.

Jingrong, T. (2010). The crisis of the centralized media
control theory: How local power controls media in
China. Media, Culture and Society, 32(6), 925–942.
https://doi.org/10.1177/0163443710379665

Johansson, A. (2016). Social media and politics in Indone‐
sia. Stockholm School of Economics Asia.

Kangei, L., Nyabul, P., & Muhenda, J. (2018). Haber‐
masian deliberative democracy nuance: An enquiry.
International Journal of Advanced Scientific Research,
3(5), 45–53.

Lamb, K. (2019, September 5). Outcry as Indonesia seeks
to arrest renowned West Papua rights lawyer. The
Guardian. https://www.theguardian.com/world/
2019/sep/05/outcry‐as‐indonesia‐seeks‐to‐arrest‐
renowned‐west‐papua‐rights‐lawyer

Lim, M. (2017). Freedom to hate: Social media, algo‐
rithmic enclaves, and the rise of tribal nationalism
in Indonesia. Critical Asian Studies, 49(3), 411–427.
https://doi.org/10.1080/14672715.2017.1341188

Lim, M. (2018). Disciplining dissent: Freedom, con‐
trol, and digital activism in Southeast Asia. In R.
Padawangi (Eds.), Routledge handbook of urbaniza‐
tion in Southeast Asia (pp. 478–494). Routledge

McQuail, D. (2010).Mass communication theory. SAGE.
Ministry of Communication and Information Technol‐

ogy of Indonesia. (2020a). Undang‐undang Republik
Indonesia nomor 40 tahun 1999 tentang pers [Law
No. 40 of 1999 on the Press].

Ministry of Communication and Information Technol‐
ogy of Indonesia. (2020b). Undang‐undang Republik
Indonesia nomor 32 tahun 2002 tentang penyiaran
[Broadcast Law No. 32/2002].

Media and Communication, 2021, Volume 9, Issue 4, Pages 52–61 59

https://www.cogitatiopress.com
https://doi.org/10.14710/jiip.v5i1.7287
https://doi.org/10.14710/jiip.v5i1.7287
https://cpj.org/data/killed/?status=Killed&motiveConfirmed
https://cpj.org/data/killed/?status=Killed&motiveConfirmed
https://jakartaglobe.id/news/how-tempo-outrages-jokowi-supporters
https://jakartaglobe.id/news/how-tempo-outrages-jokowi-supporters
https://www.thejakartapost.com/news/2019/09/27/filmmaker-dandhy-laksono-named-hate-speech-suspect-for-tweeting-about-clashes-in-papua.html
https://www.thejakartapost.com/news/2019/09/27/filmmaker-dandhy-laksono-named-hate-speech-suspect-for-tweeting-about-clashes-in-papua.html
https://www.thejakartapost.com/news/2019/09/27/filmmaker-dandhy-laksono-named-hate-speech-suspect-for-tweeting-about-clashes-in-papua.html
https://www.thejakartapost.com/news/2019/09/27/filmmaker-dandhy-laksono-named-hate-speech-suspect-for-tweeting-about-clashes-in-papua.html
https://doi.org/10.1007/s10676-016-9406-0
https://freedomhouse.org/country/indonesia/freedom-net/2020
https://freedomhouse.org/country/indonesia/freedom-net/2020
https://freedomhouse.org/country/indonesia/freedom-world/2020
https://freedomhouse.org/country/indonesia/freedom-world/2020
https://gijn.org/2018/10/25/indonesialeaks-officials-attack-first-investigative-report-from-whistleblower-platform
https://gijn.org/2018/10/25/indonesialeaks-officials-attack-first-investigative-report-from-whistleblower-platform
https://gijn.org/2018/10/25/indonesialeaks-officials-attack-first-investigative-report-from-whistleblower-platform
https://www.iseas.edu.sg/images/pdf/ISEAS_Perspective_2019_28.pdf?
https://www.iseas.edu.sg/images/pdf/ISEAS_Perspective_2019_28.pdf?
https://doi.org/10.22146/jsp. 24795
https://doi.org/10.1177/0163443710379665
https://www.theguardian.com/world/2019/sep/05/outcry-as-indonesia-seeks-to-arrest-renowned-west-papua-rights-lawyer
https://www.theguardian.com/world/2019/sep/05/outcry-as-indonesia-seeks-to-arrest-renowned-west-papua-rights-lawyer
https://www.theguardian.com/world/2019/sep/05/outcry-as-indonesia-seeks-to-arrest-renowned-west-papua-rights-lawyer
https://doi.org/10.1080/14672715.2017.1341188


Ministry of Communication and Information Technol‐
ogy of Indonesia. (2020c). Undang‐undang Republik
Indonesia nomor 19 tahun 2016 tentang informasi
dan transaksi elektronik [Information and Electronic
Transaction Law No. 19/2016].

Muchtar, N., &Masduki. (2016). Theworlds of journalism
study: Indonesia. Worlds of Journalism Study.

Nadzir, I. (2020).Hackers, doxers and influencers: The lim‐
its of political participation on social media. Indone‐
sia at Melbourne. https://indonesiaatmelbourne.
unimelb.edu.au/hackers‐doxers‐and‐influencers‐
the‐limits‐of‐political‐participation‐on‐social‐media

Parikesit, B. (2020). The impact of surveillance on journal‐
ist activism. Forum Ilmu Sosial, 47(2), 55–63. https://
doi.org/10.15294/fis.v47i2.27057

Paterson, T. (2019). Indonesian cyberspace expansion:
A double‐edged sword. Journal of Cyber Policy,
4(2), 216–234. https://doi.org/10.1080/23738871.
2019.1627476

Pebrianto, F. (2020, August 21). Begini kronologi pere‐
tasan situs Tempo.co [The chronology of hacking
to Tempo.co]. Tempo. https://nasional.tempo.co/
read/1377884/begini‐kronologi‐peretasan‐situs‐
tempo‐co

Poell, T., & van Dijck, J. (2014). Social media and journal‐
istic independence. In J. Bennett & N. Strange (Eds.),
Media independence:Working with freedom or work‐
ing for free? (pp. 182–201). Routledge.

Posetti, J. (2018). Combatting online abuse: When jour‐
nalists and their sources are targeted. In J. Posetti &
C. Ireton (Eds.), Journalism, fake news and disinfor‐
mation (pp. 109–119). UNESCO.

Posetti, J., Aboulez, N., Bontcheva, K., Harrison, J., &
Waisbord, S. (2020). Online violence against women
journalists. UNESCO.

Power, T. (2018). Jokowi’s authoritarian turn and Indone‐
sia’s democratic decline. Bulletin of Indonesian
Economic Studies, 54(3), 307–338. https://doi.org/
10.1080/00074918.2018.1549918

Prabowo, H. (2019, April 15). Duduk perkara penghen‐
tian paksa nobar Sexy Killers di Indramayu [The
chronology of forced stop to watch Sexy Killers
movie in Indramayu]. Tirto.id. https://tirto.id/duduk‐
perkara‐penghentian‐paksa‐nobar‐sexy‐killers‐di‐
indramayu‐dmaR

Putra, J., Manan, A., Madrin, S., & Murti, H. (2018). Dox‐
ing, persecution, and violence threatening journalists
in Indonesia. In M. Hellema, C. Yi‐Lan, & O. Motiwala
(Eds.), Freedom of expression under threat: Perspec‐
tive from media and human right defenders in Asia
(pp. 17–22). FORUM ASIA.

Rahayu, K., Yogatama, B., & Patricia, S. (2019, September
24). Yang vokal yang diretas (1) [The hacked vocals].
Kompas. https://kompas.id/baca/utama/2019/09/
24/yang‐vokal‐yang‐diretas‐1

Regan, P. (2012). Regulating surveillance technologies.
Routledge.

Reporters Without Borders. (2018). Online harassment

of journalists. https://rsf.org/en/news/rsf‐publishes‐
report‐online‐harassment‐journalists

Ruffini, P. (Ed.). (2018). Underneath the autocrats: South‐
east Asia media freedom report 2018—A report into
impunity, journalist safety and working conditions.
International Federation of Journalists.

Rumata, V., & Sastrosubroto, A. S. (2018). Net‐attack
2.0: Digital post‐truth and its regulatory challenges
in Indonesia. In R. Panuju (Ed.), Proceedings of the
International Conference of Communication Science
Research (ICCSR 2018) (pp. 116–120). Atlantis Press.

SAFEnet. (2021). Peluncuran laporan situasi hak‐hak
digital di Indonesia tahun 2020: Represi digital di
tengah pandemi [Reports on human right situation in
Indonesia 2020: Digital repression during pandemic].
https://id.safenet.or.id/2021/04/peluncuran‐
laporan‐situasi‐hak‐hak‐digital‐di‐indonesia‐tahun‐
2020‐represi‐digital‐di‐tengah‐pandemi/

Salam, F. (2020, August 24). Kronologi peretasan berita
Tirto.id, dua artikel soal ‘Obat Corona’ [The chronol‐
ogy of hacking to Tirto.id news: Two articles about
Coronamedicine]. Tirto.id. https://tirto.id/kronologi‐
peretasan‐berita‐tirtoid‐dua‐artikel‐soal‐obat‐
corona‐fZ2d

Saraswati, M. (2018). Social media and the political cam‐
paign industry in Indonesia. Jurnal Komunikasi Ikatan
Sarjana Komunikasi Indonesia, 3(1), 51–65.

Smith, D. (2017, January 23). Sean Spicer defends inaugu‐
ration claim: ‘Sometimes we can disagree with facts.’
The Guardian. https://www.theguardian.com/us‐
news/2017/jan/23/sean‐spicer‐white‐house‐press‐
briefing‐inauguration‐alternative‐facts

Sugiono, S. (2020). Fenomena industri buzzer di Indone‐
sia: Sebuah kajian ekonomi politik media [The indus‐
try of buzzers in Indonesia: A political‐economic anal‐
ysis]. Communicatus: Jurnal Ilmu Komunikasi, 4(1),
47–66. https://doi.org/10.15575/cjik.v4i1.7250

Tapsell, R. (2015). Indonesia’s media oligarch and the
‘Jokowi phenomenon.’ Indonesia, 99, 29–50. https://
www.jstor.org/stable/10.5728/indonesia.99.0029

Tapsell, R. (2019, March 22). The polarization para‐
dox in Indonesia’s 2019 elections. New Mandala.
https://www.newmandala.org/the‐polarisation‐
paradox‐in‐indonesias‐2019‐elections

Tempo. (2020, December 10). The danger of polit‐
ical dynasties. Tempo. https://en.tempo.co/read/
1413413/the‐danger‐of‐political‐dynasties

Wagstaff, J. (2014, March 28). Journalists, media
under attack from hackers: Google researchers.
Reuters. https://www.reuters.com/article/us‐media‐
cybercrime‐idUSBREA2R0EU20140328

Wahidin, K., & Ridwan, A. (2020, August 23). Kampa‐
nye Buzzer Ciptaker adalah blunder yang ironis
[The buzzer campaign is an ironic blunder]. Alinea.
https://www.alinea.id/politik/blunder‐kampanye‐
buzzer‐omnibus‐law‐ciptaker‐b1ZSc9w8O

Walulya, G., & Nassanga, G. (2020). Democracy at stake:
Self‐censorship as a self‐defence strategy for journal‐

Media and Communication, 2021, Volume 9, Issue 4, Pages 52–61 60

https://www.cogitatiopress.com
https://indonesiaatmelbourne.unimelb.edu.au/hackers-doxers-and-influencers-the-limits-of-political-participation-on-social-media
https://indonesiaatmelbourne.unimelb.edu.au/hackers-doxers-and-influencers-the-limits-of-political-participation-on-social-media
https://indonesiaatmelbourne.unimelb.edu.au/hackers-doxers-and-influencers-the-limits-of-political-participation-on-social-media
https://doi.org/10.15294/fis.v47i2.27057
https://doi.org/10.15294/fis.v47i2.27057
https://doi.org/10.1080/23738871.2019.1627476
https://doi.org/10.1080/23738871.2019.1627476
https://nasional.tempo.co/read/1377884/begini-kronologi-peretasan-situs-tempo-co
https://nasional.tempo.co/read/1377884/begini-kronologi-peretasan-situs-tempo-co
https://nasional.tempo.co/read/1377884/begini-kronologi-peretasan-situs-tempo-co
https://doi.org/10.1080/00074918.2018.1549918
https://doi.org/10.1080/00074918.2018.1549918
https://tirto.id/duduk-perkara-penghentian-paksa-nobar-sexy-killers-di-indramayu-dmaR
https://tirto.id/duduk-perkara-penghentian-paksa-nobar-sexy-killers-di-indramayu-dmaR
https://tirto.id/duduk-perkara-penghentian-paksa-nobar-sexy-killers-di-indramayu-dmaR
https://kompas.id/baca/utama/2019/09/24/yang-vokal-yang-diretas-1
https://kompas.id/baca/utama/2019/09/24/yang-vokal-yang-diretas-1
https://rsf.org/en/news/rsf-publishes-report-online-harassment-journalists
https://rsf.org/en/news/rsf-publishes-report-online-harassment-journalists
https://id.safenet.or.id/2021/04/peluncuran-laporan-situasi-hak-hak-digital-di-indonesia-tahun-2020-represi-digital-di-tengah-pandemi/
https://id.safenet.or.id/2021/04/peluncuran-laporan-situasi-hak-hak-digital-di-indonesia-tahun-2020-represi-digital-di-tengah-pandemi/
https://id.safenet.or.id/2021/04/peluncuran-laporan-situasi-hak-hak-digital-di-indonesia-tahun-2020-represi-digital-di-tengah-pandemi/
https://tirto.id/kronologi-peretasan-berita-tirtoid-dua-artikel-soal-obat-corona-fZ2d
https://tirto.id/kronologi-peretasan-berita-tirtoid-dua-artikel-soal-obat-corona-fZ2d
https://tirto.id/kronologi-peretasan-berita-tirtoid-dua-artikel-soal-obat-corona-fZ2d
https://www.theguardian.com/us-news/2017/jan/23/sean-spicer-white-house-press-briefing-inauguration-alternative-facts
https://www.theguardian.com/us-news/2017/jan/23/sean-spicer-white-house-press-briefing-inauguration-alternative-facts
https://www.theguardian.com/us-news/2017/jan/23/sean-spicer-white-house-press-briefing-inauguration-alternative-facts
https://doi.org/10.15575/cjik.v4i1.7250
https://www.jstor.org/stable/10.5728/indonesia.99.0029
https://www.jstor.org/stable/10.5728/indonesia.99.0029
https://www.newmandala.org/the-polarisation-paradox-in-indonesias-2019-elections
https://www.newmandala.org/the-polarisation-paradox-in-indonesias-2019-elections
https://en.tempo.co/read/1413413/the-danger-of-political-dynasties
https://en.tempo.co/read/1413413/the-danger-of-political-dynasties
https://www.reuters.com/article/us-media-cybercrime-idUSBREA2R0EU20140328
https://www.reuters.com/article/us-media-cybercrime-idUSBREA2R0EU20140328
https://www.alinea.id/politik/blunder-kampanye-buzzer-omnibus-law-ciptaker-b1ZSc9w8O
https://www.alinea.id/politik/blunder-kampanye-buzzer-omnibus-law-ciptaker-b1ZSc9w8O


ists. Media and Communication, 8(1), 5–14. https://
doi.org/10.17645/mac.v8i1.2512

Warburton, E., & Aspinall, E. (2019). Explaining Indone‐
sia’s democratic regression: Structure, agency and

popular opinion. Contemporary Southeast Asia,
41(2), 255–285. https://doi.org/10.1355/cs41‐2k

Yin, R. (2014). Case study research: Design and methods
(5th ed.). SAGE.

About the Author

Masduki is an associate professor at the Department of Communication, Universitas Islam Indonesia,
Yogyakarta, Indonesia. He earned his PhD at the Institute of Communication Studies and Media
Research (IfKW), University ofMunich, Germany (2019). He has published several books on the Indone‐
sian broadcasting system and journalism. His articles have appeared in such scholarly journals as
GAZETTE, Journalism Studies, Journal of Digital Media and Policy and Media Asia. Masduki has a
particular interest in media policy, comparative media systems, broadcasting ethics, media activism,
and journalism.

Media and Communication, 2021, Volume 9, Issue 4, Pages 52–61 61

https://www.cogitatiopress.com
https://doi.org/10.17645/mac.v8i1.2512
https://doi.org/10.17645/mac.v8i1.2512
https://doi.org/10.1355/cs41-2k


Media and Communication (ISSN: 2183–2439)
2021, Volume 9, Issue 4, Pages 62–72

https://doi.org/10.17645/mac.v9i4.4233

Article

Media Control and Citizen‐Critical Publics in Russia: Are Some “Pigs” More
Equal Than Others?
Rashid Gabdulhakov

Centre for Media and Journalism Studies, University of Groningen, The Netherlands; E‐Mail: r.f.gabdulhakov@rug.nl

Submitted: 28 February 2021 | Accepted: 13 August 2021 | Published: 21 October 2021

Abstract
Amid the intensification of state control over the digital domain in Russia, what types of online activism are tolerated or
even endorsed by the government and why? While entities such as the Anti‐Corruption Foundation exposing the state
are silenced through various tactics such as content blocking and removal, labelling the foundation a “foreign agent,” and
deeming it “extremist,” other formations of citizens using digital media to expose “offences” performed by fellow citizens
are operating freely. This article focuses on a vigilante group targeting “unscrupulous” merchants (often ethnic minorities
and labour migrants) for the alleged sale of expired produce—the Hrushi Protiv. Supported by the government, Hrushi
Protiv participants survey grocery chain stores and open‐air markets for expired produce, a practice that often escalates
into violence,while the process is filmed and edited to be uploaded to YouTube. These videos constitute uniquemedia prod‐
ucts that entertain the audience, ensuring the longevity of punitive measures via public exposure and shaming. Relying on
Litvinenko and Toepfl’s (2019) application of Toepfl’s (2020) “leadership‐critical,” “policy‐critical,” and “uncritical” publics
theory in the context of Russia, this article proposes a new category to describe state‐approved digital vigilantes—citizen‐
critical publics. A collaboration with such publics allows the state to demonstrate a façade of civil society activism amid its
silencing; while state‐approved participants gain financial rewards and fame. Through Foucauldian discourse analysis, the
article reveals that vulnerable groups such as labour migrants and ethnic minorities could fall victim to the side effects of
this collaboration.
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1. Introduction

Since 2010, in grocery store chains and open‐air food
markets across Russia, one can witness people wearing
full‐body pig costumes surveilling shelves and counters
for expired products. Such raids tend to escalate into
verbal confrontations and physical violence between
merchants and amateur inspectors who film everything
and share edited videos on YouTube and other social
media platforms, making them available to wide audi‐
ences. Beneath the pig outfits are former commissars

of the pro‐government youth movement Nashi (Ours)
and other concerned citizens. Established in 2005, as
a continuation of another pro‐government organisa‐
tion, Idushchiye Vmestye (Walking Together), Nashi, also
known as Putin’s Youth, was endorsed and sponsored
by the state while actively supporting Vladimir Putin
(see Hemment, 2012; Khalymonchik, 2016). Amid the
decentralisation of Nashi and its consequent dissolution,
several youth‐led thematic activist formations emerged.
One of the most prominent and still active projects
among such groups is Hrushi Protiv. As per the group
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itself, the title translates to “piggy against,” although
the literal translation is “piggies against.” Transliteration
from Cyrillic (Хрюши Против) into English can vary
between hrushi protiv, khrushi protiv, khryushi protiv,
and khriushi protiv; the name Hrushi Protiv will be used
throughout this article based on the group’s own use
across its social media accounts.

In the case of Hrushi Protiv, retaliation turns into a
form of entertainment, while participants acquire pow‐
ers that turn them into grocery store reputation assas‐
sins. To conceptualise this form of citizen‐led, digitally
mediated justice provision, the article relies on the
notion of digital vigilantism. Digital vigilantism can be
defined as “direct online actions of targeted surveillance,
dissuasion or punishment which tend to rely on public
denunciation or an excess of unsolicited attention, and
are carried out in the name of justice, order or safety”
(Loveluck, 2019, p. 213). In digital vigilantism, visibility is
the means and the ends of retaliation, as the very exis‐
tence of publicity can have damaging effects when the
names and locations of concerned businesses and the
personal information of merchants are exposed to wide
audiences. In this regard, being an entity with a unique
online presence, Hrushi Protiv is not simply a case of
conventional offline vigilantism being transferred to the
online milieu; rather, it constitutes its own category of
digitally mediated citizen‐led justice—digital vigilantism.

Like Nashi, Hrushi Protiv is financially supported by
the government and endorsed by Russia’s top political
leadership. On several occasions, Hrushi Protiv members
have personally met with Vladimir Putin and former‐
president Dmitriy Medvedev, taking “selfies” and dis‐
cussing social problems. Beyond verbal endorsements,
the group has benefited from receiving asmuch as 21mil‐
lion rubles (around 340,000 USD as per December 2019
conversion rates) in state grants (Public Verdict, n.d.).
This intricate relationship of vigilantes and state lead‐
ership is especially intriguing given the wave of mea‐
sures adopted by the government to regulate the digi‐
tal domain (see, for instance, Lokot, 2020; Ognyanova,
2019; Vendil Pallin, 2016; Wijermars & Lehtisaari, 2021).
Nevertheless, the liaison that the state has established
with its loyal digitally savvy youth cannot be described
one‐dimensionally (Favarel‐Garrigues & Shukan, 2019)
and has been shown to be in flux. Some of the similar
groups that emerged out of Nashi, such as the StopXam
(Stop aDouchebag)movement, which counters bad park‐
ing, for instance, have had periods of both praise and
condemnation by traditional media. Initially endorsed by
the state in the same manner as Hrushi Protiv, StopXam
may have crossed some boundaries of state trust when
they started targeting important individuals. In 2016,
for instance, the group publicly shamed and physically
fought Russia’s Olympic champion, consequently receiv‐
ing a liquidation order issued by the Ministry of Justice
(Gabdulhakov, 2019a).

This article addresses a complex relationship
between digital vigilantes and the ruling elites amid

the process of tightening state control applied on the
digital domain, and in doing so, unveils various power
hierarchies and webs of interests in state‐citizen and
citizen‐to‐citizen justice provision. Thus, the following
main research questions are raised: Amid the ongoing
crackdown on online self‐expression in Russia, what
types of citizen‐initiated forms of online activism are
tolerated and even endorsed by the government, and
why? In addition, the article relies on three supporting
questions: What are the motivations for participation
in digital vigilantism? What are the impacts of digital
vigilantism on those targeted? What role do platform
affordances and regulation play in digital vigilantism?

The article first offers an overview of the scholarly
discussion surrounding digital vigilantism and media sys‐
tems in autocratic contexts generally and in Russia specif‐
ically. It proceeds with a description of its methodol‐
ogy and a presentation of the results following the
application of Foucauldian discourse analysis on Hrushi
Protiv’s 20 most popular YouTube episodes. This is fol‐
lowed by a discussion of findings in reaction to the
stated research questions. In conclusion, the article
addresses theoretical implications and makes sugges‐
tions for future research.

2. Digital Vigilantism and Media Control in Russia

Connective actions, in which digital media serve as
“organizing agents” for sharing “internalized or person‐
alized ideas” (Bennett & Segerberg, 2012, pp. 752–753),
have become a global phenomenon, at times capable
of instigating social change through such movements
as #MeToo (Mendes et al., 2018) or #BlackLivesMatter
(Carney, 2016). Yet exposure and public shaming on
social media can be characterised by different power
dynamics, rendering respective layers of immunity and
layers of vulnerability to targets, while participation
can be both empowering and harmful (Gabdulhakov,
2019b, 2020).

Citizen‐led justice manifested online can imply resis‐
tance against injustice and oppression as well as retali‐
ation against the already vulnerable groups and individ‐
uals, such as minorities and migrants (Bjørgo & Mareš,
2019). Furthermore, vigilantes might use a façade cause
to justify their actionswhile pursuing ulteriormotives, be
they political, ideological, financial, or other aspirations.
Sometimes the motives are presented in bizarre com‐
binations, such as the Serbian far‐right nationalist vigi‐
lante group Levijatan (Leviathan),which claims to protect
animal rights while engaging in “violent actions against
Roma, LGBT and other ‘enemies of Serbs’ ” (Colborne,
2020). Social justice and mob laws raise a number of
questions related to legality, morality, effectiveness, and
proportionality of citizen‐to‐citizen retaliation, especially
when it comes to situations where, for whatever reason,
authorised state services are replaced (or assisted) by vig‐
ilante forces.
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2.1. Digital Vigilantism in Russia

After decades of scant scholarly attention to the notion
of vigilantism, the phenomenon has recently gained
momentum in the literature, with conceptual and empir‐
ical contributions featuring cases of divergent socio‐
political realities. Trottier (2017), for instance, offers a
theoretical discussion on the role and impacts of visibility
weaponisation in denunciatory acts. Moncada (2017), in
turn, presents a classification of the varieties of vigilante
practices and proposes core definitional dimensions for
understanding the notion. With the focus on Russia’s
far‐right, Kasra (2017) addresses the role of networked
images in humiliation and socio‐political control mech‐
anisms in vigilante practices. Favarel‐Garrigues (2019,
2021) elaborates on the entrepreneurial affordances of
participants and their relationship with law enforcement.
Loveluck (2019) develops a typology of digital vigilan‐
tism, relied upon in this article. Furthermore, the role of
traditional media in facilitating digitally‐mediated retal‐
iation and rendering the phenomenon meaningful has
been addressed in the ongoing debate (Gabdulhakov,
2019a). Despite the richness and depth of these con‐
tributions, the phenomenon requires further and con‐
tinuous attention as approaches, environments, affor‐
dances, and nuances develop and evolve in real‐time.
Therefore, it is important to understand specific rules of
engagement, respective power positions, benefits, and
side effects of vigilante actionswhile also considering the
unique affordances of social media and digital tools.

Loveluck (2019, p. 217) addresses the modes of coor‐
dination in digitally mediated vigilante practices and
categorises them as ranging from “ad‐hoc and loosely
coordinated activities” to “pre‐existing networks” that
engage in “rehearsed collective efforts.” In the quest for
a typology of “online self‐justice,” he identifies four ideal
types of digital vigilantism practices, namely: “flagging,
investigating, hounding and organised leaking” (p. 214).
Loveluck argues that in the process of flagging, target‐
ing of the specific person involved, is avoided. Instead,
the “low intensity” cases are meant to alert social media
users by bringing to their attention instances of per‐
ceived norm‐breaching (p. 217). Flagging via text and
images is a global practice shared across social media
platforms and political contexts. Unlike flagging, investi‐
gating implies naming the concerned target and a “col‐
lective effort” being made to investigate cases ranging
from theft to more serious crimes and terrorist activities
(Loveluck, 2019, p. 223). In this case, citizen‐investigators
are compared to the “web sleuths” who can provide
their “technical expertise” in a given case (p. 224).
Loveluck illustrates a complex dynamic between author‐
ities, media, and web sleuths in which crowdsourced
investigations do not terminate at the level of assisting
police with the identification of criminals but can further
evolve into digitally mediated harassment. “Hounding”
takes matters to yet another level, referred to by
Loveluck (2019, p. 227) as “the epitomy [sic] of digital

vigilantism” it combines punitive intentions with investi‐
gations and mobilises participants against a specific tar‐
get. Discreditation and public humiliation are the central
aims in hounding. Finally, Loveluck presents “organised
leaking” where participation is highly institutionalised
and centred around the “documenting of problematic sit‐
uations” and “the disclosure of confidential—and poten‐
tially incriminating—information” (p. 234). Examples of
such organised groups include Russia’s Anti‐Corruption
Foundation (FBK), whose activists investigate state cor‐
ruption cases and publicise secret transactions of state
officials. Some of the loudest investigations of the FBK
shared on YouTube include the 2017 exposure of Russia’s
ex‐president Dmitry Medvedev (Navalny, 2017) and the
revelation of Russia’s current president Vladimir Putin’s
riches (Navalny, 2021).

Activities of the FBK can serve as an example of what
Rosenbaum and Sederberg (1974, p. 548) categorise as
“regime control” vigilantism. In the absence of an offi‐
cial control mechanism that can be applied to the rul‐
ing elites, citizens take these duties into their own hands.
Another group that can be classified as an example of
organised leaking is Dissernet, a collective of academic
enthusiasts who reveal plagiarism in doctoral disserta‐
tions. Operating in Russia and other former‐Soviet states,
Dissernet frequently targets state officials.

In the selected case study of Russia’s Hrushi Protiv,
hounding as a practice in digital vigilantism is most appli‐
cable. Much like other similar formations, activists of
Hrushi Protiv indeed combine investigative approaches
with practices of targeting specific businesses and indi‐
viduals. Retaliation takes place not only in the form of
verbal confrontations, physical fights, and destruction of
produce; the targets and businesses that they represent
can also suffer from long‐lasting or even permanent rep‐
utational damage.

2.2. Media Control in Russia

Digitally mediated vigilante practices are part of the
larger system combining political culture, social struc‐
tures, media landscapes, and legal frameworks. Thus, it
is necessary to elaborate on the milieu in which Hrushi
Protiv operate. With the focus on Russia, this article
seeks to address a context where the state’s watchful
gaze and control ambitions create a system that endorses
some forms of online activism while cracking down on
others. Having established a nearly totalitarian control
over its traditional media sector, the government went
after the digital domainwith new legislation aimed at ser‐
vice providers, professional content creators, and individ‐
ual users.

The waves of media landscape transformation in
Russia are concurrent with major socio‐political trans‐
formations in the country. Current processes demon‐
strate a past‐oriented focus in terms of the Soviet‐
style information control strategies taking place in the
new media landscape. These strategies include putting
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pressure on service providers to filter content and
share user data with the government and amending
the legislation to criminalise certain forms of online self‐
expression, leading to large‐scale arrests of social media
users (Gabdulhakov, 2020; Lokot, 2020). This tendency
for increased control is ongoing and reactionary since the
government, for instance, also intervenes in the other‐
wise automated/algorithmic process of generating news
feeds (Wijermars, 2021), among other approaches.

In their canonical work Comparing Media Systems,
Hallin and Mancini (2004) propose three ideal types
of media systems: democratic corporatist, liberal, and
polarised pluralist. Each of the proposed systems is com‐
posed of dimensions, such as media market structure,
political parallelism in news reporting, professionalisa‐
tion of journalists, and the role of the state. Given the lim‐
ited, West‐centric case focus of Hallin andMancini’s orig‐
inal conceptualisation, Oates (2007) suggests that none
of the three models can be applied to Russia, instead
proposing the term “neo‐Soviet” for the country’s media
model. Amid the multifaceted components that inform
this model, such as bias, censorship, state, and commer‐
cial influences, mass media law, free speech protection,
funding,media harassment, and violence against journal‐
ists, Oates offers a unique perspective by focusing on the
position and the demands of the audience. Thus, when
another major transformative wave in Russia’s political,
economic, and social sectors came about amid the col‐
lapse of the Soviet Union, the audience did not neces‐
sarily embrace the accompanying role of the media as a
state critic. Akin to the Soviet media, which broadcasted
based on national values, “giving the audience a sense
of contentment and pride in their society,” audiences in
post‐Soviet Russia, with a much wider variety of prod‐
ucts at their disposal, valued mass media “as an institu‐
tion that guides (rather than questions or undermines)
the nation” (Oates, 2007, pp. 1295–1296). Public sur‐
veys conducted by Moscow‐based Levada‐Center (2018)
demonstrate that in spite of the growth of the internet’s
popularity, the majority of people in Russia still rely on
television as the main source of information and tend to
trust it more than the internet.

Litvinenko and Toepfl (2019) react to another major
political event in Russia’s recent history, namely, themas‐
sive 2011–2013 protests for “Free and Fair Elections”
(also known as protests on Bolotnaya Square). Dissent‐
curbing measures that followed these events once again
reshaped Russia’s media landscape. To understand the
nature of this shift, Litvinenko and Toepfl (2019) rely
on “authoritarian publics” theory (Toepfl, 2020) with
the consideration of participants, environment and dis‐
cursive practices and propose three types of publics—
leadership‐critical, policy‐critical, and uncritical.

As such, several strategies have been adopted to
counter the leadership‐critical publics, following the
mass protests in Moscow. Among these measures,
Litvinenko and Toepfl (2019, pp. 232–233) identify “rein‐
ing in discursive practices” via adopting of legal frame‐

works governing the digital domain and online self‐
expression, “shutting down environments” by blocking
individual websites and platforms (blocking LinkedIn and
attempting to block Telegram), and “intimidating partici‐
pants” by limiting foreign media ownership, banning cer‐
tain types of advertisement and replacing media own‐
ers with government‐loyal elites. Relying on Schedler’s
(2013) “institutional gardening” concept to describe con‐
trol measures, Litvinenko and Toepfl (2019, pp. 236)
explain that policy‐critical publics came out of the pro‐
cess of reshaping or “gardening” of leadership‐critical
publics. A vivid illustration of this reshaping is the meta‐
morphosis of top leadership‐critical news websites into
policy‐critical publics between 2012–2018 (Litvinenko &
Toepfl, 2019, p. 235). Strategies shaping uncritical publics
included recruiting civil servants, celebrities, active inter‐
net users, and paid PR workers known as “trolls” to
exude vivid support for the political status quo “in
novel Internet environments” (Litvinenko & Toepfl, 2019,
pp. 235–236).

The intensity of the gardening of authoritarian
publics in Russia is increasing. During the 2011 meet‐
ing with his supporters among online activists, then‐
president Medvedev called the Internet “an open space”
and stated that even “things immoral in nature” have
to be preserved online (“Dmitriy Medvedev vstretil‐
sya so svoimi,” 2011). The official rhetoric has shifted
dramatically in one decade. During the 2021 meet‐
ing with Covid‐19 pandemic‐countering volunteer move‐
ment My Vmeste (We Are Together), President Putin
called on the internet to “obey not even just laws, [as]
formal legal rules, but also the moral laws of society,”
proceeding to label the internet as a source of “child
pornography, child prostitution, promotion [and] distri‐
bution of drugs,” a space where adolescents are “being
pulled to the streets in order to misbehave there, [and]
to fight with the police” (“Vstrecha s uchastnikami,”
2021). Amid these shifts in perspectives, state critics
are forced to strike a balance between reaching out
to online audiences and managing personal risks that
come along with such visibility (Lokot, 2018). At the
same time, topics that can be subjected to public criti‐
cism are shrinking. By adopting strategic legislation and
selectively applying the law, Russia’s ruling elites con‐
tinuously discourage citizens from criticizing the govern‐
ment and its policies (Lokot, 2020). Discussing, comment‐
ing, and even “liking” social media posts featuring taboo
topics such as, for instance, anti‐government protests,
Crimea’s annexation, or Russia’s role in the SecondWorld
War can lead to legal scrutiny, fines, and prison sen‐
tences (Gabdulhakov, 2020). However, in this set of gar‐
dening mechanisms that shape authoritarian publics in
Russia, it is still possible to engage in some forms of
online activism, as is evident from the case of Hrushi
Protiv. Building on Litvinenko and Toepfl’s (2019) con‐
ceptualisation of leadership‐critical, policy‐critical and
uncritical publics, this article proposes another cat‐
egory to describe the acts of state‐approved digital
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vigilantism—citizen‐critical publics. Digital vigilantes can
operate and target other citizens as long as these citizens
do not represent or are not in any way connected to the
ruling elites.

3. Methodology

Amid the wide variety of content analysis methods,
the article relies on qualitative discourse analysis in
Foucauldian terms. Describing the approach as one
that “clearly refuses formalization” and has “no set
rules,” Arribas‐Ayllon and Walkerdine propose select‐
ing a corpus of statements, problematization, technolo‐
gies, subject positions, and subjectification in order to
conduct a Foucauldian discourse analysis (2008, p. 91).
The authors identify five non‐exhaustive types of cor‐
pora of statements suitable for a Foucauldian discourse
analysis, namely: spatiality and social practice, political
discourse, expert discourse, social interaction, and auto‐
biographical accounts (2008, p. 100). Problematization
may base itself on a response to the following questions:
“Under what circumstances and by whom are aspects
of human being rendered problematic, [and] according
to what moral domains or judgement are these con‐
cerns allowed to circulate? What official discourses and
counter‐discourses render these problems visible and
intelligible?” (Arribas‐Ayllon &Walkerdine, 2008, p. 101).
In Foucauldian discourse analysis, technologies are a
concept that focuses on “power and self”—a type of
“ ‘truth games’ in which participants engage in conflict,
competition and power” (p. 102). Subject positions in
Foucauldian discourse analysis have to dowith themoral
order and the structure of rights and duties. Finally, sub‐
jectification refers to instances in which individuals self‐
regulate to “transform themselves in order to attain a
certain state of happiness, purity, wisdom, perfection,
or immortality” (Foucault, as cited in Arribas‐Ayllon &
Walkerdine, 2008, p. 103).

Commonly used in geography and psychology,
Foucauldian discourse analysis is useful in addressing the
aims of this interdisciplinary study, which incorporates
elements ofmedia studies and political science, by virtue
of focusing on digital media affordances for citizen‐led
justice as well as the role of the state in media system
formation and regulation. Applying a Foucauldian dis‐
course analysis approach to the case of Hrushi Protiv
in Russia, the article investigates how social hierarchies
(Toelstede, 2020) inform current vigilante practices in
the country and assesses the role of the official state
position in rendering such practices meaningful amid
the ongoing efforts to impose strict control over the dig‐
ital domain.

Since 2010 Hrushi Protiv uploaded over 340 YouTube
videos (as of 28 February 2021). As its corpus of state‐
ments, the article selected 20 of the most popular
episodes in terms of the total number of views. When it
comes to spatiality and social practice, Foucauldian dis‐
course analysis allows for reliance on personal observa‐

tions and ethnographic approaches. Online visibility is a
weapon (Trottier, 2017) of punishment that Hrushi Protiv
uses to harm its targets while simultaneously building
its own brand and position as a justice provider in soci‐
ety. Given the significance of online artefacts in such
practices, the article relied on netnographic approaches
(Kozinets, 2015, 2019), which involved continuous online
observation of Hrushi Protiv activities and content ana‐
lysis of videos shared on the original Moscow‐based
group’s YouTube channel.

Such observations were useful in understanding the
nature and evolution of Hrushi Protiv raids. The author
looked at the frequency of video uploads, the length of
episodes, the number of views, comments, “likes” and
“dislikes,” and the titles of the episodes, which often
resembled clickbait and yellow press headlines. In the
initial phase, episodes were watched without a particu‐
lar set of codes or categories in mind; the main goal was
to get to know the group and to become familiar with its
actions. As of 28 February 2021, Hrushi Protiv YouTube
channel had 332,000 subscribers with 91,022,156 total
video views, featuring 340 videos, the first of which was
uploaded on 23 September 2010. Hrushi Protiv upload
videos with varying frequency, but the practice is sys‐
tematic, with at least one video released per month.
The shortest video in the sample is 2 minutes and 31
seconds long, dedicated entirely to a fight between par‐
ticipants and targets at Moskvoretskaya produce base.
The episode begins with a display of a link to a peti‐
tion calling to banmigrants from retail work. The longest
video is 26 minutes, featuring the raid of a grocery store
staffed by ethnic minority employees. Out of 20 top
videos, 11 were released in 2013, one in 2015, five in
2016, two in 2017, and one in 2019. This variation on the
timeline of Hrushi Protiv activities suits Foucauldian dis‐
course analysis’ spatial focus.

The analysis additionally accounted for political and
expert discourses, as Hrushi Protiv and similar forma‐
tions that came out of Nashi have been endorsed by
the state, while other manifestations of online citizen
activism experience heavy state suppression. Political
artefacts, in this respect, are public speeches, as well
as formal and informal interactions between the govern‐
ment and participants. Expert discourses involve tradi‐
tional media framing of participants and targets.

Social media affordances allow Hrushi Protiv to nar‐
rate their own autobiography, as it is communicated via
online self‐construction. The group and its members are
relying on online communication modes in the process
of defining the norms of morality and justice‐provision
methods while negotiating their own position in this
equation. Inspired by methodological approaches of the
grounded theory (Glaser & Strauss, 2017), this phase
relied on an in‐depth qualitative analysis (Altheide &
Schneider, 2013) of Hrushi Protiv YouTube episodes with
the focus on the positioning of self and respective fram‐
ing of targets, police, and other actors appearing in the
videos. YouTube itself constitutes a unique tool and a
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stage for digital vigilantism, enabling both access to wide
audiences, and money‐making opportunities.

The author made several attempts to interview the
founder aswell as former and currentmembers of Hrushi
Protiv in Moscow and Saint Petersburg. In spite of an
exchange of a few brief messages, participants did not
agree to an interview. The author offered interview ques‐
tions in written form, but the offer received no reaction.
Why Hrushi Protiv members are reluctant to partake in
an academic study is not particularly clear, but several
reasons can be assumed. Perhaps, members had already
been approached by one too many journalists and were
either tired of giving interviews or saw no personal ben‐
efit in participating. The group is already rather well‐
known and can deliver any message they wish directly
on their own social media pages and channels, without
the involvement of third parties.

4. Hrushi Protiv on YouTube and Beyond

4.1. Corpus of Statements

Hrushi Protiv runs a website and has accounts on
YouTube, VKontakte, Odnoklassniki, Facebook (the link
to Facebook page provided on the official website
and YouTube channel of the group was not functional
in February 2021), Instagram, Twitter, Telegram, Live
Journal, and TikTok. Social media profiles of Hrushi
Protiv invite the viewers to support the project finan‐
cially. Participants maintain an online store, where
branded merchandise can be purchased. A separate
website describing Hrushi Protiv as a “volunteer move‐
ment aimed at identifying trade in substandard prod‐
ucts in stores” (Hrushi Protiv, n.d.) states that, in 2016,
a branch was established in Belarus, making it an inter‐
national group.

Most of the featured Hrushi Protiv episodes follow
the same scenario in which activists equippedwith video
cameras enter stores and start loading the allegedly
expired produce into shopping carts. Such acts lead to
verbal and physical confrontations with store person‐
nel which in some cases escalates into physical fighting.
Content analysis revealed that violence (either featured
in videos or promised in the titles) correlated with the
popularity of these YouTube episodes. The most viewed
episode was uploaded on 29.05.2019 and is called Let’s
Step Outside, a phrase commonly associatedwith an invi‐
tation to settle a conflict physically. Being 20 minutes
and 15 seconds in length, it is one of the longer episodes
of Hrushi Protiv with 3,665,938 views, 47,000 “likes,”
11,000 “dislikes,” and 21,439 comments (as of December
2019). In the episode, at least nine participants are
shown entering the store. Grocery store personnel film
participants with their phones while the latter raid the
shelves. Verbal confrontations begin when personnel
tell participants that filming is not allowed. Participants
demand that targets explain the legal grounds for the
prohibition of filming. The verbal back‐and‐forth con‐

tinues for some time until the personnel give in and
destroy the expired produce collected by the partici‐
pants. Overall, 12 episodes out of 20 feature verbal and
physical confrontation between participants and targets.

The signature trademark of Hrushi Protiv has been
their full‐body piggy outfit and is featured in half of the
analysed episodes. Up until 2016, participants wore their
piggy costumes consistently during the raids. Signature
costumes made participants immediately visible and
recognisable. In several videos, police ask participants
where the costumes are, indicating popularity and recog‐
nition of the brand. For unclear reasons, starting from
2016, wearing piggy outfits became less consistent.
Sometimes, activists are seen wearing branded shirts
and hoodies featuring a piggy’s head—the group’s brand
logo. Such merchandise is also available for sale in the
group’s online store. Other clothing items worn by par‐
ticipants include patriotic sports suits that read “Russia”
across the back and hoodies with prints of Vladimir
Putin in the military uniform of the commander in chief,
emphasising the group’s patriotic values and loyalty to
the ruling regime.

In 10 out of the 20 episodes analysed, Hrushi Protiv
target non‐Slavic minorities. In another six episodes, the
targets are mixed and include both non‐Slavic minorities
and the Slavs. Four episodes make no explicit reference
to the ethnic backgrounds of targets. Thus, in 16 out of
20 episodes, a direct link between non‐Slavic merchants
and unscrupulousness in retail is emphasised. Hrushi
Protiv openly expresses its prejudice towards labour
migrants in Russia. In 2013–2014, participants called
on their audience to sign a petition barring migrants
from working in retail, an act suggestive of nation‐
alist biases in these state‐encouraged vigilante prac‐
tices. One of the analysed episodes, titled Hostages at
Moskvoretskaya Produce Base, features participants stat‐
ing that “non‐Russian employees run away when the
police arrive” (Hrushi Protiv, 2017), emphasising both
the “foreignness” of unscrupulous retailers as well as the
potential illegality of “police‐fearing” migrant workers.

Each episode uploaded by Hrushi Protiv is given
a media‐headline‐like title, some of which are openly
biased in terms of the ethnic background of the mer‐
chants, for instance: Asian Showdown, We Don’t Speak
Russian, Tajiks Are Indignant, Migrants Beat Up Piggies,
etc. Other selected episodes contain such titles as Real
Jigits (in some Turkic languages and in the Caucasus, the
term jigit is used to describe brave youngmen), referring
to the non‐Slavic backgrounds of the targets, or Moya
Magazin (“mine store”), which has an intentional gram‐
matical mistake in the masculine noun, suggesting the
target has a poor command of the Russian language.
Overall, seven episode titles make explicit references to
targeted retail workers’ foreignness.

Police are featured in 11 of the 20 selected episodes.
On three occasions, participants call the police to the
site. In four cases, it is the targets who make such calls,
and in five instances, it is not clear whose call the police
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responded to. Police officers are generally passive, they
register the names of all actors in both parties, collect the
appeals and leave. In one episode, the activists are fea‐
tured calling Russia’s chief sanitary inspector, Gennady
Onishchenko. In the video, Evgeniya Smorchkova apol‐
ogises to Onishchenko for “calling again” and asks for
help with a particular store that is not compliant with the
demands. The next scene features the arrival of police
officers at the store. The scenario in which participants
directly call such a high‐profile official (onmore than one
occasion) and ask for help, indicates the administrative
capacities of the group, state endorsement, and support
of their activities, and points to the power advantage
that participants have over their targets.

Hrushi Protiv episodes occasionally feature infor‐
mal leaders, such as celebrities. In one of the raids in
the selected sample, participants are joined by a pop
singer, member of a famous Russian boy band Ivanushki
International. The artist does not engage in physical or
verbal violence but is brought along to demonstrate the
level of support and solidarity that Hrushi Protiv enjoy as
citizen activists. Such informal endorsement once again
stresses the unique capacities of participants and their
ascendancy over targets.

4.2. Problematization

The internet and smart mobile devices have transformed
the process of socialisation and surveillance at state‐
citizen and citizen‐to‐citizen levels in Russia. Numerous
citizen formations establish thematic vigilante forces
which target fellow citizens over alleged and perceived
offences, such as bad parking, drinking, and smoking
in public spaces, paedophilia (an accusation to which
sexual minorities often fall target), drug dealing, and
other “violations” of legal andmoral boundaries. In some
instances, no action is needed to attract the retaliation
of vigilantes; simply being female (Avramov, 2019) or
an ethnic minority (Chapman et al., 2018) is sufficient.
In these realities of instrumentalisation of perceptions
of morality for control of social order, Hrushi Protiv ful‐
fil the function of an extension of the state, rather than
being a collective of autonomous citizens. Much like the
nostalgia for the Soviet‐era media that communicated
a sense of pride for the society, state‐supported vigi‐
lante formations in Russia resemble various concerned
groups of the past, such as the Tzarist and, subsequently,
Soviet citizen‐led justice provision formation Druzhina
(Sokolov, 2019), the all‐union Leninist young communist
league Komsomol, or the system of comrades’ courts
that addressed minor mischiefs in breaching both legal
and moral norms (Gabdulhakov, 2018).

4.3. Technologies

The case of Hrushi Protiv demonstrates how a citizen‐
led organisation can acquire legitimacy, recognition,
and powers not only akin to those of official con‐

trol entities (such as Russia’s state sanitation service
Rospotrebnadzor) but which also go beyond these enti‐
ties in their technological savviness and retaliation
approaches. Hrushi Protiv activities, in this regard, do
not merely flag poor behaviour of their targets and can‐
not be compared to regular and widely practised con‐
sumer reviews, which inform fellow citizens about a par‐
ticular business or product. Hrushi Protiv positions itself
as a force operating between consumers and businesses
as the former can report on the latter to participants.
This position raises questions related to the possibility
of intentional reputation damage upon orders from com‐
petitors of raided stores. What could stop “business A”
from directly employing Hrushi Protiv or similar forma‐
tions to expose a competing “business B”? One can only
rely on the “good faith” of participants in this regard.
At the same time, even with the assumed incorruptibil‐
ity of participants, issues of legitimacy and proportional‐
ity of retaliation remain in question.

4.4. Subject Positions

Unlike a privately paid fine to state‐controlled services
due to misconduct, exposure on social media due to
citizen‐led retaliation brings about long‐lasting reputa‐
tional damage. Edited video materials uploaded by par‐
ticipants have the power to subject non‐Russian targets
to further scrutiny by police and immigration authorities.
Given that the three Central Asian republics of Tajikistan,
Kyrgyzstan, and Uzbekistan are highly remittance depen‐
dent (Bhutina, 2019), a labour migrant’s job loss and/or
deportation can lead to severe economic consequences
for their families. The structure of power asymmetries
(Toelstede, 2020) between participants and targets is
informed by access to mass audiences on the one hand
(and lack thereof), as well as social frustrations, eth‐
nic, and national biases. Episodes tend to portray Hrushi
Protiv and their targets as two fundamentally separate
sociological clusters, with young participants being Slavic
and grocery store or market personnel being comprised
of non‐Slavs.

4.5. Subjectification

Hrushi Protiv exemplifies a case where vigilant citizens
acquire powers that give them wide social and media
recognition. This visibly affords participants an almost
TV persona stance. Hrushi Protiv even resembles the
TV show, Revizorro, an adaptation of a Ukrainian show
Revizor, airing on Russia’s Pyatnitsa TV channel since
2014. The show’s host exposes poor service provision
practices in hotels and restaurants. The power of public
exposure is so significant that businesses opt for collab‐
oration with amateur controllers and sign agreements
with Hrushi Protiv, promising to comply with imposed
regulations (Hrushi Protiv, 2010) to avoid negative hype
and reputation damage.
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5. Discussion

Amid the intensification of state control over who can
say what online in Russia, it is important to address the
government’s motives for supporting digital vigilantes.
Hrushi Protiv and other similar formations are a prod‐
uct of the evolution of the Kremlin’s youth policies and
strategies that have undergone several overhauls. Nashi
was formed as a national‐patriotic movement to support
the ruling elite and counter the opposition. Given that
Nashi ceased to exist, former commissars of the move‐
ment needed a new project and issue‐specific vigilante
formations came into being. Having active and digitally
savvy youth in its ranks is a convenient scenario for the
regime, as long as this force does not turn against the
patrons. The anti‐migrant narratives of Hrushi Protiv, for
instance, were handy in political campaigns constructed
around the sentiments of threats coming from foreigners.
However, in recent years, the Kremlin has adopted a
harsher approach to relations with its former youth com‐
missars. Active citizens are expected to turn into entities
fully resembling Soviet‐era loyal citizen squads extending
the powers and omnipresence of the state.

Formations such as Hrushi Protiv are not threaten‐
ing to the state unless they start targeting businesses
that belong to the ruling elite. As long as certain bound‐
aries are not crossed, the presence of such formations
among the authoritarian publics allows for a display of an
allegedly active civil society in realitieswhere challenging
state authority can carry large fines and lengthy prison
sentences. Now in their 30s and having been engaged in
the same vigilante practices for over a decade, some for‐
mer Nashi activists have tried building political careers to
various degrees of success. Perhaps the elites are allow‐
ing these citizen‐critical publics to operate as a way of
rewarding the once‐loyal youth commissars for their sup‐
port of the Putin–Medvedev tandem in the 2000s.

When it comes to motivation for participation in dig‐
ital vigilantism, there are certain entrepreneurial inter‐
ests (Favarel‐Garrigues, 2019, 2021) as groups monetise
YouTube channels, sell merchandise, advertise, ask for
donations, and receive state grants to support their activ‐
ities. In this sense, Hrushi Protiv is a formation with
a hyper identity, simultaneously resembling citizen‐led
activism, a state‐supported NGO, and a group of digitally‐
savvy entrepreneurs. Therefore, engagement in vigilante
practices can afford participants financial and social ben‐
efits. Furthermore, endorsement by the state’s highest
authority affords legitimacy and provides a certain immu‐
nity when interacting with law enforcement.

What are the impacts of digital vigilantism on tar‐
gets? Content analysis of the most viewed episodes
shared by Hrushi Protiv on YouTube revealed ethnic and
national biases in the group’s activities. Inmost episodes,
non‐Russian or non‐Slavic ethnic minorities are framed
as untrustworthy, unscrupulous, aggressive, and violent.
In fact, labour migrants are often in a fragile situation
in terms of their legal status, difficult economic situ‐

ation, and scarce employment opportunities in their
home state. In their host state, then, they are even more
vulnerable to online vigilantes amid a culture of xeno‐
phobia, police abuse, and a variety of other challenges.
Sociological othering of non‐Russian merchants might
reflect on‐the‐ground offline frustrations, but such fram‐
ing also creates discourses that shape and feed percep‐
tions, leading to biased presumptions and stereotypes.
In this regard, platforms such as YouTube become the
central stage for such intra‐citizen relations.

Beyond the questions of motives for participation
andmotives for state support of digital vigilantes, as well
as the impact of such practices on individual and group
targets, it is important to address platform affordances
for digital vigilantism. Platforms such as YouTube allow
participants to acquire a large following and generate
an income via monetisation and advertising. Participants
are able to create discourse through their own chan‐
nels by editing the videos and accompanying comments.
As such, YouTube enables an environment in which digi‐
tal vigilantism is manifest. Such manifestation, however,
is taking place on uneven grounds and at the crossroads
of various interests. For instance, citizen‐critical content
featuring inter‐ethnic hostility, such as Hrushi Protiv’s
calls for a ban onmigrants working in retail, can freely cir‐
culate the internet, while state‐critical and policy‐critical
content is deemed extremist.

Several important aspects come to the surface here.
The first has to dowith political regimes and internet gov‐
ernance. When pressure is put on platforms to moder‐
ate content, there is a threat that select voices challeng‐
ing the political status quo will be muted, as is evident in
the case of Russia.When the opposition‐led FBK exposed
Russia’s deputy prime minister for accepting a bribe
from a prominent oligarch, the government put pres‐
sure on platforms, and Facebook’s daughter company
Instagram complied with the requests to remove posts
over privacy concerns (Nechepurenko, 2018). The fine
line between the right to privacy and power abuse for
covering up corruption is blurred in this case. This exam‐
ple demonstrates the spill‐over effect of biased institu‐
tions on social media platforms and the selective appli‐
cation of the law. In this governance environment, both
domestic and global social networking corporations can
fall target to invasive state control aimed at serving the
interests of the ruling elites.

Those with political and financial power seem to
continue enjoying the privileges and immunities online,
while the powerless, such asmigrants, ethnic, sexual and
other minorities, political activists, women, journalists,
are vulnerable. The role of platforms in the facilitation
of select hounding (Loveluck, 2019) practices and the
power and logic of removal of undesired content need to
be addressed at both analytical and policy levels. At the
same time, an important question to ask is: Would crit‐
ical publics in Russia benefit from any state regulation
of platforms in a context where ruling elites are able to
actively silence critical voices?
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6. Conclusion

This article provided a detailed account of Hrushi Protiv
activists operating across and beyond Russia. Having
addressed the peculiarities of vigilante practices in
Russia, the article demonstrated that the state plays a
central role in (dis)approving digitally mediated citizen‐
led initiatives as part of its strategies for the garden‐
ing of authoritarian publics (Litvinenko & Toepfl, 2019).
Through the selected case, this article offers a detailed
account of howvigilante formations such asHrushi Protiv
weaponise hounding (Loveluck, 2019) to acquire finan‐
cial (sometimes political) and other benefits from their
activities. By being loyal to the ruling elites and not cross‐
ing boundaries that could potentially harm them, for‐
mations such as Hrushi Protiv are allowed to operate
in what are otherwise tightly controlled digital and pub‐
lic domains. The government benefits from such citizen‐
critical publics. First of all, the blame is taken off the polit‐
ical elites and policies. Citizen‐critical publics elevate on‐
the‐groundunscrupulousness, as opposed to challenging
the system itself. At the same time, amid control intensi‐
fication, the government may aim to appear less repres‐
sive than it actually is by demonstrating a façade of an
active civil society in the country.

In Russia and elsewhere, digital vigilantism is prac‐
tised and perceived as a form of entertainment akin
to reality TV shows, with each episode carefully edited
and professionally arranged with catchy titles, music,
and other strategies, such as the featuring of celebrity
guests. It is evident that vigilante activities constitute a
reflection of on‐the‐ground societal frustrations and ten‐
sions. Traffic jams and poor parking, cheated customers,
xenophobia, homophobia, labour migration, and other
“hot” societal issues in Russia are picked up and instru‐
mentalised by vigilantes who step in and turn battling
against perceived injustices into a spectacle. In this case,
the citizen‐critical focus of YouTube videos is not only
safe but is arguably beneficial for the ruling elites amid
their strategy to discourage leadership‐critical and policy‐
critical discourse.

Further research on the subject could focus on com‐
ments left under YouTube episodes to measure audi‐
ence perceptions of citizen‐critical publics, although it
should be noted that channel owners can mute and oth‐
erwise moderate reactions. Comparative studies focus‐
ing on formations similar to Hrushi Protiv in other socio‐
political andmedia contexts would help advance theoret‐
ical boundaries of the phenomenon of digital vigilantism
and media system models.
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1. Introduction

Social media platforms provide users with vibrant spaces
for public discussions across a wide range of topics.
By giving individuals the power to network independent
of institutions, social media increases collective action
and accountability in society (Bennett& Segerberg, 2012;
Dutton, 2009; Gustafsson, 2012; Kushin & Kitchener,
2009). In particular, Facebook groups have been iden‐
tified as a significant arena for citizen engagement as
they allow discussion of common interests and goals
(Park et al., 2009), and group identity and self‐efficacy
to be built in relation to participation (Gustafsson, 2012).
Currently, Facebook hosts a large number of politically
motivated user groups created by political actors and
civil activists that reach wide audiences (Gustafsson,
2012; Park et al., 2009; Warren et al., 2014). Previous
studies have pointed out that groups on Facebook
can promote societal change and provide users with a

channel for expressing counter‐discourses to the dom‐
inant public voice (Gachau, 2016; Pruchniewska, 2019;
Sormanen & Dutton, 2015). However, there is a darker
side to social media, and research has pointed out the
harmful effects of such platforms on political, economic,
and social life, particularly due to thewidespread dissem‐
ination ofmisinformation and hate speech through them
(Bessi et al., 2016; Del Vicario et al., 2016; Gagliardone
et al., 2015).

Social media platforms have the power to promote,
delete, and hide content produced by users, making
them an important means to shape public discussion
(Gillespie, 2018; Gorwa, 2019; Myers West, 2017). Even
though they were originally created for facilitating social
activity between people and increasing the circulation
of user‐generated content, they need to be moderated
to keep discussions civil and law‐abiding. Previous stud‐
ies have suggested that users are unaware of the mod‐
eration policies of platforms and the underlying logic
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of these, and these policies are intentionally being kept
guarded in order to maintain a sense of openness and
freedom that any form of moderation and content con‐
trol would typically be strongly against (Gillespie, 2018;
Roberts, 2016). As Roberts (2016) argued, social media
companies want to give their users the impression that
content appears on the site simply “in some kind of natu‐
ral, organic way” (p. 9), and therefore they intentionally
obscure human decision‐making processes behind mod‐
eration. In other words, commercial content moderation
is successful when it is invisible as it is not intended to
leave any traces (Gillespie, 2018; Roberts, 2016).

Platforms use various moderation strategies for pro‐
moting and discarding content. Recently, algorithmic
moderation and so‐called “filter bubbles” (Pariser, 2011)
have received plenty of scholarly attention; but still, less
is known about how user‐driven modes of content con‐
trol are organized. Kalsnes and Ihlebæk (2021) argued
that user‐driven moderation should be viewed as polit‐
ical because volunteer moderators choose to give vis‐
ibility to some views while hiding others. Particularly
whenmoderation decisions lack transparency, they have
serious consequences for participation in public debate
(Kalsnes & Ihlebæk, 2021). So far, the obscure nature
of social media platforms has made it difficult to study
theirmoderation systems thoroughly (Jhaver et al., 2019;
Langlois et al., 2009).

Facebook groups are local, user‐created groups
hosted by a global platform, which makes their mod‐
eration structure complex. Groups’ founders can cre‐
ate and enact their own governance policies, and there‐
fore the rules and moderation practices of individual
groups vary greatly throughout the platform. This study
focuses on one—and perhaps the most visible—aspect
of how these groups are moderated: volunteer mod‐
erators who make decisions about acceptable content
on a daily basis. It investigates how these moderators
create and enact moderating philosophies as intermedi‐
aries between group members and the platform. Since
not much is known about the work of volunteer mod‐
erators, it is important to shed more light on how they
shape the visibility of political views in networked social
spaces. This study relies on network gatekeeping theory
introduced by Barzilai‐Nahon (2008) and looks into social
dynamics between the stakeholders in the political com‐
munities on Facebook groups.

2. Theoretical Background

2.1. Content Moderation

Ever since the emergence of online communities, the
way these are moderated has mostly been the respon‐
sibility of their founders and key members (Kalsnes &
Ihlebæk, 2021). Over the years, scholars have debated
whether volunteer moderation is emotionally demand‐
ing and labor‐intensive unpaid work conducted for the
benefit of the companies that run the platforms (e.g.,

Terranova, 2000) or an organic part of community
management and development (Seering et al., 2019).
Moderators have a key role in determining which con‐
tent is published and what is removed, and these deci‐
sions shape our public discourse (Gillespie, 2018; Jhaver
et al., 2019). According to Kalsnes and Ihlebæk (2021),
the role of moderators has recently grown to become
even more important with the growing prevalence of
uncivil online behavior, such as harassment and hate
speech that poses a threat to democracy.

Major social media companies have developed mod‐
eration strategies for monitoring user‐generated con‐
tent on platforms. However, volunteer users are still
the most effective moderators because they understand
group norms, are strongly committed to their communi‐
ties, and derive personalmeaning from their moderation
work (Gillespie, 2018; Seering et al., 2019). Prior research
has shown that volunteer moderators tend to engage
personally in the moderation process and view it as a
means of growth for both themselves and their commu‐
nities (Seering et al., 2019). When moderation decisions
are left to algorithms or paid moderation teams, commu‐
nities and their human moderators miss opportunities
for guiding discussion and reflecting the values behind
it (Ruckenstein & Turunen, 2020; Seering et al., 2019).

User communities hosted by social media platforms
differ from traditional, self‐governing online communi‐
ties in terms of their structure. On platforms such as
Facebook or Reddit, users can create their own sub‐
groups and develop specific local policies alongside the
platforms’ site‐wide rules and terms of use. This complex
approach to policy iswell exemplified in Facebook groups,
whereby users navigate between Facebook’s own com‐
munity norms, multiple individually tailored, community‐
devised rules, and implicit cultural codes of conduct.
Operating in a multi‐layer systemwith rules derived from
a range of sources can be confusing for users (Fiesler
et al., 2015). The rules of local groups not only vary across
groups, but they can also be rather vague. According
to Dovbysh (2021), rules of moderation are individually
constructed by group owners who imitate journalistic
practices, although they lack professional norms, as was
found in the study on Russian Vkontakte groups.

Facebook groups combine both commercial govern‐
ing mechanisms developed by the platform and self‐
governance by group members. These two modes of
moderation are clearly different in terms of their impact
on a group’s social dynamics. Volunteermoderatorswork
from the bottom up, whereas commercial content mod‐
eration is directed from the top down, obeying pol‐
icy and norms set by company. A study by Seering
et al. (2019) showed that while company‐driven moder‐
ation strategies view anti‐normative behavior as some‐
thing that should be removed or banned, volunteer
moderators tend to personally engage with commu‐
nity members and view such interaction as an opportu‐
nity for growth for the whole community. Some schol‐
ars have emphasized this continuous interaction as a
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centerpiece for community development and concep‐
tualized volunteer moderation as an ongoing negotia‐
tion in which the meaning of moderation is continuously
defined and explained amongst stakeholders such as the
platform, community, and fellow moderators (Gillespie,
2018; Matias, 2019; Seering et al., 2019). This implies
that community guidelines are not fixed and can evolve
over time as a result of a company’s self‐perception and
the demands of users; in other words, they are conse‐
quent to the negotiation process (Myers West, 2017).

Prior studies have identified fairness as a key element
of successful moderation as users’ reaction to modera‐
tion is likely to depend on whether they feel it is done
fairly (Jhaver et al., 2019; Myers West, 2017). If there is
confusion about the reasons for moderation or feelings
of being treated unfairly, users who have experienced
moderation can become frustrated. One way for them to
deal with this frustration and confusion is by developing
their own theories for content takedown (Jhaver et al.,
2019; Myers West, 2017). In particular, hidden com‐
mercial content moderation creates tensions between
users and the platform: Frustrated usersmay turn against
platforms through collective protests with the aim of
raising the visibility of content that the platform has
hidden from them (Gillespie, 2018; Myers West, 2017).
In the commercial moderation system, users remain
absent, and they are only given the role of laborers
who can report content they deem objectionable (Myers
West, 2017).

2.2. Gatekeeping in Social Networks

For decades, scholars of media and communication have
applied a theory of gatekeeping to describe content
selection in the media environment and ascribed the
term “gatekeeper” to personswho have a role in carrying
out this selection. Barzilai‐Nahon (2008) has addressed
the need for updating traditional gatekeeping theories
to fit better in the context of digital networks. According
to her, traditional theories view gatekeeping as a selec‐
tion process based on a gatekeeper’s individual char‐
acteristics and position of power, while dynamics and
relationships between stakeholders are left unconsid‐
ered. This reduces gatekeeping to simply a one‐way
direction and top‐down process, which is an inadequate
way to describe it in the context of information net‐
works with multiple gates and channels for spreading
information (Barzilai‐Nahon, 2008). In the context of
this study of groups on Facebook, this complexity of
information flow is seen in volunteer moderators’ abil‐
ity to control only information within their own com‐
munities. Network gatekeeping theory presents three
main goals: “locking‐in” of gated users inside the gate‐
keeper’s network; protecting established communities
from unwanted entry from outside; and maintaining
ongoing activities within network boundaries without
disturbances (Barzilai‐Nahon, 2008). All three goals point
to outsiders being the main threat for communities.

Contrary to the traditional literature, which has con‐
ceived the gatekeeper as having complete power in infor‐
mation production and dissemination, Barzilai‐Nahon
(2008) saw a dynamic relationship between the gate‐
keeper and the gated that forms through frequent,
enduring, and direct exchange. The gated are not viewed
as passive nor powerless in this process; they too can
have power and exercise it. Contrary to traditional media
settings, non‐elite members can become prominent in
gatekeeping in the networked context as well, influenc‐
ing what is being discussed and how it is done. This is
particularly evident in cases of mass movements and
uprisings, when ordinary users play a significant role
in raising topics to prominence and elevating others
to higher status through active gatekeeping (Meraz &
Papacharissi, 2013).

Collaborative and networked modes of action were
expected to lead to flatter and less hierarchical organi‐
zational forms (Bennett & Segerberg, 2012). However,
there is evidence that power structures of user‐driven
communities can be rather oligarchic, so that some indi‐
viduals gain a more privileged position and exert their
authority onto others (Keegan & Gergle, 2010; Shaw
& Hill, 2014). As shown by a study of Wikipedia, elite
users are in a position to select and remove content, but
they also have to accept contributions from non‐elite
users in order to keep content flowing (Keegan & Gergle,
2010). Similarly, there are elite users with privileges to
restrict others in software wiki communities, although
they can hinder community development when they
use this authority to promote their own agendas over
the interests of the community as a whole (Shaw &
Hill, 2014). Scholars have presented a range of views
on participatory structures of online communities and
how these structures are associated with moderation
(Keegan & Gergle, 2010; Matias, 2019; Seering et al.,
2019; Shaw&Hill, 2014). The key questions here are how
should privileged members exert their power over ordi‐
nary members, and should they restrict some users to
maintain the harmony of the community? In order to sur‐
vive, online communities need to self‐regulate,members
must conform to norms by monitoring their own behav‐
ior, and those who violate these norms should be pun‐
ished (Honeycutt, 2005).

The network gatekeeping theory recognizes that the
stakeholders involved in gatekeeping are not equally
powerful, and some attributes, such as political power,
information production ability, or relationship with the
gatekeeper, can lead to greater salience in the network
(Barzilai‐Nahon, 2008). AsMyersWest (2017) argued, vis‐
ibility is the most effective way to gain political power
on social media in a networked environment, and users
without the power to influence platforms’ moderation
policy can fight unfair moderating decisions by giving
prominence to what platform has hidden.

The starting point of this study is that social
media users are not just passive receivers of informa‐
tion; instead, they can actively construct their political
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environment on social media by building networks and
tailoring their information flows. Relying on network
gatekeeping theory and its two main components, net‐
work gatekeeping identification and network gatekeep‐
ing salience, this study aims to investigate gatekeeping
practices and goals in political Facebook groups (RQ1)
and analyze power dynamics between the gatekeepers
and the gated (RQ2). The term “salience” refers to the
degree to which gatekeepers give priority to the gated.
Therefore, this study examines if there are any differ‐
ences in members’ positions of power (RQ3), so that
some group members are more influential and there‐
fore gain more visibility for their views than others man‐
age to do.

3. Method and Data

This qualitative study uses data obtained from 15 semi‐
structured interviews with Facebook group moderators
as research data. The face‐to‐face interviews were con‐
ducted between December 2019 and February 2020 in
Finland. The informants were selected first by search‐
ing for active Finnish Facebook discussion groups labeled
as political or societal. Then persons named as moder‐
ators or administrators of these groups were identified
through each group’s public page and contacted person‐
ally viaMessenger. Initially, interview requests were sent
to 20 individuals, of whom five either declined or did
not see the invitation. The interviews were recorded and
transcribed, and the duration of the voice files varied
from 58 to 170 minutes.

This study uses semi‐structured interviews because
of the flexibility of this format. In addition to predeter‐
mined research themes, it allows other relevant themes
to develop throughout the interviews (Choak, 2012).
Therefore, it can bring out new and unexpected results
and allow the study to take new directions. Data analy‐
sis followed thematic analysis, which is a process of iden‐
tifying patterns and themes within the data (Creswell,
2013). The analysis first focused on gaining a detailed
understanding of moderation practices and the intervie‐
wees’ experiences of their roles. Following the procedure
described by Creswell (2013), the text was first classified
into codes and then into broader themes. Each of the
themes were interpreted in terms of their meaning in
respect to the research questions.

This study focuses on groups dedicated to political
discussion for three reasons. First, previous research
showed that tensions between users of social media net‐
works tend to arise particularly when discussion is con‐
nected to politics (Zhu et al., 2017). Second, political
beliefs and attitudes are found to drive selectivity in sub‐
sequent information processing (Taber & Lodge, 2006).
Third, in a political context, information control reflects
the state of power relations between stakeholders who
aim to achieve their political goals (Barzilai‐Nahon, 2008).
Prior work has thus suggested that content selection
and moderation are very likely to occur in politically

motivated social media discussions in comparison with
other topics.

4. Findings

4.1. Moderation as Boundary Control

“You don’t want someone stupid at a good party”
(Interviewee 6). As shown in the quote, the interviewees
indicated that screening applications for group member‐
ship is an essential aspect of moderation. Many mod‐
erators reported having developed specific checklists to
evaluate who would become a suitable member and
contributor and who is applying to the group just to
troll. The moderators put a lot of effort into keeping
their groups closed from potential troublemakers who
might disrupt discussion and prevent other members
from participating. In many groups, member lists were
curated so that moderators could judge each applicant
before giving approval. Sometimes, they would discuss
the merits of acceptance with their fellow moderators.
Judgement of suitability for the group was passed by
inspecting information on an applicant’s profile page and,
in particular, their liked pages and other group member‐
ships. Membership of some strictly moderated Facebook
groups were perceived as a recommendation and proof
of an applicant’s good behavior. As the following quote
shows, somemoderators were adept at detecting poten‐
tial trolls and troublemakers by looking for certain signs:

They can be very discreet. Once there was some‐
one who had created numerous troll accounts and
each account had the same background picture. But
you don’t see that until you put the profiles side by
side to compare them. It’s a dog whistle for the like‐
minded; an invitation to troll. When they see those
certain signs in the profile, theywill join in the trolling.
(Interviewee 10)

The groups being studiedwere at different stages in their
life cycle, which in turn affected their member approval
policy. Some groups were rather new and at a growth
stagewith plenty of applications formembership coming
in, and so moderators would accept new members daily.
In these groups, the moderators did not scrutinize appli‐
cations as carefully because they wanted new members
to join. Moreover, some groups were at a stage of satu‐
ration, and the moderators were satisfied with current
membership levels and user activity. In these groups,
they were a little reluctant to accept new members and
stated that they did not want the group to grow any big‐
ger because new members would bring increased work‐
load and the potential of trouble.

For mature and well‐functioning groups, newcom‐
ers pose a greater risk as they might challenge exist‐
ing norms and express their disagreement. In this way,
they need extra moderation and guidance. They may
be perceived as a threat to the power and authority
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of established members, particularly in situations when
many newcomers are accepted at the same time
(Honeycutt, 2005). However, for online communities to
sustain themselves and grow, new members must still
be occasionally accepted. One of the groups in this study
was at a terminal stage with diminishing user activity
and rare new applicants. In this group,moderation policy
was very strict and only a few newcomers were accepted.
Eventually, this led to the group diminishing.

Similar findings about boundary control have been
made in prior research of online communities. In partic‐
ular, elite members control access to a community and
monitor who is allowed to participate in conversations
(Honeycutt, 2005; Weber, 2011). If a newcomer fails to
conform to group norms, the elite refuse to accept that
member into the group unless they admit their igno‐
rance of the norms (Weber, 2011). However, disruption
caused by newcomers can be useful for a community
as it helps moderators and members to identify and
define rules and boundaries. Moderators screen mem‐
bers because they want to minimize damage and avoid
additional work. As a moderator from a well‐functioning
and stable group said: “I admit that when I judge some‐
one’s suitability as a member of the group, I think about
the potential workload. If their profile information gives
the impression that this is a quarrelsome person, I might
not approve them” (Interviewee 3).

When members are carefully screened and their
views are seen to be similar to the group consensus,mod‐
erators are more likely to apply softer moderation strate‐
gies. One way of conceptualizing moderation strategies
is to divide these into soft and hard, based on how
much moderation restricts users’ activities in the group.
Personal discussions, in which a moderator contacts the
member privately and notifies them about questionable
behavior, were mentioned as the softest form of mod‐
eration, whereas excluding a member from the group
either temporarily or permanently was generally consid‐
ered to be the hardest form of moderation. The strength
of moderation can also be defined based on its visibility
to users. In this sense, screeningmembers in advance is a
soft formofmoderation:When someone is not accepted,
this does not leave any trace for group members to see
because outsiders are not allowed to post in the group.
However, declining someone’s right to participate can
be considered the strongest limitation that a moderator
can apply to users. Warning someone discretely in per‐
son and hiding someone from discussions without their
knowledge are invisible forms of moderation, whereas
public interventions in a discussion, bans, and removals
are usually visible to the whole group, and therefore
might harm one’s reputation within the group. Private
discussion between moderator and member was consid‐
ered a discrete form of moderation because it is invis‐
ible to other members and allows the person in ques‐
tion to save their face in the group. Private discussion
was used particularly in situations when a troublemaking
user was well known in the group, or when moderators

suspected that a user might regret their behavior after‐
wards, for example due to drunkenness. As one modera‐
tor said: “In themoderation business, I often feel that we
need to protect people from themselves, like preventing
them for causing harm to themselves” (Interviewee 6).

Many moderators reported using hard forms of mod‐
eration, namely bans and removals, actively and with‐
out previous negotiation. However, doing so is likely
to cause unwanted reactions in the group as removing
someone can create tension and criticism among group
members. Because hard moderation is visible to other
members, banning or kicking someone out of the group
publicly is likely to give even more visibility to their opin‐
ions. Removing members tends to invoke critical discus‐
sion about censorship and sympathy for the removed
person. Moderators admitted that trolls sometimes use
this approach to cause extra fuss and reaction from oth‐
ers, and therefore they intentionally provokemoderators
with the aim of being punished publicly. For this reason,
moderators need to be careful in how they deal with
provocative content:

Some people just want to get to say that “the moder‐
ation sucks in this group, I am leaving now.” And then
others begin to wonder if there is something wrong
with this group. We have to remove the “I’m leaving”
notes because they are used with the intention of
harming the group and the good spirit between peo‐
ple. (Interviewee 10)

The findings point out that in successful groups, moder‐
ators have a strong sense of community and belonging
to their group, which is an important factor behind them
actively volunteering for moderation work. Moderators
with strong feelings of belonging to their group feel own‐
ership and are committed to taking care of and nurtur‐
ing the community by continually monitoring content
andmembership. If founders andmoderators do not feel
any ownership or obligation to look after their group,
it is more likely to become filled with arguments and
misinformation. Some moderators mentioned caution‐
ary examples of abandoned, non‐moderated groups that
attracted political actors who used them to spread their
own political agendas. Eventually, the group would drift
away from its original purpose.

4.2. Power Dynamics Between Moderators and
Members

Another main aim of this study is to understand the
power dynamic between moderators and group mem‐
bers, and to find out whether some members’ views are
given more priority than others. In the interviews, mod‐
erators were asked if they perceive comments from all
group members as being equal in terms of their value
and contribution to the group. They uniformly stated
that some social media users are better in having their
opinions heard and accepted by the group, while others’
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opinions remain ignored. They also described the key
characteristics of an influential group member, saying
that such a person’s individual skills are the most impor‐
tant reason for salience. Asked what most important
qualities are for being taken seriously by others, the
moderators emphasized good writing and argumenta‐
tion skills and sound knowledge and expertise of matters
under discussion. They also stressed that merely being
vocal and active in the group does not make someone
influential. If a participant is not good at expressing their
opinions in written form or lacks grammatical skills, it is
harder for them to be perceived as credible in an online
discussion. In addition to skills, being famous through
offline activity and having a strong reputation based on
previous history as a member also contribute to a mem‐
ber’s salience. It seems that a member’s personal friend‐
ship with the moderator is not perceived as a factor
that leads to greater visibility and salience; but instead,
these active key members tend to develop closer rela‐
tionships with moderators and gain more influence over
time and activity in the group. These key members have
an important role in directing discussion as their opinions
are more valued and trusted than those of less‐known
members. Some moderators admitted that it is difficult
tomoderate these salient members, and as a result, they
are given more freedom to express their views.

Becoming a prominent member who is valued in the
group leads to a virtuous circle. Those who are active
and comment regularly becomewell‐known among their
peers and gain more prestige over time. Eventually,
anything they say is likely to receive positive atten‐
tion. However, moderators admitted that salience could
sometimes become harmful for the group if prominent
members dominate discussions and draw all the atten‐
tion to themselves, while others do not receive attention
and feedback to their comments. One moderator said
that she would encourage less visible members by liking
and commenting on their posts:

When someone famous in the group posts some‐
thing, she gets loads of likes, whereas someonewho’s
not so good at expressing her ideas and does not have
the same status receives no reaction. I try to be on the
side of the underdog and comment with something
positive like “yeah, that’s great” just to show some
empathy. (Interviewee 6)

Contrary to traditionalmedia, the success of socialmedia
sites relies on users’ activity. Even though moderators
possess a considerable amount of power over discus‐
sion within the group, its members are not completely
powerless, and they can influence the course the group
takes through their participation. In the interviews, the
moderators mentioned a couple of ways how moder‐
ated members or users who had been removed would
resist their moderation policy. The first is by flagging and
reporting content to Facebook’s own moderation team.
Sometimes, when content receives a number of flags,

it will be removed, even if it is not against Facebook
own policy. Flagging content is thus used to bypass local
group moderators and question their power (see also
Gillespie, 2018). The secondway is to create a competing
Facebook group that would discuss the same topics and
be intended for the same audience, albeit with a differ‐
ent moderation policy that is tailored to addressing the
perceived faults of the original group. Among the groups
studied, there were some examples of groups that had
been created in protest to some other group’s moder‐
ation policy as their founders had felt they had been
treated unfairly.

Eventually, users have thepower to keep communities
alive by participating or abandoning them, which makes
social media groups highly dependent on their member‐
ship, and particularly on those who are active contribu‐
tors and valued by moderators and their peer members.
Users can abandon groups if they are not satisfied, and
without users creating and updating content, groups will
eventually die. This demonstrates how in the context of
social media, the power relationship between gatekeep‐
ers and the gated remains dynamic and can change.

5. Discussion and Conclusions

As exposure to news, opinions, and political information
increasingly occurs through social media, scholars have
expressed their concern about its narrowing and polar‐
izing effect on the information that people are exposed
to. Research has confirmed social media users’ tendency
to network with those who have similar opinions, which
is identified as a main driving force behind polarization
(Boutyline &Willer, 2017; Lewis et al., 2011). These com‐
munities of like‐minded people are suspected of ampli‐
fying individuals’ existing beliefs and restricting the free
flow of information, which is harmful for the formation
of balanced political views, and thus for deliberative
democracy. In connection with this scholarly discussion,
which often takes place in relation to algorithmic mod‐
eration, this study shows how information is filtered in
politically motivated grassroots groups by human mod‐
erators. Opacity of moderation policy, which has been
named as the main problem in the way that platforms
conduct moderation (Gillespie, 2018; Roberts, 2016), is
also present in moderation done by volunteers. If users
are unaware of the filtering that is performed on their
behalf, they do not knowwhat information is left out and
why, which leads to their participation in public debate
being inadequate or even biased.

Social media platforms are major gatekeepers of
information as the selection of content is inherent to
them. Moderated private groups, such as those pre‐
sented in this study, provide in many ways a prominent
base for the polarization of views, especially if they do
not allow dissenting opinions. Controlling access is an
effective way to maintain the homogeneity of a group,
and hence, moderationmay pose a risk that groups even‐
tually develop into echo chambers. Similar to the study
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by Kalsnes and Ihlebæk (2021), this study views moder‐
ation practices that are concealed from group members
as problematic because they are an obstacle for delibera‐
tive democracy and personal development. When users
are not accepted into a group to begin with, they are
moderated and silenced even before they have partici‐
pated. This study proposes that transparency throughout
all decisions and strategies of moderation is important
for civic discussion.

The present study has some limitations as the find‐
ings rely solely on interviews with moderators. In order
to analyze the moderation process as a whole, and bet‐
ter understand power dynamics between gatekeepers
and the gated, future research needs to include view‐
points from all stakeholder groups involved, and partic‐
ularly from those who are the object of moderation.

This study shows that the work of volunteer modera‐
tors encompasses a much wider range of activities than
simply hiding or removing content, which are named
as the main elements of Facebook’s approach to mod‐
eration (Kalsnes & Ihlebæk, 2021). Controlling access
by curating member lists is a major part of modera‐
tion in groups on Facebook; however, it has often been
left unexplored in prior related studies. Through contin‐
uous boundary control, moderators define the group’s
ideals for those who are inside and outside of group,
as well as for themselves. By focusing on their groups’
boundaries, the moderators in this study were shown
to view outsiders as the biggest threat to the groups
and norms. When boundaries are blurred, the existence
of the group may be threatened and open to attack.
Access to the group is regulated in order to not only
maintain group norms and cohesion of views but also to
avoid harder forms of moderation. Hard moderation—
namely by restricting users’ participation or altering it
by removing or editing content—occurs in all groups,
but because these activities can affect harmony and
bring consequences, moderators would rather prevent
such incidents by carefully screening potential members.
In particular, when the group is in a state that is satisfying
for moderators and key members, accepting new mem‐
bers may pose risks.

Volunteer moderators have a challenging task of
responding to members’ expectations while maintaining
the group’s main purpose through their everyday moder‐
ation tasks. Prior studies have suggested that user‐driven
communities tend to develop non‐democratic structures,
so that some users tend to gain more privileges and vis‐
ibility than others (Keegan & Gergle, 2010; Shaw & Hill,
2014). This study recognizes the existence of “elite mem‐
bers” who have more visibility and power in relation to
moderators and get their messages across better than
others. Usually, these activemembers are viewed as ben‐
eficial for online communities as these are dependent
on their contributions (e.g., Malinen, 2015), but some‐
times they can be harmful for the group and its dynam‐
ics. A salient member can draw attention to themselves,
and so discourage others from contributing.

In the current high‐choice social media environment,
information transmission has become more direct, but
many of the mechanisms through which information
flows from producers to users still remain invisible. This
study has revealed how volunteer moderators control
political discussion in groups on Facebook, and its find‐
ings show how they hold a disproportionate amount of
power over group members. The relationship between
gatekeepers and the gated is thus asymmetrical and uni‐
lateral; gatekeepers possess a range of tools for limit‐
ing, or even preventing, the participatory opportunities
of the gated (see also Dovbysh, 2021). This article has
approached gatekeeping in social media asmeans of con‐
trol that involves several controlling practices that mod‐
erators can use towards group members. Focusing par‐
ticularly on one of these strategies—boundary control—
the findings show how it is used as a discrete but effec‐
tive way of controlling content. It prevents unwanted
users from participating, but at the same time, it is not
evident to group members.
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Abstract
On the example of Ukraine during the Yanukovich presidency (2010–2014) this article explores which factors support jour‐
nalists’ agency in relation to censorship pressure in a competitive authoritarian regime. It shows that a critical mass of
journalists existed who reacted to censorship pressure with rejection. Based, first of all, on 31 semi‐structured interviews,
we examine the working conditions of prominent national journalists and analyse how they describe their role andmotiva‐
tions. We argue that the nature of competitive authoritarianism offers journalists opportunities for critical reporting, but
that it is individual characteristics of journalists—including professional ethics, networks, and job mobility—which define
whether and how the respective opportunities are used.
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1. Introduction

Scholarly discussions ofmedia control in non‐democratic
regimes often focus on themacro perspective, investigat‐
ing ways of media control, like ownership or legal reg‐
ulation of media. What is less studied is the agency of
journalists in this context that enables them to react dif‐
ferently to the resulting pressure. The literature dealing
with democracies offers some suggestions on possible
influences that are rooted in individual journalists’ pro‐
files. According to Helmueller and Mellado (2015), role
perception affects news content created by journalists,
whereby role conceptions vary more between countries
than within them (van Dalen et al., 2012), highlighting
the importance of the country‐specific context. However,
in‐depth studies of journalistic reaction to political pres‐
sure in a non‐democratic context are largely missing

beyond recent studies on self‐censorship (Schimpfössl
et al., 2020).

That is why we are interested in which conditions fos‐
ter the agency of journalists when faced with political
pressure in a competitive authoritarian regime. In this
kind of regime, governments attempt to maintain the
image of a functioning democracy while using a multi‐
tude of tools, including the systematic manipulation of
institutions, to tilt the political “playing field” in their
favour (Levitsky & Way, 2010, p. 1). In the case of media,
this leads to practices of censorship that are covert and
heterogenous (Levitsky & Way, 2010, pp. 8–9). Business
people take over major mass media as part of their deals
with ruling political elites; in this case, censorship pres‐
sure is exerted by media owners: a phenomenon which
has been described as “media capture” (Mungiu‐Pippidi,
2008; onUkraine, see Ryabinska, 2017, pp. 59–69). In the
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case of Ukraine, for example, since the early 2000s,
about two‐thirds of television viewers have been watch‐
ing news programmes from stations that are owned by
the country’s most influential business people, so‐called
oligarchs (Pleines, 2016, p. 124).

This analysis looks at Ukraine from 2010 to 2014, a
period during which the country is considered an exem‐
plary case of a competitive authoritarian regime (Levitsky
&Way, 2010; Pleines, 2012). Themedia system inUkraine
has been described as being characterized by “poverty,
small size of the market, strong politicization and control
of media, and low professionalism” (Dobek‐Ostrowska,
2015, p. 35). In this situation, the TV market is not driven
by market logic, but rather seen as means through which
to accumulate political influence (Ryabinska, 2011, p. 5).
Media also depend on political advertising. For‐pay polit‐
ical advertising in the form of so‐called dzhynsa (hidden
for‐pay advertising) was common during the 2005–2010
election campaigns (Grynko, 2012, p. 263; Ryabinska,
2011, p. 10). These developments had affected report‐
ing, e.g., leading to news channels ignoring facts deemed
“inconvenient” for the government and an imbalance in
reporting on the government compared to the opposi‐
tion (Ryabinska, 2017, pp. 71–72).

Critical independent media faced selective pressure
from the ruling political elites and related business net‐
works. One example of an outlet under pressure was
the television channel TVi, which lost its general broad‐
casting licence already in 2010, the first year of the
Yanukovich presidency. In 2012 it was investigated by
the tax authorities and lost access to major satellite TV
distributors. Finally, in April 2013 it saw an unfriendly
takeover (“Independent TV station under increasing
threat,” 2012). At the same time, this example demon‐
strates the agency of journalists. Journalists do not have
to acquiesce to mounting pressure on their work by the
state or oligarchic media owners. In the face of the TVi
takeover, they went on strike. Later some moved on to
found the independent TV channel Espreso.tv. Another
prominent case was Forbes Ukraine, which had con‐
ducted an intensive investigation into state procurement
systematically favouring companies allegedly close to
president Yanukovich. The journal was taken over by a
businessman with very close links to Yanukovich and the
investigative journalists left (Tuchynska, 2013).

In sum, the conditions under which journalists in
Ukraineworkedwere characterized by pressures on their
reporting levied upon them by the political environment,
including most prominently oligarchs.

2. Reacting to Censorship Pressure on Media Under
Autocracy

Much has been written about the fact that (mostly
non‐democratic) governments put pressure on media
and individual journalists to influence reporting
(Akhrarkhodjaeva, 2017; McMillan & Zoido, 2004).
Political pressure for self‐censorship is often created in

violation of journalists’ civil rights using violence, selec‐
tive law enforcement, and manipulated charges. It is
often assumed that in anticipation of potential troubles
most journalists in authoritarian regimes engage in self‐
censorship, meaning that they shy away from reporting
on certain individuals or topics due to their anticipation
of the consequences their reporting might otherwise
have. In this sense, self‐censorship is “often understood
in relationship to censorship,” as Schimpfössl et al. (2020,
pp. 1–11) summarize the debate.

Pressures regarding what to report on and how to
report may result in very different actions by those they
target. Numerous studies on a variety of countries show
thatmany journalists react to strong and violent pressure
with wide‐ranging self‐censorship (Kenny & Gross, 2008;
Nadadur, 2007; Tong, 2009; Yesil, 2014). Many journal‐
ists also develop conformism and claim that they report
in an appropriate way (Schimpfössl & Yablokov, 2014).
Journalists may also choose to respond with ethical jus‐
tifications about why engaging in some forms of self‐
censorship is appropriate (Skjerdal, 2008).

Scholarly analyses of the phenomenon are compli‐
cated by the fact that pressures are often communi‐
cated euphemistically, unlike, for example, the often
cited temnyki (from temnii‐ “dark,” directives from the
presidential administration to media) of the Kuchma era
in Ukraine, which provided daily instructions to jour‐
nalists what (not) to cover in reporting (Grynko, 2012,
p. 263). In cases where explicit censorship is absent,
the “red lines” that should not be crossed when report‐
ing are subject to interpretation and change (Fedirko,
2020; Zeveleva, 2020) so that journalists might fail to
adequately anticipate the consequences of their actions.
Under such conditions, journalistic self‐censorship is
seen as the result of the “interplay between free will,
coercion and obligation” (Fedirko, 2020, p. 13).

Accordingly, the result of pressures on journalist
may be something entirely different than self‐censorship
since journalists have agency in choosing from a large
repertoire of responses to such pressures. Some journal‐
ists, while explicitly accepting some self‐censorship pres‐
sure, test its limits (Lee & Chan, 2008). Others reject such
pressure outright and get into conflict with chief editors
andmedia owners, continuing to write stories about top‐
ics that may be perceived as problematic. Furthermore,
some journalists chose to resist pressure by quitting the
job in protest, participating in protests, or funding inde‐
pendent news outlets.

What, then, enables certain journalists to resist cen‐
sorship pressure and continue with critical reporting
(and risk open conflict with owners or politicians)?
As there is no universal framework that could be applied
to the case, this study is exploratory. However, the
literature on what influences media content can give
some hints as to which areas to examine (Shoemaker &
Reese, 1996).

It is safe to expect that the political regime plays
an important role. Self‐censorship exists in democracies
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(Kohut, 2000). However, it is unique to authoritar‐
ian regimes that the content subjected to public self‐
censorship pressure relates, first of all, to the perfor‐
mance of the political regime and its representatives,
thus addressing a core issue of political media reporting.
There is some literature in a political science tradition
that examines the conditions under which journalists in
authoritarian regimes havemore or less leeway to shape
media contents. The most prominent explaining factor is
the overall degree of authoritarian control (Stier, 2015).
Indeed, in authoritarian regimes, the pressure towards
self‐censorship is usually coordinated country wide. As a
result, a specific bias in reporting is not restricted to an
individual media outlet, but applied across major media,
thus considerably reducing media pluralism.

However, it is important to note that in a compet‐
itive authoritarian regime the censorship pressure on
media can strongly vary, as it is not centrally admin‐
istered by a state agency. Accordingly, at the level of
media organizations, we can expect a difference in pres‐
sure by media type, where TV is supposed to be most
strongly controlled and the internet to offer most oppor‐
tunities for pluralism (Heinrich & Pleines, 2018, p. 5).
Furthermore, we know from the Russian case that pres‐
sure from owners, transmitted via loyal editors, affects
content (Fredheim, 2017) and differs in linewith the posi‐
tion of the owners vis‐à‐vis the political regime.

Moreover, there are individual‐level factors that influ‐
ence reporting. A recent study finds that organizational
factors have the largest influence on news production,
while individual predispositions matter far less (for the
summary of the literature see Hanitzsch et al., 2019,
p. 105). However, as we are interested in more than
media content production (where editorial decisions
matter more), factors relating to the own professional
path, personal network, or the question of how indi‐
vidual journalists make sense of the context they work
in are as important. In this context, how journalists
reflect upon their conditions and their role perception
has found to have an effect on news content (Helmueller
& Mellado, 2015).

3. Research Design

Our analysis aims to answer the question of what
enables journalists to resist to pressures of self‐
censorship in a competitive authoritarian regime. As the
related state of research is limited, we provide an
exploratory case study examining the role of journal‐
ists working at major national media in Ukraine during
the Yanukovich presidency (2010–2014). Ukraine at this
time is not only a typical case of a competitive authoritar‐
ian regime, but it is also marked by a developed media
system and a larger number of renowned investigative
journalists. The period under study allows us to examine
a consolidating competitive authoritarian regime and
its crisis in the wake of the Euromaidan protests from
November 2013 to February 2014.

Our exploratory case study is first of all based on
31 semi‐structured interviews with Ukrainian journal‐
ists who were active during the period under study.
A reputational sampling method was used to identify
interviewees. With the reputational approach, we fol‐
low the strand of the literature on elite interviewing
which argues for the identification of the most relevant
interview partners (thosewith the respective reputation)
instead of opting for a probability sample. Tansey (2007,
p. 765), for example, states that in such cases the aim
“is to obtain information about well‐defined and specific
events and processes, and the most appropriate sam‐
pling procedures are thus those that identify the key
political actors—those who have had the most involve‐
ment with the processes of interest.” To identify the key
actors of relevance for a specific study, a snowball tech‐
nique is often used so that the reputational approach has
also been described as a different kind of snowball sam‐
pling (Farquharson, 2005).

The study presented here combines desktop
research and the snowball technique to identify those
prominent national journalists who had rejected cen‐
sorship pressure during the Yanukovich presidency.
Accordingly, our analysis describes the situation of lead‐
ing national journalists, while the experience of local
journalists in smaller cities was likely different. It is, thus,
important to note that while Ukraine stands for many
similar competitive authoritarian regimes with a media
market with considerable oligarch influence, the individ‐
ual journalists selected for the study do not constitute
a cross‐section of the profession. Our selection focuses
on (often prominent) cases of independent journalists
reacting with insubordination to censorship pressures
and cross‐references them with experiences of journal‐
ists from other groups, thus examining the conditions
that enabled some to resist censorship pressure that
was present throughout the system.

Questions addressed during the interviews were
inspired by the literature and covered the following
areas: employment history, job motivation, and journal‐
istic neutrality. Specifically relating to their employment
situation during the Yanukovich presidency, questions
addressed hiring practices, work routines, the relation‐
ship between editor (owners/managers) and journalist,
topics covered or difficult to cover, and self‐censorship.
Where applicable interviewees were asked about their
experiences after an ownership change, quitting a job,
or establishing a new media outlet during the period
under study.

The interviews were conducted by Esther Somfalvy
(Research Centre for East European Studies at the
University of Bremen [FSO]) and by partners of the
research project Comparing Protest Actions in Soviet and
Post‐Soviet Spaces, which is organized by Heiko Pleines.
These partners were the Public Sociology Laboratory
(PS‐Lab) and the Foundation for the Preservation of the
History ofMaidan (FPHM),which for the interviews coop‐
erated with the Ukrainian Institute of National Memory
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(UINP; see Kovtunovych & Pryvalko, 2015). Interviews
were conducted in English, Russian, or Ukrainian depend‐
ing on the preference of the respondent. With a few
exceptions, all interview partners agreed to the use of
their full names in quotations. As they have a long expe‐
rience of seeing their names in print (all are journalists,
some are persons of public interest), they know what
this agreement means. Some have explicitly objected to
anonymized statements. A list of interview partners is
provided in Table 1, a full documentation of the interview
process has been published on the DiscussData Platform
(Somfalvy & Pleines, 2021; on DiscussData see Heinrich
et al., 2019).

As the interviews were conducted after the end of
the Yanukovich presidency, they are likely to contain

some hindsight bias. However, as we are focusing on
journalists rejecting censorship pressure, i.e., being crit‐
ical of Yanukovich while he was in power, this is less
of an issue. That there is no strong political bias in our
interview sample is also confirmed by the fact that sev‐
eral respondents commented critically on the state of
media freedom in the post‐Maidan period. In the inter‐
views, specific examples were usually given to substanti‐
ate more general statements. Moreover, the position of
these journalists was at the time demonstrated by their
public actions, e.g., writing open letters or quitting their
job in protest. Still, whenever possible, we have triangu‐
lated interview statements by talking to several people
from the same media outlet and by checking additional
documents and media reporting at the time.

Table 1. List of interview partners.

Interviewee Interview by Organization 2013 Status 2013 Date of interview

Atanasov, Vitalii FSO Fokus Regular author 2019‐05‐14
Babich, Bogdana FPHM Spilno.tv Co‐founder 2014‐12‐09
Berdynskykh, Kristina FPHM Korrespondent Journalist, blogger 2015‐04‐30
Burdyga, Igor FSO Kommersant/Vesti Reporter Senior business correspondent 2019‐05‐14
Davidenko, Boris FSO Forbes Editor‐in‐chief 2019‐05‐13
Gumenyuk, Nataliya FSO Several channels Freelancer 2019‐05‐15
Ivanchenko, Roman FPHM Interfax Journalist 2016‐10‐04
Kalnysh, Valerii FSO Kommersant Editor‐in‐chief 2019‐05‐17
Kapshuchenko, Yulia UINP n.a. Journalist 2014‐10‐21
Kapustin, Andrey UINP Freelancer Journalist, blogger 2015‐06‐04
Karagyaur, Vladimir FPHM Spilno.tv Volunteer 2015‐04‐07
Khardy, Mar’yana UINP Freelancer Photojournalist 2014‐03‐21
Melykh, Olga FSO Ukrainian Week Communication officer 2019‐05‐15
Nerodyk, Inna UINP Channel 5 Journalist 2014‐11‐06
Paskhover, Aleksandr FSO Korrespondent Editor business 2019‐05‐14
Petrenko, Galina FSO Marketing Media Review Editor‐in‐chief 2019‐05‐14
Piddubyi, Oleksandr UINP Freelancer Journalist 2014‐08‐22
Portnikov, Vitalii FSO Espreso.tv Editor‐in‐chief 2019‐05‐17
Romaniuk, Roman FSO UNIAN Editor news 2019‐05‐17
Rybak, Vitalii FSO Local newspaper in Vynitsa Freelancer 2019‐05‐16
Samofalov, Andrii FSO Forbes Ukraine Journalist 2019‐05‐13
Sadomtseva, Galina FPHM Spilno.tv Volunteer 2015‐07‐13
Shara, Anatolii FSO Maidan media, Tyzhden Freelancer 2019‐05‐15
Shirochenko, Vladimir FPHM Freelancer Photojournalist 2015‐04‐03
Shovkoshitnyi, Radion FPHM TV channel “Business” Journalist 2015‐05‐02
Sokolenko, Natal’ya UINP Centr‐UA Journalist 2015‐01‐14
Yasenchuk, Aleksandr UINP Local media in Chernihiv Journalist 2014‐03‐20
Zaklets’kii, Oleksandr FPHM Freelancer Photojournalist 2014‐11‐28
Anonymous (No. 16) PS‐Lab n.a. Journalist 2014‐07‐10
Anonymous (No. 31) PS‐Lab n.a. Editor 2014‐07‐XX
Anonymous (No. 48) PS‐Lab n.a. Journalist, blogger 2014‐07‐17
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A further source of information for this study is a sur‐
vey on journalistic ethics and professionalism conducted
in May 2013 among 52 journalists (of which 30 are from
Kiev) working for print, radio, television, and internet
media (Ilko Kucheriv Democratic Initiative Foundation,
2013). For a closer analysis of the context, media reports
on issues relating to the media environment, media free‐
dom and censorship have been included in the case, as
well as other relevant documents, like legal acts, state‐
ments issued by agencies, and experts.

4. Rejecting Self‐Censorship Pressure in Ukraine
(2010–2014)

In order to explain the rejection of self‐censorship pres‐
sure by a number of prominent national journalists
in Ukraine during the Yanukovich presidency, we first
present their perception of this pressure. We then go
on to describe three key features of the media land‐
scape which are associated with higher levels of jour‐
nalistic agency and offered opportunities for critical
reporting: namely the existence of niches, professional
ethics, and a flexible job market. The period of the
Euromaidan protests in 2013–2014, which was accompa‐
nied by increasing pressure on journalists, will be analy‐
sed in a separate section.

4.1. Perception of Censorship Pressure

The interviews support the expectation that in competi‐
tive authoritarian regimes, like Ukraine under President
Yanukovich, political censorship pressure is not applied
equally throughout the country and across all media.
Regarding the creation of news content, there is a broad
spectrum: Some respondents say they only ever expe‐
rienced conflict between correspondents and editors
that were part of daily reporting and had no qualms
to fight for their point of view (Interview Burdyga) and
could decline to report on any topic they were asked to
cover (Interview Anonymous No. 16). That the exact “red
lines” for reporting were not always clear is supported by
the account of a journalist at Kommersant Ukraine who
after an ownership change checked the fresh copies for
changes made to articles and was surprised to find that
none had been made (Interview Burdyga).

The majority of journalists say that they did expect
some pressure from owners. Oligarchic ownership,
according to Boris Davidenko, former editor‐in‐chief at
Forbes Ukraine, often led to the creation of a list of
people and topics that were not to be covered in a
negative way (Interview Davidenko). Everybody in the
industry, interviewees claim, knew that certain peo‐
ple were better left alone (Interview Romaniuk—at the
time news editor at UNIAN news agency). Pressures
to censor topics were sometimes quite explicit. A jour‐
nalist explained that once the medium she worked
at was sold, the editorial policy changed quickly and
openly, as journalists “were told that the investigations

related to Yanukovich, his family and team were impos‐
sible” (Interview Berdinskykh). Davidenko recalls that
when Forbes was taken over by a businessman close to
President Yanukovich, journalists were promised higher
salaries if they stopped critical reporting and simultane‐
ously threatenedwith dismissal if they did not (Interview
Davidenko). At UNIAN news agency journalists were
fined if they negatively covered President Yanukovich, as
was made public by five former employees in an open
letter in October 2012 (“Barometr svobodi slova,” 2012).

While media owners often intervened systematically
in the reporting of journalists, in the perception of jour‐
nalists, state organs only reacted when red lines were
crossed. However, writing something that was deemed
“unacceptable” resulted in threats (Interview Shara).
Another journalist reported having been personally fol‐
lowed and spied upon by secret services in 2012 while
working at TVi (Interview Portnikov). These personal
accounts are supported by figures from a report com‐
piled by Reporters Without Borders (“Moment of truth,”
2012) that finds systematic state violence against journal‐
ists. This violence later escalated further in the wake of
the Euromaidan protests.

4.2. Agency Based on Position, Knowing About “Niches”

Differences in censorship pressure felt across the pro‐
fession can partly be explained by the nature of the
outlet and by different preferences of the owners that
are—to some extent—known to journalists. One respon‐
dent described self‐censorship at TV stations as “some
kind of Stockholm syndrome,” where it became the
standard way of functioning and was no longer chal‐
lenged (Interview Paskhover). There was less pressure in
low‐profile print publications. One editor believed that
the perceived unimportance of the publication within
the owner’s portfolio made it possible to enjoy some
freedom in their reporting (Interview Petrenko). Another
interview partner reports that the pressure on the staff
of Radio Vesti grew once its popularity grew (Interview
Kalnysh). The interviews also support the perception
that online media had more freedom. According to
an interviewee:

I worked on the newspaper’s website… we were a
little bit disconnected, we put online news that was
notmuch related to the newspaper—we allowed our‐
selves to be objective there. Journalists who worked
directly on the newspaper—it was harder for them.
(Interview Anonymous No. 31)

Interview partners also report on the existence of niches
by topic or type of reporting. For example, an inter‐
view partner claims that investigative reporting could be
done relatively unhindered (personal communication),
and another one reported that business media was such
a niche (Interview Burdyga). The claim about business
media being a niche where reporting could be done
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relatively freely requires some context, given the struc‐
ture of the Ukrainian media market with its oligarchic
owners. The factor most often mentioned to explain dif‐
ferences in censorship pressure is, in fact, the position
of the owner. This is supported by a poll of 52 journalists
conducted inMay 2013 in which 38 named business peo‐
ple with political interests as one of the biggest obstacles
to press freedom, while only 27 chose ruling politicians
(Ilko Kucheriv Democratic Initiative Foundation, 2013).
Moreover, as owners have different interests, censor‐
ship pressure does not lead to uniform media reporting
(for which in Ukraine the term “oligarchic pluralism” has
been coined; Ligachova, 2015).

Another example of how ownership affects what top‐
ics are considered to be unproblematic is provided by
an interview partner who recounts his experiences at
a newspaper outside the capital, which was controlled
by the local authorities. This meant that the actions
of the national government could be criticized, while
local matters had to be reported about very carefully
(Interview Rybak).

Finally, it must be noted that the perceived interests
of the owner and the consequences for their work are
subject to journalists’ interpretations. It may not even
always be clear to journalists who owns their outlet
(Interview Burdyga). Opaque ownership structures make
it more difficult to factor in negative reactions to poten‐
tially contentious actions.

4.3. Motivation and Professional Ethics

Professionalism and a certain understanding of how a
journalist should report—“objectively” or “neutrally”—
play an important part in the interviewees’ role under‐
standing. Several of them also express the belief
that they would quit a job rather than compromise
their integrity.

When the journalists interviewed, who were chosen
for their prominent rejection of censorship pressure dur‐
ing the Yanukovich presidency, describe their outlook
on their job, it becomes apparent that although their
motivation for becoming a journalist may vary—and is
often related either to chance or to a need to earn
some money—at some point during their career ideal‐
ism or the idea of having a societal role to play pre‐
vailed. One such perspective‐changing event is described
by Shara, who witnessed violence by the police during
the protests on Maidan and describes it as a “bifurca‐
tion point” (Interview Shara; see also Budivska & Orlova,
2017, p. 147).

There are different ideas about what it means to be a
journalist and how “objective” or “neutral” reporting can
be. However, all of our respondents highlight that jour‐
nalists should follow professional standards. With that,
they position themselves against any censorship pres‐
sures which they perceive as unethical. Although they
use different terminology (referring to objectivity and
neutrality) their ideas resemble Hanretty’s (2011) con‐

cept of journalistic autonomy. It is also important to note
that our respondents identify with different versions of
“neutral” reporting, not with support for specific political
camps or ideologies. It is also indicative that—although
they all opposed the Yanukovich regime—many of them
are also highly critical of themedia freedom record of the
post‐Maidan government.

Some journalists self‐describe as particularly driven
by ideals, a fact which was known to colleagues and
gave them special status (Interview Anonymous No. 31).
Another journalist claims that it was clear to the new
owners of her outlet that she would not write anything
as a favour (Interview Berdinskykh).

As a consequence of this attitude, when the own
outlet will no longer accommodate their professional
standards, these journalists will quit their job and
move elsewhere. During our research for this study, we
have counted 13 such cases involving over 100 jour‐
nalists for the period under study (Somfalvy & Pleines,
2021). One journalist reports already having quit a
well‐paid job for one where he could actively oppose
Kuchma in 2004 (Interview Shyrochenko). Many journal‐
ists quit without having a clear idea of where to go next
(Interview Berdinskykh).

4.4. Job Market

The idealistic interest in working as a journalist as well
as the need for some income means that the important
question from the perspective of the journalists who do
not fit into the pro‐regime media is whether there are
alternative job opportunities available, as this makes the
risk of leaving or the threat of being fired less dramatic.
To what extent this is the case in competitive authoritar‐
ian regimes has so far not been examined systematically.
Accordingly, it is an important insight into the function‐
ing of censorship pressures thatmost of our respondents
who lost or quit their job during the Yanukovich presi‐
dency did not experience problems finding a new one.
The Euromaidan of 2013–2014 is also reported as having
provided young journalists with awindowof opportunity
in the job market (Interview Melykh).

Collectively, our respondents point to three explain‐
ing factors for alternative job opportunities for critical
journalists within the media system:

(1) Relatively large demand for journalists in a situa‐
tion of rather unattractive employment conditions.
The financial situation of the media allows for lit‐
tle financial support for regular high‐quality report‐
ing, although some funding for investigative jour‐
nalism is available (Interview Gumenyuk). Many
do not stay in the profession long‐term (Interview
Davidenko; Interview Petrenko). Low salaries and
bad working conditions also mean that journalists
do not have much to lose when quitting their job.

(2) Personal networks. Recruitment for new positions
is often based on pre‐existing personal networks
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and recommendations. Several interview partners
found jobs through friends (Interview Ivanchenko),
or left their jobs together with team members
and helped one another to find new employ‐
ment (Interview Burdyga). Some journalists report
choosing a place of work because they had friends
already working there (Interview Shara). Editors
may also feel responsible for their colleagues
(Interview Kalnysh). In this context, it is also impor‐
tant to note that in Ukraine under Yanukovich
seemingly there was no blacklist of journalists crit‐
ical to the regime. When one of our respondents,
an editor‐in‐chief, lost his job at a pro‐Yanukovich
newspaper in a conflict about reporting, he got a
phone call with a job offer on the very same day,
and only after he had started to work at the new
media outlet did he realize that it was owned by a
pro‐Yanukovich oligarch, causing him to quit again
(Interview Kalnysh).

(3) Opportunities to set up new media outlets.
A larger number of journalists who lost or quit
their job got involved in the creation of newmedia
outlets. When Korrespondent was taken over in
2013, a whole team of journalists quit and later
went on to foundNovoe Vremya. Portnikov reports
breaking with TVi due to their refusal to report
on the Euromaidan protests (Interview Portnikov).
He set up Espreso.tv with a team largely made
up of former TVi employees in November 2013.
Similarly, Bogdana Babich and her team set up
Spilno.tv which provided live broadcasts from the
protests. Other journalist‐driven projects were
Hromadske.TV and Channel 112. That this was pos‐
sible is due to the nature of competitive author‐
itarianism which formally guarantees media free‐
dom, and factually only restricts it when it chal‐
lenges the ruling elites, which small start‐upmedia
at least initially did not do.

As discussed in the section on the research design
this study focuses on prominent journalists working
for national media. Clearly, the opportunities outlined
above are not available to all journalists. Most impor‐
tantly, the media landscape outside the capital is usually
much less varied, so that job mobility may simply not be
feasible due to the lack of job offers. Moreover, regional
media were in many cases under stricter and more uni‐
fied control either by the regional state administration or
one dominating oligarch than national ones.

However, even for prominent journalists this rela‐
tive job mobility only exists as long as there are niche
publications accommodating journalist who offend the
regime, and an official blacklist of journalists does not
exist. This started to change during the later stage of the
Yanukovich presidency, as we will discuss in the follow‐
ing section.

5. The Euromaidan Protests

The beginning of the protests in late November 2013
on the Maidan Nezalezhnosti, a central square in Kiev,
in response to the announcement that the government
would not, as anticipated, sign an association agreement
with the European Union (which is why the protests
were later referred to as “Euromaidan”) took place dur‐
ing a time of growing concern for the future of indepen‐
dent media.

Ukrainian journalists in 2013 felt a tightening grip
of Yanukovich’s associates on media. Journalists recall
that in 2013 the space for independent journalism was
rapidly shrinking, as a “big shopping” of media assets
was going on among oligarchs (Interview Kapustin). This
prompted some to fear that if nothing changed, soon
there would be no space for independent reporting left,
and some journalists were already prepared to switch
profession or leave the country (Interview Anonymous
No. 48). Paskhover, business editor at Korrespondent
magazine at that time, recalls a meeting in November
2013 where together with a colleague they announced
that they wanted to quit over the new editorial policy:

When we said that we would leave, we were hon‐
estly told that there would be nowhere to go soon.
They were going to buy everything. It was the first
time I thought about changing my profession. I just
really had the feeling that, in general, there would
be nowhere to go professionally. Well, and then two
weeks later Maidan happened.

A substantial number of journalists was present at
and participating in the protests from the start. This
was partially because the initial call for protest was
a post on Facebook by Mustafa Nayyem, a jour‐
nalist who addressed his friends and colleagues.
Journalists mentioned as the reason for initially going
to Maidan their ties to the organizers (Interview Babich;
Interview Kapustin), or “sociological curiosity” (Interview
Berdinskykh) about the unfolding events. As the protests
gained momentum, more journalist recognized their
magnitude and expressed a feeling that this was
simply the place they had to be (Interview Khardy;
Interview Piddubyi). Professional networks seem to play
a role in whether journalists went to the protests at
the early stage. A network of like‐minded colleagues
already existed through their involvement in the Stop
Censorship! movement founded in 2010 (Budivska &
Orlova, 2017, p. 140).

The protests received little attention from state‐
owned media at the beginning and were covered mostly
by small independent media (including online TV chan‐
nels that became popular due to this coverage). Initially,
there was relative freedom to report on the events,
which is often attributed to the fact that the oligarchs
owning the majority of the media did not take a side,
which left editors and journalist to decide for themselves
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how to cover the events andwhether to participate in the
protests (for a detailed account of how reporting changed
throughout the events see Ryabinska, 2015; Szostek,
2014). When protests grew in size, journalists working at
some pro‐Yanukovich media were not allowed to cover
them, but apart from that were left to their own devices.
A journalist working at a TV channel linked to Yanukovich,
the channel Business, recounts his experience:

In themiddle of theMaidan [protests],wewerebroad‐
casting “Swan Lake” non‐stop. We’d come to work,
but we didn’t do the news. On the one hand, it’s good
that you’re not on vacation and you get paid. At this
time, instead, you could have gone toMaidan in peace.
On the other hand, you should show up for work,
but you’re notworking. (Interview Shovkoshytnyi; sim‐
ilarly Interview Anonymous No. 31).

The situation for freelancers was different. While they
could simply decide to go toMaidan (Interview Pidduby),
freelancers could have difficulty proving they were there
on an assignment and could be prosecuted for partici‐
pation in a riot. The consequence, as one interviewee
explains, was the blurring of the line between those par‐
ticipating as citizens, as journalists, or as combatants
(Interview Zaklets’kii).

The Euromaidan protests brought increasing repres‐
sion, including physical violence, some specifically target‐
ing journalists and opposition media (“Raids on three
opposition media,” 2013). Another catalytic moment
came in January 2014, when the parliament passed
repressive media legislation. Galina Petrenko who dur‐
ing that time was the editor‐in‐chief of a marketing
publication recounts that she and her colleagues were
discussing how to react—either by publishing an issue
containing onlywhite pages or bywriting about the issue.
The decision to write was taken with a feeling of “while
we can still talk, well, until the law comes into force, we
have to talk. Our job is to talk. Well, that’s why we talked
as much as we could” (Interview Petrenko).

Regardless of whether they started attending the
protests in a journalistic capacity or as activists, many
interviewees say that they attempted to keep these roles
separate. They did this by separating between day‐job
covering the events and activism in their spare time
(Interview Ivanchenko). In many instances, this proved
impossible as the events unfolded—just as suggested by
the literature that finds a blurring of boundaries between
journalism and activism (Ligachova, 2015; Szostek, 2014).
For example, one journalist also explains that only later
did she and her colleagues realize that they were already
engaged in activismbeyond their purely journalistic work
(Interview Petrenko).

6. Conclusion

The research presented in this article examines what
enabled a group of Ukrainian journalists to reject cen‐

sorship pressure and exercise agency over their report‐
ing. The case study demonstrates that a critical mass of
journalists existed under competitive authoritarianism in
Ukraine who rejected censorship pressure.

It can be stated that the dispersed control over
media assets that is typical for competitive authoritar‐
ian regimes, and which in the case of Ukraine is exer‐
cised by oligarchs, is an important element of what
could be described as opportunities for critical journal‐
ism. The diverse strategies of media owners—with addi‐
tional differentiation by media type and visibility—can
explain why journalists are exposed to different levels
of self‐censorship pressure, which means that niches
for critical reporting exist. A second important element
of the opportunities for critical journalism is the high
degree of job mobility, often based on professional net‐
works. Journalists were also sharing the perception that
they knew about the rules and niches where they could
report according to their standards, switching jobs if they
felt their professional ethics compromised. Importantly,
related job mobility was not hampered by any coordi‐
nated blacklisting of critical journalists. A third element
of the opportunities for critical reporting is the possibil‐
ity to register and organise independent media outlets.
All of these elements facilitated the agency of journalists
under the competitive authoritarian regime established
by Yanukovich.

The opportunities are thus dependent on having
some media pluralism in place. The perception that
this pluralism was being threatened by the Yanukovich
regime was also shared by many interviewees. This may
have contributed to mobilization as the Euromaidan
protests started in late 2013, as journalists were facing
the question of how to position themselves vis‐à‐vis the
regime. Russia in the last two decades serves an illustra‐
tive case of what happens when a regime obtains control
over a large proportion of the media sphere, which by
itself is a sign of the regime becoming fully authoritarian
(Pleines, 2020; Somfalvy, 2020).

The journalists who used the opportunities for crit‐
ical journalism were all driven by professional ethics
focusing on journalistic autonomy. That this was not
about empty words was proven by several mass resigna‐
tions of entire journalistic teams in the years 2012–2013.
Such collective action also points to another important
factor explaining critical journalism—the embeddedness
in networks of like‐minded colleagues. This was relevant
not only for job security but also for joint projects like the
foundation of new media outlets and joint activism.

These findings on journalists under authoritarian‐
ism resonate with the literature on other profes‐
sions’ agency, which is linked to their motivation for
the rejection of authoritarian control and collective
action. For example, studies on lawyers suggest that
professional ethics and encountering the violation of
rights might foster mobilization against an authoritarian
regime (Kazun & Yakovlev, 2017). On the other hand,
lawyers rely on state structures to a higher degree than
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journalists, who might also be more mobile. This sug‐
gests that journalists could, by nature of their profession,
have more agency than lawyers when working under
competitive authoritarianism. Hence, a comparison with
how other professions resist authoritarianism could fos‐
ter a broader understanding of how individuals function
within and make use of opportunity structures their pro‐
fession provides based on how it relates to the wider
regime’s context.
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Abstract
Autonomy is of paramount importance for journalism, but there is little empirically based knowledge of how journalists
copewhen it is threatened. Using a case study approach, this contribution examines a newsroom conflict that took place in
the public service Radio and Television of Slovakia. It started when the new director general, a person believed to have ties
to one of the coalition political parties, was elected by the parliament in 2017, and it culminated in layoffs and resignations
of more than 30 reporters and editors in 2018. The case study is based on semi‐structured interviews (N = 16) with the
journalists who decided to quit in protest of what they called “creeping political pressure,” those whose contracts were not
prolonged, those who decided to stay at their jobs, and the members of the previous and the new management. Building
on the interviews and document analysis, the article inductively develops a classification scheme for resistance practices
the journalists used to cope with the perceived interference with their professional autonomy that came fromwithin their
media organisation. These practices include having internal discussions, voicing concerns during newsroommeetings, writ‐
ing an internal letter to themanagement,meetingwith themanagement, establishing a trade union, requestingmediation,
writing an open letter to the viewers and listeners, publicly criticising the management in the media, voluntarily asking to
be re‐assigned to another topic area or position in order to avoid interference, staying at one’s job in open opposition to
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1. Introduction

Professional autonomy is one of the holy grails of journal‐
ism. The freedom of journalists to make and follow their
own norms and rules of practice is one of the key ideal‐
typical values upon which journalism’s ideology is based
(Deuze, 2005). It is what makes journalism a profession
(Freidson, 1994) or, in Bourdieu’s terms, what makes it
a separate field (Bourdieu & Wacquant, 1992). Given its
paramount significance, important questions arise: How
do journalists react when they feel that their autonomy
is threatened?What options andmeasures do they have
to handle what they perceive as undue interference?

This study sheds more light on the different ways
that professional autonomy can be defended in prac‐

tice. More concretely, it focuses on the resistance prac‐
tices used to deal with perceived internal pressure from
within the news organisation (i.e., from management).
It employs a qualitative case study approach (Yin, 2018)
to analyse a newsroom conflict that took place in the
Slovak public service broadcaster Radio and Television
of Slovakia (RTVS) in 2017 and 2018. The conflict started
when the newdirector general, a person believed to have
ties to one of the then‐coalition political parties, was
installed by the parliament, and it culminated with the
layoffs and resignations of more than 30 reporters and
editors who complained of “creeping political pressure”
(Jančáriková, 2018).

Even though the importance of professional auton‐
omy in journalism is well documented in the scholarly
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literature, resistance practices used by journalists when
their autonomy is in jeopardy have rarely been studied
(as pointed out, e.g., by Barrios &Miller, 2020). Empirical
studies mostly focus on the perceived level of journal‐
istic autonomy in various countries (Ahva et al., 2017;
Hughes et al., 2017), or, from the opposite angle, on
exploring various types and forms of interference in jour‐
nalistic autonomy (Akhrarkhodjaeva, 2017b; Goyanes &
Rodríguez‐Castro, 2019) and on the extent of the jour‐
nalists’ experience with this interference (Clark & Grech,
2017; Hiltunen, 2019). However, the question of how
journalists actually deal with the pressure and interfer‐
ence is less often addressed, and if so, available stud‐
ies have focused mostly on external political interfer‐
ence that occurs in flawed democracies and authoritar‐
ian or hybrid regimes (Ataman & Çoban, 2019; Barrios
& Miller, 2020; Slavtcheva‐Petkova, 2019). Another rel‐
evant stream of literature, the research on conflicts
in public service media, zeroes in on cultural clashes
between the content makers and top managers who are
responsible for administering and running “the factory”
(Nissen, 2014), and on concrete cases when the inde‐
pendence of public service broadcasters was breached
and journalistic autonomy constrained (Dragomir, 2017;
Dzięciołowski, 2017; Koivunen, 2017). Again, an empha‐
sis on the array of possible resistance practices of dis‐
satisfied journalists is missing. This is where this study
steps in.

The case of the newsroom conflict in the public ser‐
vice medium in Slovakia is of interest for three rea‐
sons. First, as already suggested, previous research has
focused primarily on external political interference in
non‐democratic countries, unlike this study, which exam‐
ines the case of (perceived) internal interference from
within themedia organisation in a European Union coun‐
trywith a relatively high ranking for democracy and press
freedom. Slovakia is currently ranked 42nd out of 167
countries in the 2019 Democracy Index (The Economist
Intelligence Unit, 2020), and 33rd out of 180 countries in
the 2020World Press Freedom Index (ReportersWithout
Borders, 2020). Second, this study contributes to our
knowledge of journalism culture in Central and Eastern
Europe, a region which has, compared to Western soci‐
eties, been studied considerably less (e.g., Standaert
et al., 2019). As journalistic autonomy certainly did not
belong to the core ideal‐typical values of journalism dur‐
ing the communist times, the question arises whether
and to what extent the journalists working for the pub‐
lic service broadcaster in Slovakia adopted autonomy
as an essential value that was worth defending. And
third, journalistic autonomy is of particular importance
in the realm of public service media because their raison
d’être is independence from both political and economic
pressure. Therefore, although journalists in general are
expected to defend their autonomy when they feel it
is under attack, this expectation is reasonably higher in
the case of journalists working for public service media,
which makes RTVS an interesting case to study.

This article is organised as follows: It first reviews
the literature on the resistance practices that journal‐
ists use to cope with interference in their autonomy and,
drawing from organisational studies, reviews the litera‐
ture on the practices that employees use to express their
dissent (Section 2); it describes the research method
and data (Section 3); it analyses the newsroom con‐
flict and introduces an inductively developed classifica‐
tion scheme of resistance practices through 16 semi‐
structured interviews with the journalists and managers
from the RTVS newsroom (Section 4); Section 5 is the
summary and conclusion.

2. Literature Review: Resisting Interference and
Voicing Dissatisfaction

2.1. Journalistic Autonomy and Coping With
its Encroachment

Journalistic autonomy is the “latitude that a practi‐
tioner has in carrying out his or her occupational duties”
(Weaver et al., 2007, p. 70). It refers to “the extent to
which journalists can make decisions free of pressures
from management, commercial factors, as well as other
forces that reside inside the news environment” (Reich
& Hanitzsch, 2013, p. 135). Journalistic autonomy can be
threatened by the interference of various actors, either
internally, from within the journalistic field (e.g., editors,
managers), or externally, most notably from the politi‐
cal or economic fields. Interference can be described as
threats or inducements which cause or attempt to cause
journalists to act in a particular fashion (Hanretty, 2011,
p. 5), or as methods used to “influence journalists with
the objective of shaping editorial content” (Hiltunen,
2019, p. 5). Thus, interference does not only refer to
direct interventions (or attempts at interventions) in the
journalistic content, but also to all sorts of pressure to
discipline the journalists andmake them act according to
the interests of the sources of this pressure. In the case of
internal actors (most notably editors), in order to qualify
their actions as interference, these actions must be jour‐
nalistically unwarranted.

Available studies that explore the practices used by
journalists when they feel their autonomy is endangered
focus mostly on cases of external political interference
that occur in flawed democracies and authoritarian or
hybrid regimes (see Ataman & Çoban, 2019, for Turkey;
Barrios & Miller, 2020, for Columbia; Fedirko, 2020, for
Ukraine; Slavtcheva‐Petkova, 2019, for Russia). These
practices include: seeking support from editors (Barrios
& Miller, 2020; Slavtcheva‐Petkova, 2019); sharing or
handing over sensitive stories to other colleagues or
working anonymously (Ataman & Çoban, 2019; Barrios
& Miller, 2020); using social media to attract followers
in order to raise the costs for the potential sources of
the pressure (Barrios & Miller, 2020); trying to solve the
problems by directly contacting the sources of the pres‐
sure (Slavtcheva‐Petkova, 2019); practicing borderless
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and cross‐border journalism (Ataman & Çoban, 2019);
and using the support of international actors (Ataman &
Çoban, 2019; Barrios & Miller, 2020).

Studies that focus on democratic countries mostly
examine how journalists deal with commercial inter‐
ference, either internal or external (see Borden, 2000,
for the U.S.; Goyanes & Rodríguez‐Castro, 2019, for
Spain; Hanusch et al., 2017, for Australia and Germany).
Regarding external commercial interference, coping
practices include avoiding negative accounts about a
product or service (Goyanes & Rodríguez‐Castro, 2019;
Hanusch et al., 2017); not reporting about a product or
service at all (Hanusch et al., 2017); and beingmore care‐
ful about meeting journalistic norms in sensitive cases
(Goyanes & Rodríguez‐Castro, 2019). Regarding internal
commercial pressure, according to Borden (2000), jour‐
nalists use open protest, sabotage (e.g., making deci‐
sions without consulting higher levels of management),
principled compromise (i.e., concession in order to
accomplish basic journalistic goals), and “trump cards,”
which suggest that non‐compliance with standard jour‐
nalism would lead to a loss of credibility.

Although these studies provide useful insights into
how journalists cope with interference in different con‐
texts, none of them examine a situation similar to this
case study: A case of perceived internal interference that
comes from within the media organisation and that is
interpreted by dissenting journalists as the lack of pro‐
fessional skills on the side of the management (in the
best case) and as politically motivated (in theworst case).
Thus, this case study explores a unique situation where
journalists perceive the interference of their superiors
as journalistically unwarranted with only speculation for
the underlying motivations.

2.2. Employee Dissatisfaction in an Organisation: Exit
and Voice in Journalism

Besides research that focuses on how journalists deal
with perceived encroachment on their autonomy, organi‐
sational studies are the second relevant streamof scholar‐
ship upon which this contribution is based. Specifically, it
builds up the literature on the practices that employees
use to express their dissent for the organisation where
they work. In his widely cited work, Hirschman (1970)
summarised that people respond to the decline in the per‐
formance of organisations mainly by exit or voice. They
either leave the organisation (or stop buying its products),
or they voice their discontent andexert pressure upon the
organisation to improve its performance. Loyalty is the
key moderating variable: Less loyal employees and cus‐
tomers are more likely to exit; more loyal ones are more
likely to use their voice (Hirschman, 1970). Later research
identified a variety of other predictors such as: organ‐
isational commitment; job satisfaction; perceived jus‐
tice, trust, and fairness; psychological contract violation;
job alternatives; employability; and psychological safety
(Aravopoulou et al., 2017; Subhakaran & Dyaram, 2018).

Farrell (1983) enriched the exit‐voice conceptualisa‐
tion with two other options. Besides quitting or voic‐
ing their discontent, dissatisfied employees can opt for
loyalty (i.e., stick with the organisation and patiently
wait for improvement) or neglect (i.e., passive behaviour,
withdrawal, and hostility). Focusing on employees’ voice
strategies, Gorden (1988) distinguished four types that
are based on active‐passive and constructive‐destructive
dimensions. Accordingly, as summarized by Kassing
(2002), employees’ voice can be active constructive (e.g.,
making suggestions, argument, union bargaining), pas‐
sive constructive (e.g., listening, quiet support, unobtru‐
sive compliance), active destructive (e.g., complaining,
ingratiation, verbal aggression, antagonistic exit), or pas‐
sive destructive (e.g., murmurings, apathy, withdrawal).

In the field of journalism and media studies, the exit‐
voice‐loyalty‐neglect model has been applied for several
purposes: to explore and evaluate journalist resistance
to business constraints (Borden, 2000); to analyse the
responses of journalists to ethical dilemmas (Saldaña
et al., 2016); or to examine career choices of jour‐
nalists (Akhrarkhodjaeva, 2017a; Davidson & Meyers,
2016). Arguably, media organisations have several spe‐
cific features that need to be taken into account when
applying the exit‐voice‐loyalty‐neglect model to jour‐
nalists’ behaviour. These traits make journalists’ posi‐
tion when it comes to expressing dissent different from
that of, for example, assembly line workers. Journalism
is a specific profession with a high potential for con‐
flict and employee dissatisfaction. The very nature of
journalism—the construction of media representations
of reality—offers much room for ideological tensions.
Also, journalism can be considered as a semi‐profession
(Tunstall, 1971) without universally accepted standards
and rules of practice and without a clear definition
of what good professional performance is. This can be
another source of potential disputes between journalists
and management.

Journalism entails not only a high risk of conflicts
but also specific requirements for their resolution.When
journalists disagree with their employer’s editorial pol‐
icy, the stakes are high, and so are the societal demands
placed on them. It is in journalists’ vital interest to
defend their autonomy as, without it, they lose their
authority and can no longer be considered professionals
(Borden, 2000). However, at the same time, journalists
who would openly voice their discontent face extremely
high costs (Borden, 2000). In some cases, using voicemay
mean quitting with “the possible prospects of not being
able to return to the profession until conditions change”
(Akhrarkhodjaeva, 2017a, p. 8). Also, many journalists
hold the view that those who disagree with the editorial
policy of their media organisation are free to quit and
change to another one (Schimpfossl & Yablokov, 2014).
In short, it seems that in journalism, there is an increased
pressure on journalists to opt for voice or exit as opposed
to loyalty or neglect—and of course, that comes with
a price.
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3. Data and Method

This article aims to explore the resistance practices used
by the journalists working for RTVS to cope with what
they perceived as the undue interference of their supe‐
riors upon their professional autonomy during a news‐
roomconflict that took place in 2017 and 2018. The study
asks not only what resistance practices the journalists
used, but also what was their order, and how was the
selection of individual practices related to the broader
journalists’ strategies of how to respond to the unsat‐
isfactory conditions in the newsroom. Even though the
conflict affected both the radio and television divisions
of RTVS, this study focuses on the television only because
the clash was more dramatic, more closely followed by
the public, and led to more staff resignations.

As a broader methodological strategy to learn more
about the journalistic resistance practices, a case study
approach—“an empirical method that investigates a con‐
temporary phenomenon (the ‘case’) in‐depth and within
its real‐world context” (Yin, 2018, p. 15)—was employed.
Conflicts where journalists publicly complain of interfer‐
ence with their autonomy serve as a useful research
opportunity because they allow for the capture of the
variability of individual and collective resistance prac‐
tices, as well as the sequences. To explore the case of
RTVS, I conducted 16 semi‐structured interviews with
the main actors of the conflict (e.g., journalists, man‐
agers) and supplemented it with document analysis (e.g.,
news articles, an open letter written by journalists, the
management’s response) as a form of triangulation.

As pointed out by Nissen (2016), conflicting par‐
ties in public service media organisations typically offer
different interpretations of what happened. What one
stakeholder describes as a brave defence of auton‐
omy and independence, another interprets as a con‐
sequence of unsatisfactory performance and a lack of
loyalty. Obviously, semi‐structured interviews cannot
reveal which side of the conflict in RTVS was “right”
or “wrong,” nor do they prove whether or to what
extent the new RTVS management interfered with the
professional autonomy of the journalists. However, this
methodological approach can shed more light on how
the journalists reacted once they perceived the interfer‐
ence. To verify (to the extent possible) the basic facts,
I checked for inconsistencies in the versions and inter‐
pretations of conflicting parties and compared them
with descriptions of individual events as captured in the
news and other documents. All the interviewees agreed
on the elementary explanation of what happened, and
the document analysis also supported these findings.
As expected, what was not agreed upon were individual
actors’ motivations and the interpretation of key values
that needed to be protected.

Given that the subject of the analysis is an orga‐
nizational conflict, it is essential to mention the RTVS’
internal structure. RTVS was created in 2011 following
a merger of Slovak Television with Slovak Radio, and

the director general supervises both the radio and tele‐
vision divisions. They are elected (and potentially also
dismissed) by a simple majority of votes in the parlia‐
ment. The term of office is for five years, and the same
person may be elected to only two consecutive terms.
When it comes to news making, the highest‐ranking role
(right below the director general) is the head of televi‐
sion and radio news and current affairs. Their direct sub‐
ordinates are the editor‐in‐chief of television news and
current affairs and the editor‐in‐chief of radio news and
current affairs. One level below the editors‐in‐chief are
the team leaders who lead the rank‐and‐file reporters.

The selection of conversational partners was led by
an effort to cover the key groups of actors and to max‐
imise the diversity in the sample from the viewpoint
of position, gender, age, and length of working experi‐
ence. Participants were selected based on the author’s
knowledge of the case. With one exception, none of the
addressed participants declined the invitation to partici‐
pate in the research study. The conversational partners
fall into five key groups: the journalists whose contracts
were not prolonged by the new management (1 partic‐
ipant); the journalists who resigned in protest (4); the
journalists who decided to stay at their jobs (5; however,
one of them resigned shortly after the interview); newly
appointed managers (4); and members of the previous
management who resigned (2). Managers are defined as
people who oversaw editors and rank‐and‐file reporters
(e.g., team leaders, the head of television and radio
news and current affairs). The years of experience of the
5 female and 11 male participants ranged from 3 years
to more than 20. In the following text, for the sake of
brevity, I use the umbrella term “journalists” to denote
the dissenting part of the newsroom that included a
major part, though not all, of the reporters and editors.

The interviews were carried out between July 2018
and September 2019. All of the interviewswere recorded,
anonymised, transcribed verbatim, and subjected to cod‐
ing in Atlas.ti. To ensure better anonymity for the conver‐
sational partners, the generic feminine pronoun is used
throughout the text when referring to the participants.
To analyse the data, I used thematic analysis, “a method
for identifying, analysing and reporting patterns (themes)
within data” (Braun & Clarke, 2006, p. 79). The coding
and analysis process followed the analytic procedure sug‐
gested by Braun and Clarke (2006): It started with famil‐
iarising with the data and generating initial codes, con‐
tinued with searching for themes (collating the codes in
potential themes) and reviewing themes (including the
creation of a thematicmap), and endedwith defining and
naming themes, and producing the report.

4. Analysis: The Many Shades of Resistance

In what follows, I analytically describe the newsroom
clash in RTVSwhich resulted in a significant staff turnover.
Based on the interviews and the document analysis,
I inductively developed a classification scheme (Marradi,
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1990) for the resistance practices used by the journal‐
ists. They can be divided into two groups (Figure 1):
resistance when a change within the organisation is
deemed possible, and resistance when change within
the organisation is no longer deemed possible. Another
dividing line establishes resistance practices that can be
either internal (i.e., intra‐organisational) or external (i.e.,
extra‐organisational). The dissatisfied journalists at first
believed that change was possible and, as a general rule,
although with some exceptions, they first used inter‐
nal resistance practices, then they resorted to external‐
resistance practices. These practices did not lead to
change, so the journalists eventually accepted the sta‐
tus quo and opted for resistance practices based on per‐
sonal reactions to the unsatisfactory situation. Although
Figure 1 suggests a general direction of individual steps,
the process is reiterative rather than linear (e.g., request‐
ing a meeting with the management was a step that was
taken repeatedly in several stages of the conflict).

4.1. Prelude and Exposition: The Election of a New
Director General

The prelude to the newsroom conflict at RTVS started
with the election of the new director general. In a secret

ballot in June 2017, the Slovak parliament chose Jaroslav
Rezník to take the top position at RTVS. This choice was
received with apprehension by part of the journalistic
community and the public for two reasons. First, in the
months preceding the election, the two leading politi‐
cians, then‐Prime Minister Robert Fico (the chairman
of Smer‐SD party) and then‐parliament speaker Andrej
Danko (the chairmanof the SlovakNational Party), persis‐
tently and openly criticised RTVS and itsmanagement for
being anti‐Slovak, anti‐government, biased, unfair with
questions, and not publicising the successes of the gov‐
ernment (e.g., Benedikovičová, 2016), and they claimed
that “there must be a change in the leadership of RTVS”
(“IPI criticises Slovak PM’s,” 2017). The second reason
was personal: Jaroslav Rezník, the new director general,
was believed to have ties to the Slovak National Party,
the party that helped significantly to push through his
nomination. Thus, the new director general took office
in August 2017 in an atmosphere of tension and nega‐
tive expectations.

The concerns were fuelled by the changes in the
top management in September 2017. Rezník broke one
of the key unwritten rules of journalism—to main‐
tain a strict border between journalism and public
relations—and appointed three former press officers

internal discussions among dissa�sfied journalists
CHANGE IS DEEMED

POSSIBLE

INTERNAL EXTERNAL

wri�ng an open le er to the viewers and listeners

publicly cri�cising the management

in the media

staying at one’s job in open opposi�on

to the management

resigning in protest

*contac�ng the supervisory bodies of the public

service broadcas�ng organisa�on

wri�ng an internal le er expressing concerns

to the management

reques�ng a mee�ng with the management

mee�ngs with the management with the goal

to clarify the situa�on

voicing concerns and cri�cism during
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establishing a trade union

reques�ng media�on between the journalists

and the management

*voluntary re-assignment to another topic area

or posi�on in order to avoid interferenceCHANGE IS NOT
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Figure 1. Resistance practices of the journalists facing internal interference with their professional autonomy. Note:
The practices marked with an asterisk were mentioned by the research participants as a considered option, but they were
not actually used.
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from ministries and state organisations as the new top‐
managers for the television and radio newscasts. This
was seen by some journalists as a conflict of interest that
put RTVS’ credibility in danger. The new director general
refused to acknowledge the conflicts of interest and take
steps to ensure that the people coming from the polit‐
ical environment would not have the direct control of
the news content. As a consequence, the editor‐in‐chief
resigned in protest, and the rest decided to wait and see
what would come; at this stage, the concerned journal‐
ists discussed the issue internally and informally.

4.2. Collision: A Shutdown of an Investigative
Programme and an Explosive Staff Meeting

In winter 2018, themanagement of RTVS decided to shut
down its only investigative TV programme The Reporters
(Reportéri in Slovak) without any discussion with the
show’s editors, ostensibly due to the lack of quality. This
decision came shortly after the programme broadcast a
story critical ofMatica Slovenská, a state‐funded national
cultural organisation linked to the Slovak National Party
and to Jaroslav Rezník, the director general, whose father
happened to be a member of the organization’s pre‐
sidium. After protests from both the media community
and the public, the showwas reintroduced in September
2018, but the production team had been changed.
Furthermore, soon after airing the Matica Slovenská
story and the subsequent complaint of the organisation,
RTVS broadcast what wasmarked by several interviewed
journalists as an unusually laudatory story about the
organization in its evening news programme.

The journalists tried to resolve their concerns within
the organisation. They wrote an internal (non‐public) let‐
ter to the management and requested a meeting for
management to answer their questions:

In January, the newsroom became very concerned
about this, but we talked internally that we didn’t
want to be hysterical and that maybe these were just
communication misunderstandings that we wanted
to resolve within the organisation. We wrote an
internal letter signed by 77 or 78 people. [It] was
a short text with these points that were very wor‐
rying….[We wrote] that we believe that it was a
misunderstanding and that we were asking Director
General Rezník for an immediate staff meeting to
explain all of this. (Interview with an RTVS reporter,
July 2018)

The staff meeting took place in January 2018 and
included approximately 70 reporters from both the tele‐
vision and radio news divisions and the management
that was supposed to calm the situation. The most note‐
worthy moment, according to various research partic‐
ipants, was a speech by one of the radio managers.
Allegedly, he explained, the laudatory news story about
Matica Slovenská was broadcast because, as cited by

several of the interviewed reporters, “sometimes steps
need to be taken to soften the impact of a complaint”
(Interview with an RTVS reporter, February 2019). This
was met with loud protests from the reporters—they
described their reaction as shock, some of them because
they found such an approach to be journalistically and
morally unacceptable and others because they were sur‐
prised that he admitted it so openly. As summarized
by one of the interviewed reporters, “[E]veryone was
shocked that he said that out loud. Even if it does hap‐
pen, one does not say it [laughter]” (Interview with an
RTVS reporter, February 2019).

Soon after the meeting, two of the three new top
managers (i.e., former spokespersons) decided to resign,
officially for personal and health reasons. According to
the interviewees, they left due to the growing tensions
between the director general and the news staff in which
they were caught. The tension grew when one of the
vacant managerial positions—the head of television and
radio news and current affairs—was taken by Vahram
Chuguryan, a journalist‐turned‐spokesman who worked,
among other things, as a spokesperson for two min‐
isters who were nominated by the then‐coalition par‐
ties. Again, his professional past raised concerns among
some reporters.

4.3. Crisis: Banned Badges, Quarrels About Objectivity,
Open Letters, and Layoffs

The conflict entered its most heated stage in the strained
atmosphere that followed the murder of Ján Kuciak,
an investigative journalist who was shot dead with his
fiancée in their home at the end of February 2018.
VahramChuguryan, the new top‐manager, asked the tele‐
vision reporters not to wear badges with the portrait of
themurdered couple on‐screen. The badgewas originally
designed and produced by the publisher of the news
website for which Ján Kuciak had worked, and it quickly
became a symbol of solidarity with the victims and their
families. The badge became popular with many of the
participants of the anti‐government mass protests that
were sparked by the murder and that eventually led to
the resignation of PrimeMinister Robert Fico and his cab‐
inet. The new top‐manager considered the badge to be
a political symbol. Shortly after a discussion in the news‐
room, the journalists leaked the story about the “ban on
badges” to their colleagues in other media. At this stage,
the dissatisfied journalists started to publicly express
their concerns and criticise the management.

The tension grew into an open conflict. In the inter‐
views, both sides mentioned hostile and stressful morn‐
ing editorial meetings with every day quarrels, fights,
shouting, and insults. It seems that what followed was
a clash of two groups with two distinct journalistic cul‐
tures and different political orientations (including for‐
eign political orientation in terms of East vs. West).
On a practical level, this led to arguments about when
a balancing quote was needed, what to include as the
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“opposite’’ view, what sources to quote, whowas a credi‐
ble and relevant expert source, and how to name certain
events. In short, these questions concerned objectivity,
and even more broadly, they concerned the perceptions
of journalistic roles and of public service. Also impor‐
tant to mention is that, according to some of the inter‐
viewed journalists, these clashes often had one thing
in common—they were somehow related to the Slovak
National Party (i.e., the party that pushed through the
nomination of the director general), its leaders, and the
areas of its interest.

None of the interviewed reporters mentioned any
case of censorship. Nobody reported any direct com‐
mand or prohibition with regard to the production of
journalistic content, nor any case of an editorial change
without the author´s consent. However, all the reporters,
regardless of whether they decided to leave RTVS, com‐
plained of pressure exerted on them or their colleagues
to conform to the views of themanagers and to stop chal‐
lenging them. According to the interviewed reporters,
punishment was meted out for failures to adjust to their
managers’ perception of objectivity, their notion of how
to select sources, and the actors and opinions to include
through two disciplinary measures: excessive negative
feedback and cuts to bonuses, which were otherwise a
significant part of their monthly pay.

A step that some of the journalists considered, but
decided not to take, was contacting the supervisory body
of RTVS—the RTVS Council. The Council oversees the
functioning of RTVS, sets the salary of the director gen‐
eral, and it can submit a motion for filing a proposal for
their dismissal to the relevant committee of the parlia‐
ment. All nine council members are elected directly by
the parliament. However, the interviewed journalists did
not turn to the Council because they did not believe that
the members were genuinely interested in discovering
what was going on in the newsroom (and the members
of the Council did not approach them on their own).

The journalists continued to request a meeting with
the director general to describe the situation in the news‐
room. However, according to the interviewed reporters,
despite an initial promise made after the first big staff
meeting in January, he avoided themeetings, postponed
them, or cancelled one at the last minute. In this situ‐
ation, in April 2018, around 60 RTVS reporters and edi‐
tors signed a critical open letter to the viewers and lis‐
teners. They stated that they “continue to work freely…
but in a hostile climate” and that they fight with “dis‐
trust in [their] superiors, their intentions, and their skills”
(“Otvorený list,” 2018). They objected to the conflicts
of interest of their managers and former spokespersons,
and they accused the management of suppressing criti‐
cal voices. In their public response, Jaroslav Rezník and
the top managers labelled the signatories as young, inex‐
perienced, and radical. Also, in reaction to the open
letter, 35 reporters, anchor‐persons, and other RTVS
employees signed another open letter stating that they
work freely and without pressure.

Soon after, the RTVS managers ended the contracts
of four reporters who were among the signatories of
the critical open letter and who openly confronted and
criticised their superiors during the editorial meetings.
The management took advantage of the fact that, due
to the lack of financial resources, several of the RTVS
personnel were technically self‐employed contractors,
even though they were a stable and long‐term part of
the newsroom. Therefore, when getting rid of undesir‐
able personnel, it was possible to cancel their contracts
overnight instead of providing a muchmore complicated
formal dismissal notice.

4.4. Peripety: The Establishment of a Trade Union and
Requests for Mediation

In April 2018, the opposing journalists established a
trade union to protect their jobs and compel manage‐
ment to hold a meeting. According to Slovak law, the
employer is obliged to negotiate with a trade union.
Moreover, it is illegal to dismiss employees’ represen‐
tatives during their term of office and for six months
afterwards. Also, the employer may give notice or
immediately terminate the employment of a member
of a trade union only with the prior consent of the
employee’s representatives.

At the same time, there were repeated attempts at
independent mediation to resolve the conflict. These
attempts failed as well. Both sides of the dispute were
not able to agree on the mediator: The management
wanted to select the mediator and expected the journal‐
ists to accept the choice.

4.5. Catastrophe: A Wave of Resignations

Taking into account the aforementioned events, it came
as no surprise that at the end of May 2018, 12 television
reporters and editors handed in their notices of termina‐
tion. Resignation in protest happened shortly after the
unsuccessful negotiation between the trade union with
the director general. According to one of the reporters,
before the meeting they still hoped that he did not have
enough information about what was going on in the
newsroom: “After this meeting we understood that he
knew what was going on, he knew that our letters of res‐
ignations were almost on the table, but he actually did
not care” (Interview with an RTVS reporter, July 2018).
Thus, the non‐extension of the contracts for the four jour‐
nalists, together with a (perceived) lack of interest on the
part of the general director, seemed to be the turning
point after which journalists stopped trying to change
the conditions within the organisation and started to
focus on resolving their personal situation within the
status quo.

When explaining their decision, none of the
reporters mentioned any experience of censorship but
several of them expressed that the pressure from the
new management put them at risk of self‐censorship:
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The situation was terribly bad and there was enor‐
mous pressure for self‐censorship. That’s the main
thing. No one told us what to write, but everyone,
subconsciously, was already considering that I know
that if I write this there, I know that they [the man‐
agers] will criticise me harshly tomorrow morning.
(Interview with an RTVS reporter, February 2019)

As summarized by one of the interviewed reporters:
“Censorship does not manifest itself only by someone
saying that you can’t broadcast something, but also by
the exemplary punishing of colleagues who get bogged
down in a topic that the management is not comfortable
with” (Interview with an RTVS reporter, October 2018).
As the reporters and editors who decided to resign
explained in their public statement, they repeatedly tried
to come to an agreement with the management but had
now reached a point beyond which they could not go
further, and that their resignation was a matter of pro‐
fessionalism and journalistic honour. They also declared:
“We loved, love, and will love RTVS….We have children,
mortgages, and obligations, but most of all—we love
this job very much. Under these circumstances at RTVS,
however, we cannot carry out [our work] as faithfully as
before” (Spravodajské odbory RTVS, 2018). The manage‐
ment of RTVS stated that they regretted this decision but
respected the choice of the reporters.

Besides resignation in protest, the dissatisfied jour‐
nalists had two other options. One of the research par‐
ticipants considered voluntary re‐assignment to another
topic area or position in order to avoid the pressure (e.g.,
a transfer from the news section to the current affairs
section), but in the end, she decided otherwise. Another
option was to stay at one’s job, but in open opposition
to the management. This included open criticism both
within the organisation and publicly. Some of the inter‐
viewed journalists who at some point belonged to the
rebel groupopted for yet another approach: They decided
to focus on their own jobs and retreated into “internal
exile”; however, this could be considered to be a strategy
of acceptance rather than a strategy for resistance.

By Summer 2019, around two‐thirds out of 26 tele‐
vision reporters left or were denied contract extensions.
The same applies to roughly one‐half of the editors and
all of the on‐line editors.

5. Conclusions

This article explored the resistance practices used by
the journalists who worked for RTVS, the Slovak public
service broadcaster, to cope with what they perceived
as the undue and journalistically unwarranted interfer‐
ence of their superiors with their professional auton‐
omy. The resistance practices identified in this case study
included internal discussions among dissatisfied journal‐
ists, the writing of an internal letter to express con‐
cerns to the management, requests for a meeting with
the management, meetings with the management with

the goal to clarify the situation, the voicing of concerns
and criticism during regular newsroom meetings, con‐
tacting supervisory bodies of the public service broad‐
casting organisation, the establishment of a trade union,
requests for independent mediation between the jour‐
nalists and themanagement, thewriting of a public open
letter to the viewers and listeners, the public expres‐
sion of concerns and criticism in the media, requests for
voluntary re‐assignment to another topic area or posi‐
tion in order to avoid pressure, staying at one’s job but
in open opposition to the management, and resigna‐
tion in protest. To summarize, the journalists gradually
moved from voice to exit, indicating that—in line with
past studies (Borden, 2000; Davidson & Meyers, 2016)—
using voice eventually comes at extremely high costs
in journalism.

These resistance practices are very different from
those identified in previous research,which largely exam‐
ined cases of external political interference (Ataman
& Çoban, 2019; Barrios & Miller, 2020; Slavtcheva‐
Petkova, 2019) or external/internal commercial interfer‐
ence (Borden, 2000; Goyanes & Rodríguez‐Castro, 2019;
Hanusch et al., 2017). This suggests that the choice
of specific types of resistance is closely related to the
source and type of interference. Another important vari‐
able is the type of organisation; some of the identified
resistance practices can only be used in public service
media (e.g., contacting supervisory bodies of public ser‐
vice broadcasting organisation).

In the organisational studies literature, voice strate‐
gies are distinguished from the employer’s perspective
based on active‐passive and constructive‐destructive
dimensions (Gorden, 1988). However, this study argues
that professional conflicts should not be assessed solely
from the standpoint of the employer. If, for instance,
voice has to be used to defend professional auton‐
omy, from the viewpoint of the journalistic profession,
labelling individual strategies as constructive or destruc‐
tive may look quite different. This study therefore intro‐
duces a different conceptualisation that adopts the per‐
spective of employees, and that is based on two main
dimensions, reach and aim. In terms of reach, resis‐
tance practices can be either internal (i.e., used within
the organisation) or external (i.e., extending beyond the
boundaries of the organisation). Also, they can aim at
the improvement of the conditions within the organisa‐
tion (i.e., these practices are used when journalists still
believe change is possible) or they can aim at resolving
the personal situation when change in the organisation
is no longer considered possible. In the first stage, the
dissatisfied journalists tried to improve the conditions in
the organisation with internal resistance practices. As a
general rule, although with some exceptions, they only
resorted to external resistance practices once they had
exhausted the internal ones. In the second stage, the
journalists accepted the status quo and opted for resis‐
tance practices that were focused on personal reactions
to the unsatisfactory status quo. The reiterative model
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of resistance practices, including the general direction of
individual steps, introduced in this study can be further
developed and tested in other newsroom conflicts both
in public service and commercial media organisations.

Also, this case study supports Hirschman’s (1970)
claim that the key moderating variable that influences
the response to dissatisfaction is loyalty. The journalists
had long sought to change the situation in the organisa‐
tion because they identified with its values and mission,
felt to be a part of it, and considered the steps of the new
management to be a threat to its reputation and ability
to fulfil its mission. Another important variable that was
identified in this case study is peer support and the jour‐
nalists’ ability to organise and resist collectively. Several
of the resistance practices were collective (not individ‐
ual), and many of the interviewed journalists mentioned
that mutual support was a significant factor that helped
them continue in resistance. The significance of the col‐
lective aspect of resistance must be emphasized all the
more as journalists are often reluctant to organise them‐
selves and practice their occupational voice (Davidson &
Meyers, 2016).

Finally, this case study suggests that, even though
journalistic autonomy historically did not belong to the
core ideal‐typical values of journalism in Slovakia, a coun‐
try that once belonged to the Soviet sphere of influence,
a significant part of the journalists who worked at RTVS
considered it to be an essential value that was worth
defending, even at the cost of their jobs. This is an impor‐
tant finding as throughout its history, public service
broadcasting in Slovakia has been repeatedly attacked
and used as a political tool (most flagrantly under Prime
Minister Vladimír Mečiar and his autocratic style of gov‐
ernment in 1994–1998). In the previous cases, journalists
either adapted to the new conditions or decided to leave
without much struggle. This time, the dissenting journal‐
ists refused to succumb to self‐censorship or to adopt
the practice of “adekvatnost” (i.e., a state of being ade‐
quate) that produces journalism corresponding to the
authorities’ expectations (Schimpfossl & Yablokov, 2014),
which is known from contemporary Russia. Thus, even if
some scholars argue that, in countries where the devel‐
opment of journalism culture has been disrupted, includ‐
ing Slovakia, journalistic autonomy is less deeply rooted
in professional ideology or not regarded as important
at all (Lauk & Harro‐Loit, 2016), the conflict at RTVS sig‐
nals that a non‐negligible part of Slovak journalists aban‐
doned the Soviet model of journalism and adopted the
key values of the Western journalism culture not only
rhetorically but also through their actions. This is a pos‐
itive signal in terms of the vitality of the journalistic
profession and the strength of public service media in
Slovakia and, more broadly, in the CEE region.
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Abstract
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researchers of protest in authoritarian regimes have experimented with other sources such as international media and dis‐
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1. Introduction

Protest event analysis is one of the most important and
widespread methods to investigate social movements
and protest cycles on a large scale; however, the insights
drawn from it can only be as good as the data on which
it is based. Traditionally, protest event analysis relies on
journalistic reporting, which is usually reliable (if trust‐
worthy sources are selected), but it nevertheless comes
with certain biases concerning the selection of events
and the reported details (Earl et al., 2004; Gladun, 2020).

In political environments where journalists cannot
operate freely, the usefulness of protest event analy‐
sis data from news sources is questionable. At least,

researchers must take additional precautions to circum‐
vent or mitigate the additional biases that are intro‐
duced through (self‐)censorship. Some protest data sets,
therefore, rely only on international news agencies
(Weidmann & Rød, 2019). This approach, however, has
the disadvantage that it captures only the internation‐
ally visible fraction of the protest landscape, which may
not be representative of protest as a whole. Other
approaches include: (1) selecting as many different
local sources as possible to minimize bias of individual
sources—the so‐called “blanketing strategy” (Beissinger,
2002); (2) using social media data (Zhang & Pan, 2019a);
and (3) relying on dissident websites (Lankina, 2015;
Robertson, 2013). While all of them have their own
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advantages, they also have drawbacks: The blanketing
strategy is highly resource intensive, social media posts
often do not contain easily accessible information on
important details such as topic and size (Zhang & Pan,
2019a), and activist data can be politically biased.

In this article, I undertake one of the first attempts
to systematically compare different sources of protest
event data, addressing broad trends over time and space,
their overlap, and their thematic coverage. On the exam‐
ple of protest in Russia between 2007 and 2012, I com‐
pare data sourced from international news agencies
(Weidmann & Rød, 2019), data extracted from dissi‐
dent websites (Lankina, 2018; Robertson, 2013), and
data from various local sources, including journalism and
official accounts (Semenov, 2017). This is not an effort
to expose flaws and biases in the different data sets.
Instead, it is an attempt to better understand whether
such biases systematically relate to the sources and struc‐
ture of data sets, and to examine which data source is
best for answering which type of research question.

Russia lends itself well to such an undertaking: First,
in the period studied, it represented a paradigmatic case
of a modern hybrid regime that combined democratic
elements such as multi‐party elections with obstruc‐
tion, targeted repression, and manipulation—skewing
the institutional playing field toward the political lead‐
ership (Levitsky & Way, 2010). This hybridity included
the media sphere: While there was no official censor‐
ship, there were highly visible cases of political pres‐
sure through ownership changes and repression of jour‐
nalists (McFaul & Stoner‐Weiss, 2008). Reporters thus
needed (and still need) to navigate a complex set of
intentionally vague, unwritten rules which may result
in self‐censorship on sensitive topics such as protest.
Moreover, there was considerable subnational variation
of repression against activists and media (Dollbaum,
2020a; Petrov & Titkov, 2013). The Russian case can thus
also be helpful to derive more general hypotheses on
the interplay of press freedom, political activism, and the
quality of protest event data.

Overall, the analysis finds that the data sources dif‐
fer from each other in the picture they paint of protest
in Russia. This divergence is, however, systematic, mean‐
ing that it can be put to productive use by matching
one’s data with the research question: While interna‐
tional media are best in capturing large protest waves,
activist‐based data quite consistently document regional
trends. Finally, for case study research that focuses on
single events, there seems to be no way around utilizing
a diverse set of local sources.

2. The Evolution of Protest Event Analysis

Protest event analysis as a method evolved over several
decades. Hutter (2014) identified four “generations” in
this evolution: The first comprises early works by, for
instance, Tilly et al. (1975) that established the method
of using reports on protest events (usually newspapers)

tomappopular contention across time and space. Fueled
by nascent debates on source selection, a second gen‐
eration (Kriesi et al., 1995) paid greater attention to
sources and, in addition, increasingly used the tech‐
nique for cross‐national comparisons. A third genera‐
tion then more systematically addressed selection bias
within newspaper sources themselves. Predictors for
newspaper coverage include the number of protestors,
the degree of disruption and violence, the presence of
counter‐demonstrations, and police involvement (Earl
et al., 2004). Others have found that other additional
factors such as the timing in a legislative process (Oliver
& Maney, 2000), the sponsorship of a protest by estab‐
lished social movement organizations (McCarthy et al.,
2008), and media attention to similar events (Hellmeier
et al., 2018) also make coverage more likely. Similar dis‐
tortions apply to television coverage (Wouters, 2013).
A fourth phase then went beyond single protest events
or aggregated protest cycles (Tarrow, 1993) as the unit of
analysis, instead analyzing “contentious episodes” (Kriesi
et al., 2019). Stages three and four also saw the increased
use of machine learning to classify relevant reports
(Bremer et al., 2020) or to automatically annotate whole
articles (Hanna, 2017), a technique that has the poten‐
tial to greatly reduce the resources necessary to conduct
protest event analysis.

3. Protest Event Analysis in Unfree Media
Environments

Problems concerning the sampling and the quality of
information in the sourcematerial are exacerbatedwhen
the context is characterized by limited freedom of the
press. The reported studies refer to democratic contexts
where bias usually results from sources’ or journalists’
political orientation or from competition for attention.
Repressive contexts add censorship and self‐censorship
as another layer of bias (McCarthy et al., 2008). A par‐
tial solution lies in what Beissinger terms “a ‘blanketing
strategy,’ utilizing multiple sources and multiple types
of information whenever they are available” (Beissinger,
2002, p. 476).

This idea also underlies two approaches that expand
the range of source types used for protest event ana‐
lysis. In the strictly controlled media environment of
closed authoritarian regimes such as China, a viable
alternative to news reporting may be to gather data
from social media. In a pioneering study, Zhang and
Pan (2019a) found that social media data does indeed
help to increase the share of otherwise underreported
rural protest, but so far it has been possible to automat‐
ically identify only a very small set of variables, exclud‐
ing important information such as “size, action form,
claims/issues, targets, organizers, and violence” (Zhang
& Pan, 2019b, pp. 76–77).

The second approach involves activist projects that
document protest. These often work through a net‐
work of activist‐correspondents who monitor their local
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environment while a website aggregates that informa‐
tion. In Russia, two such projects have been turned
into data sets: Lankina Russian Protest Event Dataset
(LAruPED) and Institute of Collective Action (IKD). In the
context of restricted media freedom, these activist‐
based data sets have the potential to be simultaneously
more efficient and less affected by self‐censorship than
media‐based data. However, given that they come from
politically interested sources, they may also oversample
specific topics at the expense of others. The following
section sets up a research design that systematically com‐
pares four data sets of different origins.

4. Data Sources and Research Design

The empirical analysis will be conducted in two stages.
In the first stage, I compare the Mass Mobilization in
Autocracies Database (MMAD) data set that is based on
international news reporting to two data sets derived
from activist websites. All three cover the whole of
Russia in varying time periods, with an overlap from
March 2007 through to March 2012. The second stage
then compares all three data sets with the Contentious
Politics in Russia (CPR) data set gathered by Andrei
Semenov in two Russian regions. The MMAD data are
available on their own website, all other data sets are
being uploaded to the Discuss Data project.

The analysis is conducted to show the different pic‐
tures of a country’s protest landscape that different data
sets produce, in order to better understand possible dis‐
tortions when relying on a single data set of known
origin (e.g., activist‐based or international media‐based
protest data). As the goal is not to arrive at a substan‐
tive insight on protest dynamics in Russia but, instead,
to fully reveal these cross‐source differences, in the ana‐
lysis I consciously do not make the data sets more com‐
parable to each other (for instance, by subsetting) but
let the differences in sources and construction produce
their full effects.

I now briefly describe each data set regarding the ori‐
gin, coverage, and coding criteria, and summarize the dif‐
ferences in Table 1. Based on these characteristics, I then
derive hypotheses on how their respective pictures of
protest in Russia differ from each other.

4.1. Mass Mobilization in Autocracies Database

The MMAD has been developed by a team around
Nils Weidman at the University of Konstanz. It cov‐
ers all authoritarian regimes, identified in accordance
with Geddes et al.’s research (2014). The data is based
on three international news agencies: Associated Press,
Agence France Press, and BBC Monitoring. While these
are all English‐language sources, BBC Monitoring also
translates local news, considerably enlarging the over‐
all coverage (Weidmann & Rød, 2019, pp. 42–44).
Nonetheless, the authors make clear that the data set
may introduce bias, “as these agencies typically cater to

audiences in Western countries and primarily report on
events that are of some interest to them” (Weidmann
& Rød, 2019, pp. 41–42). MMAD includes only protest
events with an identifiable political motive. The defi‐
nition, however, is broad, including all “matters of, or
relating to, the government or the public affairs of a
country” (Keremoglu et al., 2020, p. 2). Events include,
for example, protests against the monetization of social
benefits or a spike in fuel prices—claims that would
be labelled social or economic by other authors (see
Lankina&Voznaya, 2015). A far greater restriction,which
is likely to affect the composition of the database, is
introduced by MMAD’s minimum threshold of 25 partici‐
pants for an event to be included.MMAD also covers pro‐
government rallies, which, however, are excluded here.

4.2. Lankina/Lankina Russian Protest Event Dataset

This data set is the first of two that is based on activist
websites. To compile it, a team around Tomila Lankina
coded all entries on protest that were posted on the
website namarsh.ru between 2007 and 2016 (Lankina &
Tertytchnaya, 2020). The site is funded by the opposition
politician Garry Kasparov, who led the cross‐ideological
opposition group “Other Russia.” Its content comes from
a Russia‐wide network of correspondents. As Lankina
writes, “the website is run by a team of activists sym‐
pathetic to the cause of the opposition and therefore
interested in ensuring wide reporting and the most com‐
prehensive harvesting of published online reports on
protest” (Lankina, 2015, p. 30).

In contrast to MMAD, this data set excludes pro‐
government events (Lankina&Tertytchnaya, 2020, p. 22).
Also, it does not have a lower limit on the number of par‐
ticipants. However, the authors are clear that the source
does not represent full coverage of all protests (Lankina,
2015; Lankina&Voznaya, 2015). For instance, as the data
set comes from an opposition website, “it may well con‐
tain a liberal bias in favour of pro‐democracy activism”
(Lankina & Tertytchnaya, 2020, p. 24). However, as of
yet, there are no systematic comparisonswith other data
sources that could indicate where any such biases lie.

4.3. Reuter and Robertson/Institute of Collective Action

The third data set was constructed by Reuter and
Robertson (2015; see also Robertson, 2013), covering
the period from January 2007 through to March 2012.
Its origin is a website, the IKD, in which a group of
sociologists with sympathies for left‐wing oppositional
causes compile weekly reports on protest events across
the country. As with LAruPED, IKD has no lower limit
on the number of participants (but it does not record
this number). Hence, the two activist‐based data sets
are similar structurally, but their political outlooks are
quite different. While Kasparov’s “Other Russia” blends
liberalism with nationalist elements introduced by one
of its constituent groups (the National Bolsheviks), the
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group behind IKD “seeks to unite different social groups
it describes as being ‘without a voice,’ ” including “left‐
ist groups, labour unions, and environmental and youth
organizations” (Reuter & Robertson, 2015, p. 241).

As evident from these short descriptions, the two
activist‐based data sets come fromvery different sources.
LAruPEd can be expected to oversample political protest,
while the IKD data are likely to prominently cover social
protest (when the two are compared directly, this expec‐
tation is confirmed, see Supplementary File). It is there‐
fore not to be expected that they would produce exactly
the same picture of protest. Instead, it will be the task
of the empirical analysis to estimate the degree to
which they produce similar pictures of protest dynamics
despite the potential differences in political outlooks of
their author collectives.

4.4. Semenov/Contentious Politics in Russia

The final data set, CPR, was collected by Andrei Semenov
and colleagues at the Center for ComparativeHistory and
Politics at Perm State University. Here, I use two publicly
available portions of it, covering the regions of Perm and
Tyumen. The former is based on an online search with
the Integrum service that archives over 40,000 Russian
online, press, radio, and TV sources (Semenov, 2017).
The latter is based on a comprehensive search of two
local online media as well as participant observation.
Crucially, it also uses official data—not records on actual
protest events collected by police (as in the case of
Robertson’s data from the later 1990s; see Robertson,
2013), but data on applications submitted for protest
events (in Russia, as in many other countries, protests
that exceed one person need to be registered with
authorities, which provides an excellent potential source
of data—even though in most cases these data are inac‐
cessible). The CPR data have no demonstrator threshold.
Both approaches use several types of sources, approxi‐

mating Beissinger’s (2002) “blanketing strategy” in differ‐
ent ways and should thus decrease bias that results from
source selection and selective coverage.

Table 1 compares the characteristics of all four data
sets. The Supplementary Files contain a discussion of
how the (few) duplicates in the data sets were dealt with.

4.5. Hypotheses

In the first stage of the empirical analysis, MMAD,
LAruPED, and IKD will be compared to each other
regarding broad trends in the distribution of protest.
Comparisons include the distribution over time, the share
of protests events in the regions (as opposed to Moscow
and St. Petersburg), as well the rank order of regions
according to the number of protest events. The difference
in sources, as well asMMAD’s 25‐person threshold, make
it likely that, compared to the other two, these data paint
a different picture of protest in Russia. First, media cover‐
age, in general, follows “issue attention cycles” (Downs,
1972), which have a bearing on protest coverage (Oliver
& Maney, 2000) and thus potentially affect fully media‐
based data sources like MMAD (see also Gladun, 2020).
Moreover, Herkenrath and Knoll (2011) have found sub‐
stantial differences in protest coverage when compar‐
ing international and national news media sources—
differences that I expect to show in the analysis:

H1) SinceMMAD is based on international media and
imposes a 25‐person threshold, it will focus on larger
and more visible events, which results in a different
distribution of events when compared to LAruPED
and IKD.

Moreover, data extracted from reporting in international
news media likely overrepresent events in the capital
“where most foreign journalists have their workplaces”
(Wüest & Lorenzini, 2020, p. 49). Therefore:

Table 1. Comparison of data sets used in analysis.

Number of Number of
Minimum events in regions with at

Topic of events Includes participant covered least 1 event in
Data set Sources covered pro‐government? threshold period1 covered period2

MMAD International Political (broad Yes (but excluded 25 1,152 76
news reports definition) for analysis)

LAruPED Activist website All No none 4,497 76

IKD Activist website All No none 5,593 81

CPR Multiple local All No none 458 —3

sources
Notes: 1 The covered period ranges from 16 March 2007 (the start date of the LAruPED) through 5 March 2012 (the end date of the
IKD data). 2 Before the annexation of Crimea in 2014, the Russian state counted 83 subnational subjects, including “oblasts,” “krais,”
“autonomous republics,” and others. For convenience, these are all summarized under the label “regions” here. 3 The CPR data is com‐
pared to LAruPED and IKD only on the regions of Perm and Tyumen, see Sections 6.1 and 6.2.
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H2) MMAD will show a greater concentration of
events in Moscow and St. Petersburg compared to
LAruPED and IKD.

Similarity in source type, on the other hand, should
increase convergence—even if the specifics of the
sources vary:

H3) Because LAruPED and IKD both come from local
activists they will, overall, show greater convergence
with each other than either of them does with
MMAD.

In the second stage, the activist‐based data sets will be
compared to the CPR data that likely come closer to full
coverage of all protest as it approximates Beissinger’s
“blanketing strategy” (2002, p. 476) to different degrees,
leading to the following hypotheses:

H4) The CPR data in Perm and Tyumen cover more
protest events than even LAruPED or IKD.

H5) Since the Tyumen data include a greater variety
of source types, when compared to LAruPED and IKD,
they cover more unique events than do the CPR data
on Perm when compared to LAruPED and IKD.

Finally, I code protesters’ claims as reported in CPR to
match LAruPED, assigning each event one or more of six
broad categories: political, economic, social, legal, eco‐
logical, and cultural (Lankina & Voznaya, 2015, p. 332;
see Supplementary Files for coding details). This offers
the chance to compare the CPR data to LAruPED regard‐
ing the thematic coverage of protest. As Lankina and
Tertytchnaya (2020) have pointed out, LAruPED may
be biased in favour of political protest, leading to the
final hypothesis:

H6) LAruPED oversamples political protest, which
leads to a higher share of political protest compared
with CPR.

5. Empirical Analysis I: General Trends

5.1. Development Over Time

First, I graphically explore the distribution of protest
across time. As expected, Figure 1 shows that MMAD
differs strongly from the other two, with protest peak‐
ing in late 2011 and early 2012. This was the time
of the country‐wide For Fair Elections (FFE) protests—
the largest and geographically most widespread protests
in post‐Soviet history—which attracted comprehensive
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Figure 1. Protests events over time by data source, with density curve and trend line (March 2007–March 2012).
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international media attention. But even when bracket‐
ing out this specific historical period, the distribution
of MMAD diverges from that of LAruPED and IKD (see
Figure A1 in the Supplementary Files). The latter two, by
contrast, seem to depict broadly similar trends, confirm‐
ing H1.

In the Supplementary Files, I show that the trend in
the LAruPED data does not change markedly when the
data are subsetted to only those eventswith 25 andmore
participants, which make them structurally more similar
to the MMAD data (Figure A2). This suggests that differ‐
ences between MMAD and the activist‐based data sets
do not just result from the different inclusion threshold.

5.2. Share of Regional Protest Events

The different trends observed above may, among
other things, be because international media coverage
underestimates the share of protest in the provinces
(Gabowitsch, 2016). Figure 2 supports this assertion,
demonstrating thatMMAD features a substantially lower
share of regional protest than both LAruPED and IKD.
In 2011, however, the picture changes, with the share
of regional protest in MMAD strongly increasing. This is
likely once more connected to the FFE protests which,
having begun in Moscow, quickly spread through the
regions. This is supported when the period of the FFE
protests is removed, which causes the share of regional
protest in 2011 to drop substantially in all three data sets
(see Figure A1 in the Supplementary File).

These observations suggest two things. First, the
trend of concentration of protest in the capitals during
the second half of the 2000s, as diagnosed by Robertson
(2013), can be replicated with the LAruPED data (see
also Lankina, 2015) and MMAD. This is a welcome find‐

ing as it points to the robustness of a broad trend that
has become standard knowledge in protest research
on Russia.

Second, there are two possible explanations for the
sudden increase in the share of regional protest with
the onset of the FFE protests. In one interpretation, the
share surges because the FFE events are larger than
previous regional protest so that more regional events
cross MMAD’s threshold of 25 participants. In the sec‐
ond explanation, the beginning of the protests wave trig‐
gered an “issue attention cycle,” increasing the inter‐
est of international news agencies in regional protest.
In other words, what used to be in the periphery of atten‐
tion suddenly moved to the centre, which would mean
thatMMAD substantially underreported regional protest
before the FFE protests. Both explanations are plausible.
To test which has greater empirical support, I compute
the average number of participants in regional protest
events in LAruPED before and during the FFE period.
If regional protest events did indeed become larger, this
should be reflected in the LAruPED data as well.

The data show that regional protest events were
indeed, on average, larger in the FFE period than they
had been before: The median before December 4, 2011,
is 100 participants. Between that date and the presi‐
dential elections on March 4, 2012, it doubles to 200.
In part, this appears to be becausemore events cross the
25‐participant threshold: Before the FFE protests, 24%
of events are below that number; during FFE, that share
drops to 9% (see table A1 in the Supplementary Files).
Although these numbers do not give a full answer, they at
least suggest that part of MMAD’s strong rise in regional
protest may be due to real changes in regional protest
patterns rather than simply the shifting attention of inter‐
national journalists.

50%

60%

70%

2007 2008 2009 2010 2011 2012

year

sh
a

re
 o

f 
re

g
io

n
a

l 
p

ro
te

st

data

IKD

LAruPED

MMAD

Figure 2. Share of protest events outsideMoscow and St. Petersburg over time, by data source (March 2007–March 2012).
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5.3. Coverage Across Regions

The two previous sections have shown broadly similar
trends across the two activist‐based data sets. Regarding
regional protest, MMAD did not stray too far from the
other two data sets, albeit on a different baseline and
except for the high phase of the FFE protests. This
leads to the question of whether these trends are only
comparable for the country as a whole or whether
they hold true across specific regions. Table 2 lists the
regions with the highest event counts in the jointly
covered period (out of 83 covered regions in total).
Unsurprisingly, Moscow and St. Petersburg come out
on top in all three data sets. Sverdlovsk, Kaliningrad,
and Samara are also among the top 10. But there is
also considerable variation: In LAruPED, Penza ranks fifth
but is placed much lower in MMAD (rank 43) and IKD
(rank 34). Similarly, Dagestan in the North Caucasus is
surprisingly highly ranked in MMAD, which is mirrored
neither in the LAruPED nor in the IKD data (ranks 35 and
38, respectively).

Do the data show entirely different pictures, or are
these dissimilarities exceptions? To answer this question,
I compute Spearman’s rho of all of the 83 regions cov‐
ered for all three pairs of data sets. Spearman’s rho is

better suited for this task than Pearson’s r, because it
compares the ranks of the regions rather than the abso‐
lute values, limiting outliers to the values of their rank.
Figure 3 shows that the two activist‐based data sets cor‐
relate strongly at rho = 0.79 (p < .001). The regions are
not ranked identically—there is considerable variability
as to howmany events are covered per region—but they
are usually in similar sections of the rank order. This indi‐
cates that broadly speaking, LAruPED and IKD document
similar things. This is noteworthy and encouraging given
the different political projects behind them. The same
cannot be said for the correlations between MMAD and
either of the other two, where Spearman’s rho is at only
moderate levels (0.48 and 0.59). This suggests that, while
bearing some relation to the activist data, international
media paint a rather different picture (certainly in part
because of MMAD’s inclusion threshold).

Having demonstrated that the MMAD data appear
to cover protest in Russia’s regions differently, I explore
one of these differences to the activist‐based data sets
in greater detail. Table 2 shows Dagestan and North
Ossetia, two regions of the North Caucasus, to be in
MMAD’s top 10. Both are ranked far lower in LAruPED
and IKD. Table 3 compares the six core ethnic republics
of the Russian North Caucasus—Chechnya, Dagestan,

Table 2. Regions with the highest number of events per data source (March 16, 2007–March 5, 2012).

MMAD LAruPED IKD

# of % of # of % of # of % of
Region events total Region events total Region events total

Moscow City 346 30.0% Moscow City 1,288 29.6% Moscow City 1,795 32.5%
St. Petersburg 152 13.2% St. Petersburg 484 11.1% St. Petersburg 309 5.6%
Dagestan 54 4.7% Samara 176 4.0% Leningrad 232 4.2%
Primorie 40 3.5% Moscow Oblast 130 3.0% Novosibirsk 166 3.0%
Sverdlovsk 37 3.2% Penza 115 2.6% Sverdlovsk 144 2.6%
Novosibirsk 27 2.3% Sverdlovsk 104 2.4% Samara 138 2.5%
Kaliningrad 23 2.0% Kaliningrad 99 2.3% Irkutsk 131 2.4%
Samara 20 1.7% Voronezh 99 2.3% Moscow Oblast 130 2.4%
Bashkortostan 19 1.6% Primorie 96 2.2% Kaliningrad 125 2.3%
North Ossetia 19 1.6% Kirov 89 2.0% Chelyabinsk 122 2.2%
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Figure 3. Rank correlations of the number of covered protest events per region, by combination of data sets (March
2007–March 2012).
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Table 3. Protest events in North Caucasus by data source and year.

2007 2008 2009 2010 2011 2012

MMAD 25 (31.6%) 31 (51.7%) 10 (14.3%) 11 (11.8%) 32 (12.4%) 5 (5.3%)
LAruPED 18 (4.6%) 16 (3.0%) 17 (2.7%) 21 (4.0%) 8 (2.0%) 3 (3.5%)
IKD 14 (2.7%) 19 (2.9%) 16 (1.8%) 17 (2.5%) 4 (0.7%) 1 (1.0%)
Notes: Cells show absolute numbers of reported events in the North Caucasus and the share among all regional protest (in brackets).
North Caucasus defined as Chechnya, Dagestan, Ingushetia, Kabardino‐Balkaria, Karachaevo‐Cherkessia, and North Ossetia.

Ingushetia, Kabardino‐Balkaria, Karachaevo‐Cherkessia,
and North Ossetia—demonstrating that this is a system‐
atic difference. MMAD draws a much larger share of its
regional protest events from that macro‐region, particu‐
larly before 2011. Moreover, even though it covers far
fewer regional protest events overall, in the Caucasus
MMAD has higher absolute numbers in several of the
years covered.

This finding allows two conclusions: On the one hand,
the strong oversampling of the Caucasus compared to
other regions indicates a bias resulting from reliance on
English‐speaking news, as the authors of MMAD note
themselves. The North Caucasus being a region with a
long history of instability and conflict, it might be that
international news agencies have a particular focus on
this macro‐region. On the other hand, the comparison
of absolute numbers also shows that the activist‐based
data sources under‐report on the North Caucasus. Given
the highly repressive context, where activist groups such
as Other Russia (the source for LAruPED) have a poor
standing, this is hardly surprising. But it points to an
insight of broader relevance. Where the freedom of the
press is limited, activist groups may be an important
alternative source for protest data, but where freedoms
are curtailed to such an extent that activist groups can‐
not associate freely, accurate protest coverage depends
on either international journalists (who might enjoy a
somewhat higher level of protection) or on local sources
that are less formalized—and thus less easily targeted
by repression—than the activist groups behind LAruPED
and IKD. A look into the sources of the MMAD for the
North Caucasus reveals that most come from the BBC
World Monitoring service that translates local sources,
making the latter themore likely explanation. At any rate,
a hypothesis for further research could hence be that
regime features may play an important role in the deci‐
sion of which data to use for which questions.

6. Empirical Analysis II: Comparing Event Coverage

The previous section has looked at protest from a bird’s
eye perspective. I now turn to a brief comparison of
the specific coverage of protest in two regions, compar‐
ing the activist‐based data sets to Semenov’s CPR data
from Perm and Tyumen. Since Stage 1 has suggested that
MMAD underreports regional protest in “normal times,”
i.e., in the absence of a cross‐nationally diffusing protest
wave, MMAD is excluded from this comparison.

6.1. Overlap in Event Coverage

A pressing question when comparing specific coverage
is to what extent the data sets cover the same events.
I approximate this by computing the overlap of the three
data sets using the date as an indicator. When two
data sets have an entry on the same date in the same
region, these are counted as the same event. Certainly,
this is a crude method. It would be preferable to use
additional characteristics such as precise location or
action form, which are, however, not given in the data.
The Supplementary File contains at least a partial valid‐
ity check of overlap between LAruPED and CPR; using
the available information on specific events, I show that
the date‐based method is a useful approximation, but
somewhat overestimates the overlap. This is a clear limi‐
tation. However, the crudemethod can still produce valid
insights if the limitation is used productively: Calculating
overlap only based on the date likely produces false posi‐
tives, i.e., events that are classified as the same although
they are not. At the same time, the method is unlikely to
produce false negatives, i.e., events that are coded as dif‐
ferent although they, in reality, are the same. Provided
that the dates are assigned correctly, this procedure
constitutes a most‐likely case to detect convergence—
meaning that any indication of difference under this
scenario would likely translate into even larger differ‐
ences if the events were identified in a more sophisti‐
cated way.

Figure 4 computes the overlap between the three
data sets for both regions separately. For each region,
it shows what portion of the overall date‐region combi‐
nations (here treated as the same events) are covered
only by either of the three data sets, by two of the three
data sets, or by all of them. These Venn diagrams, there‐
fore, visually illustrate the overlap between the data sets.
The colouring, moreover, underscores the percentages
displayed in each of the sections: White means a low
share of protest events, red means a high share.

As the diagrams show, CPR covers by far the most
events in both regions, proving that neither IKD nor
LAruPED cover the full protest landscape. In Perm, 31%
of all events are uniquely covered by CPR, in Tyumen
that share stands at 65% (shown in the top section of
the top circles in each diagram). This suggests that the
Tyumen data, which contain official sources, are even
more comprehensive than the Perm data that are based
on media alone.
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Figure 4. Overlap of three data sets, by region: Left panel shows Perm (March 16, 2007, through March 5, 2012); right
panel shows Tyumen (January 1, 2008, through to March 5, 2012).

These findings confirm H4 and H5: In line with H4,
CPR has a higher absolute number of covered events
than LAruPED or IKD; in line with H5, when comparing
the two cities, the CPR data from Tyumen have a larger
share of unique events than they have in Perm, underlin‐
ing the importance of diversifying the source base when
attempting to approach full coverage. However, contrary
to the assumption behind the two hypotheses, the fig‐
ures show that CPR does not constitute full coverage
either. Between 15% (Tyumen) and 30% (Perm) of all
events are not covered by CPR. Therefore, even though
the “blanketing strategy” generates more data than the
activist‐based approach, dissident websites appear to
have a unique added value. The lower share in Tyumen
suggests that this can be reduced by diversifying source
types, but it cannot be eliminated.

Finally, the two different activist data sets appear
to have quite different foci, as the overlap between
LAruPED and IKD is rather small. Given that, in the
country‐wide perspective, the two have shown similar
trends, the regions of Perm and Tyumen might be out‐
liers. However, the observed divergence suggests that
all researchers who are interested in specific regional
protest events are well‐advised to approach any single
data set with caution.

6.2. Thematic Coverage

As the last step, I compare thematic protest coverage
in the two regions between CPR and LAruPED. The lat‐
ter is chosen because of its intuitive and easily adapt‐
able coding scheme (Lankina, 2018), which was applied
to CRP (see Supplementary Files). Table 4 displays protest
in the two regions for each of LAruPED’s six thematic cat‐
egories as a share of the total number of coded topics.
For Perm, the two data sets provide strikingly similar dis‐
tributions. Except for economic protests (mostly against
low salaries or wage arrears), the difference between
the two data sets is marginal. Contrary to H6, LAruPED
does not oversample political protest relative to amedia‐
based approach. These results are especially notewor‐
thy considering the previous analysis that showed only
a small overlap between the two data sets on specific
events. The results thus suggest thatmore efficientmeth‐
ods like LAruPED’s can come to similar conclusions as the
resource‐intensive mining of local sources.

The numbers on Tyumen show, however, that this
is not a given. Here, LAruPED clearly overreports polit‐
ical and underreports social and environmental protest
in comparison to CPR. If these findings reflect more than
a coincidence, one could tentatively conclude that the

Table 4. Topics of protest as a share of all, by region and data source.

Region Data political economic social cultural legal environm. # of events

Perm LAruPED 27.7% 23.4% 29.8% 0.0% 8.5% 10.6% 45
Perm CPR 27.6% 17.6% 31.8% 0.0% 12.9% 10.0% 167

Tyumen LAruPED 52.4% 9.5% 23.8% 9.5% 4.8% 0.0% 20
Tyumen CPR 39.2% 7.2% 30.1% 3.3% 11.0% 9.1% 295
Note: Perm covered March 16, 2007, through March 5, 2012; Tyumen covered January 1, 2008, through March 5, 2012.
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activist nature of LAruPED seems to drive over‐coverage
of political events where the absolute number of events
is low. In Perm, LAruPED contains 45 events, more
than twice the number that it covers in Tyumen. Since
this hypothesis cuts to the core of a tradeoff between
resources and accuracy in protest event analysis data,
it should be investigated more systematically in fur‐
ther research.

7. Discussion and Conclusion

This article gives an overview of four protest event data
sets that use international media, dissident websites,
and diverse local sources (including news reporting and
official accounts). It pursued the question of whether the
pictures that each data set paints of protest in Russia
differ, and if so, in what way. One answer is bad news:
what one learns about protest in Russia depends in part
on the chosen data. The good news, however, is that
these different pictures at least partially overlap, provid‐
ing confidence that the data constitute more than sta‐
tistical noise, and that, when carefully matching one’s
research question with the appropriate data, valid infer‐
ences can be drawn from all of them. To conclude, I dif‐
ferentiate three levels of analysis to briefly discuss the
strengths and weaknesses that each type of data set pro‐
vides with regard to specific research aims.

On the national level, protest event analysis can be
used to identify “extraordinary times,” periods of high
protest activity that are themost likely to provoke a reac‐
tion from political authorities and are thus important
when studying regime dynamics. The MMAD data may
be best suited for this research interest: They identify the
fewest events overall, but they clearly mark the protest
wave of 2011–2012 (including its regional component),
which arguably had the greatest effect on Russian politics
of all protest periods in post‐Soviet history (Dollbaum,
2020b; Greene & Robertson, 2019). The fact that MMAD
spikes in 2011–2012 and thus clearly delineates the FFE
period is, as comparison with LAruPED has shown, in
part the result ofmore events crossing the 25‐participant

threshold. It might, in addition, also be driven by the
greater attention of international news media. These
two factors, then, make the MMAD data quite efficient
in identifying periods of particular protest intensity that
are most likely to have political consequences.

If one is interested in protest dynamics on a cross‐
regional level rather than on its overall effects on the
regime as a whole (Gabowitsch, 2016), then the effi‐
cientMMADapproach distorts the picture. Itmight cover
single, highly repressive regions better (see the results
on the North Caucasus), but the general lesson is that,
for studying regional trends, regional data are necessary.
Here, the encouraging news is that LAruPED and IKD con‐
verge to a high extent, even though they do not cover the
same specific events.

Finally, on a case study level, even the activist‐based
data strongly underreport absolute numbers. If single
protest events are of interest, the analysis suggests that
one cannot easily circumvent the cumbersome blanket‐
ing strategy which should, however, include activist data
to reap their unique benefits. If, by contrast, the goal
is not the single event but the distribution of protest
topics, the comparison of Perm and Tyumen suggested
that activist datamay give a relatively accurate account—
but only if they cross some threshold of absolute cov‐
erage. This last point, however, is an inductively gener‐
ated hypothesis that needs to be investigated in further
research. Table 5 summarizes the strengths and weak‐
nesses of the different data set types.

Overall, the comparison gives reason for both con‐
fidence and caution. The most important insight is not
that any data source outperforms another, but that
researchers should invest time inmatching their research
goals to the data they use in pursuing them. This, of
course, presupposes that different data sources exist to
choose from.

This, finally, opens the question of how the findings—
and conclusions drawn from them—travel to other con‐
texts. Inmany other non‐democratic regimes, the source
base will be less generous than it is in Russia—for
instance, because of a lack ofwell‐established opposition

Table 5. Advantages and disadvantages of data sets compared in the analysis.

Data set Sources Advantages Disadvantages Level of analysis for best use

MMAD International Identifies major protest Distorts cross‐regional National/cross‐national
news reports episodes dynamics (especially of

Available cross‐nationally small protest events)
Underreports absolute
numbers

LAruPED Activist‐based Data sets converge on Underreport absolute Subnational comparative
IKD regional dynamics numbers

Available cross‐regionally

CPR Multiple local Fairly comprehensive (but Resource intensive Subnational case‐study
sources still not full coverage)
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projects like namarsh.ru or IKD or because of tighter
restrictions on the online sphere. Under such conditions,
it will not be possible to use different data sources for
different research purposes. Nonetheless, findings from
this studymay inform themethodological discussion and
the application of protest event analysis more broadly.
Beyond providing empirical support for the requirement
to match research question and data source, the find‐
ings suggest particular ways in which different types of
data sources systematically differ in the way they cover
protest. For instance, if the conclusions on the MMAD
data are valid, then, in countries where data based
on international sources are the only data available, it
should be possible to identify periods of high protest
intensity that are likely to trigger political responses
(repression, concessions, etc.). Conversely, the analysis
has shown that MMAD will be of less use when study‐
ing the subnational dynamics of protest. Moreover, the
two activist‐based data sets give a relatively similar pic‐
ture of protest dynamics across regions even though
they come from quite different activist groups, reducing
fears of strong distortions introduced by such sources.
Finally, however, the data show that no single source
is sufficiently well‐placed to provide a complete picture
of protest in the studied period. This analysis, then,
serves as a general reminder of the limits of our infer‐
ential capacity.
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