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This Editor’s Introduction discusses the interplay of surveillance issues with media and communication research. 
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On May 9, 1874, Edward Clark, the Architect of the 
United States Capitol, responded to U.S. House of Rep-
resentatives Speaker James G. Blaine regarding ques-
tions about the telegraph offices and stations located 
in the corridors of the South Wing of the Capitol build-
ing.1 Telegraph companies had established corridor of-
fices within the Capitol to serve a range of clientele, in-
cluding Congress, the Supreme Court, Library of 
Congress staff, additional government personnel, re-
porters, and visitors. Blaine had asked Clark to recom-
mend ways in which the “telegraph instruments” could 
be “so isolated that it shall be impossible for any unau-
thorized person to hear and obtain messages.” Clark 
consulted with Western Union and Franklin Telegraph, 
both of whom ran commercial telegraph offices in 
these corridors. He also sent J.F. Knapp, the operator of 
the government telegraph for the South Capitol Wing, 
into the field to find out where the telegrams sent by 
the stations in the Capitol corridors went as they left 
the Capitol for relay on various lines and networks. 
Knapp traced message flow from the Capitol up the 
Eastern Seaboard to Boston. He found that many mes-

                                                           
1 Clark to Blaine, 9 May 1874, “Telegraph-Offices in the Corri-
dors of the Capitol,” House of Representatives, 43rd Congress, 
1st session, misc. doc. 269. See annex. 

sages went from the Capitol directly to the telegraph 
operators at the nearby Willard Hotel, and while the 
Willard telegraph men were considered reliable, where 
a telegram was relayed after that and whose hands and 
ears it passed through was indeterminable. Knapp, giv-
ing advice echoed by individuals from the commercial 
telegraph services, told Clark that “isolation” was effec-
tively accomplished by equipping the corridor stations 
with two items: an ear-trumpet that captured and di-
rected the sound of the key only to the operator’s ear, 
and screens around the telegraph key that prevented 
the possibility of seeing the hand of the operator as he 
worked the key. Knapp called these security upgrades 
“silent instruments.” Clark was also advised that a 
more secure system might mean the telegraph opera-
tor remained in public view, but with the hand on the 
key masked by a screen so as to be unseen by observ-
ers, because a telegraph operator in a secluded room 
“might allow people inside his office unobserved; 
whereas, situated in the corridor, the office is so public 
that an operator would not dare to do such a thing, as 
it would be too readily observed.”  

In other words: as best as can be accomplished in 
1874 for the telegraph and the Capitol, try to find out 
who has access to the telegraph signal once the signal 
leaves the building, and in the meantime, muffle the 
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sound of the telegraph key, obscure the hand of the 
telegraph operator, and last but not least—keep the 
operator in public view, constantly observed by others, 
to prevent the operator from divulging secrets behind 
closed doors. Good advice then and now, and a bit like 
a common social media experience today: lots of pri-
vate texting going on all around you, with all the pri-
vate texters in public view. 

This little moment of secrecy, security, and surveil-
lance regarding the telegraph experienced by the Ar-
chitect of the Capitol of the United States of America 
141 years ago may on the one hand seem comical, 
anachronistic, incredulous, or naive. Yet the little mo-
ment of Edward Clark also illustrates that the continual 
complexity and constructedness of secrecy, security, 
and surveillance is an ongoing process shaped by, 
among other things, ever-changing technological capa-
bilities in conjunction with enduring issues about social 
relations, human behavior, specialized knowledge, and 
institutional imperatives. Media and communication 
research has long engaged aspects of surveillance, of-
ten related to media consumption. Circulation figures, 
audience ratings, phonograph record sales and hit lists, 
best-selling books, public opinion surveys, and letters 
to the editor remain a significant resource for monitor-
ing and surveilling user consumption as well as user at-
titudes, while the techniques and approches to such 
research are now more often visible in such phenonena 
as music downloads, fan websites, and social media 

buzz. These forms of media monitoring and surveil-
lance remain important, and are some of the examples 
of a long engagement of media and communication 
scholars with research on surveillance: propaganda; at-
titude formation; the scale, scope, and reach of infor-
mation networks; media entertainment such feature 
films, radio programs, and TV shows. The ever-
increasing expansion of media and communication 
technologies and cultures into more and more aspects 
of everyday global life continues as a dynamic theme of 
media and communication research, and surveillance is 
a crucial concept for understanding media and com-
munication in the 21st century. 

The Editors of this special issue are pleased to pre-
sent this collection of media and communication re-
search articles. All of the scholars in this issue are in 
lively and engaged pursuit of various aspects and 
themes of media, communication, and surveillance.  
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I have since 2008 been active in research networks and 
involved in one nationally funded and two EU-funded 
research projects on surveillance. I have worked with 
PhD students and postdocs on the topic of surveillance, 
have written multiple articles and chapters, and have 
edited books on surveillance in general as well as digi-
tal surveillance in particular. In this comment, I reflect 
on the relationship of surveillance and critical theory 
and my experiences in studying surveillance. 

There has been surprisingly little use of Karl Marx 
and the Frankfurt School’s works for studying surveil-
lance and privacy. There have been some exceptions, 
such as the works by Oscar Gandy, Thomas Mathiesen, 
and studies inspired by Harry Braverman’s labour pro-
cess theory. Studies of surveillance tend to see Marx 
only as relevant for understanding the surveillance of 
workers or neglect Marx and Marxist theory altogether 
with the well-known (and false) argument that his 
works are outdated (see: Fuchs & Mosco, 2012; Fuchs, 
2014a). When I started research on surveillance, I set 
myself as one of the tasks to conduct studies that ex-
plore the relationship of capitalist society and surveil-
lance. It is important to see that Marx and Marxism 
matter in this respect not just for understanding eco-

nomic surveillance, but also for explaining the connec-
tion of surveillance with the modern state, media and 
technology, ideologies, hegemony, class struggles, and 
alternatives to surveillance society (see for example: 
Allmer, Fuchs, Kreilinger, & Sevignani, 2014; Fuchs, 
2011a, 2011b, 2011c, 2012a, 2012c, 2012d, 2013a; 
Fuchs, Boersma, Albrechtslund, & Sandoval, 2012; 
Fuchs & Mosco, 2012; Fuchs & Trottier, 2013, forth-
coming a, Trottier & Fuchs, 2015). The modern econo-
my and the modern state depend on the control of 
workers, consumers, prosumers, and citizens. Surveil-
lance is a form of domination that is an inherent fea-
ture of capitalism.  

For grounding a critical theory of privacy and sur-
veillance, I have found it interesting to explore the rela-
tionship of Marx and Foucault (see for example: Fuchs, 
2013a; Fuchs, 2011a). The notions of control, power, 
and surveillance are an obvious point of departure. It 
should also be seen that Foucault (2008) introduced his 
notion of governmentality in a profound study of the 
20th century’s political economic theory and the rise of 
neo-liberalism. In contemporary studies of surveillance, 
Foucault does surprisingly not occupy a dominant but a 
minority position. Many scholars hold the position that 
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the notion of panoptic surveillance is outdated because 
it presupposes a surveillant centre that monitors the 
many. The rise of new technologies, especially the In-
ternet, would have decentralised surveillance and giv-
en rise to a democratisation of surveillance in which 
the many monitor those in power (“participatory sur-
veillance”). Although subordinate groups can and do 
make use of digital technologies for surveilling the sur-
veillors to a certain degree, the state and capitalists 
have much more resources than civil society and citi-
zens, which enables them to conduct much more in-
tensive and extensive forms of surveillance. They make 
use of decentralised surveillance for centralising sur-
veillant, economic, and political power. The NSA moni-
tors your use of Google and Facebook, but you do not 
monitor the NSA agent monitoring you, which shows a 
fundamental power asymmetry. Capital and the state 
are as collective actors the dominant surveillors. No-
tions such as the surveillant assemblage and participa-
tory surveillance are relativist and downplay the actual 
repressive power of capitalism and the state.  

“Surveillance studies” claims to be a new interdisci-
plinary field of research, teaching, and studies. It 
shares this claim with other new self-proclaimed inter-
/multi-/trans-/anti-disciplines such as science and 
technology studies (STS), Internet research, social me-
dia studies/research, social informatics, information 
science, web studies, systems theory/cybernetics, digi-
tal humanities, etc. Such claims serve the mere pur-
pose of accumulating academic resources in the com-
petition for research money, students, academic 
positions, departments and institutions, journals, pub-
lications, citations, etc. with other fields. Although dis-
guised as being inter- and transdisciplinary, the “new” 
trans- and interdisciplines are the new disciplines that 
share the same kind of power play with older fields and 
disciplines and thereby do not question, but reproduce 
the academic field’s logics of power and accumulation. 
They are not new, but old in their conservative repro-
duction and uncritical acceptance of academia’s power 
structures. I have found such claims and struggles for 
new fields completely pointless because the only thing 
that matters really is being a critical researcher, 
whereas one should not give a damn about identifying 
oneself as social researcher, media and communication 
researcher, surveillance researcher, computer scientist, 
or something different.  

Disciplinary box thinking is an evil that needs to be 
overcome. Critical theory is the only effective means 
that can be used for this purpose. Max Horkheimer 
(1931) understood critical theory as a truly interdisci-
plinary and holistic project that brings together various 
researchers from different backgrounds that study so-
ciety as a whole so that power structures, class, au-
thority, and domination are investigated in a manner 
that creates a better understanding that can contribute 
to the establishment of a non-instrumental society that 

fosters the public good, happiness and wealth for all. 
Critical research has under neoliberal conditions been 
rendered minoritarian. The struggle for new 
in/disciplines is part of the attempted neoliberalisation 
of (almost) everything. 

In “surveillance studies”, key proponents of the in-
stitutionalisation as a discipline have followed the 
strategy to inflate the object of study in order to make 
the claim that it is large enough for giving grounds to 
the formation of a new discipline that sees itself as be-
ing interdisciplinary. This has resulted in an uncritical, 
positivistic, and overgeneral understanding of surveil-
lance (Fuchs, 2011a). In contrast to Foucault, many 
surveillance scholars define surveillance as the collec-
tion of information for attaining a specific purpose and 
say that surveillance is not automatic positive or nega-
tive. A Nazi henchman monitoring Jews in Auschwitz 
who are sent to the gas chamber on the next day is in 
this administrative understanding equated on the same 
definitional level with a babyphone that monitors a 
sleeping baby, an electrocardiogram, or an earthquake 
detection system considered as constituting forms of 
surveillance. Such a concept of surveillance is not only 
completely useless for a critical theory, but also politi-
cally dangerous. For countering this tendency, we need 
a purely negative concept of surveillance, in which sur-
veillance is a specific form of control that forms one 
dimension of domination, exploitation, class, capital-
ism, patriarchy, racism, and similar negative phenome-
na (Fuchs, 2011a). Just like Adorno (1973/2003) was 
calling for a negative dialectic, we need based on Fou-
cault and Marx negative surveillance studies. A prob-
lem of the general understanding of surveillance is also 
that it makes surveillance categorically synonymous 
with information collection and processing so that no 
differentiation can be drawn between surveillance 
theory and information theory. 

Edward Snowden revealed in 2013 the existence of 
global Internet surveillance systems such as Prism, 
XKeyScore, or Tempora that are operated in collabora-
tions of secret services and capitalist communications 
companies. Hundreds of research projects focusing on 
privacy and surveillance could not uncover the exist-
ence of this surveillance-industrial Internet complex for 
the simple fact that surveillance power tends to be in-
visible and secret and it is difficult to challenge and in-
vestigate intransparent power. Institutions such as the 
European Union fund the development of new surveil-
lance technologies with hundreds of millions Euros, 
whereas the funding of critical, societal, and ethical 
impact assessment of information technologies is 
something quite new and is trapped in the contradic-
tion that such researchers find themselves put into 
large consortia with representatives of the surveil-
lance-industrial complex, who bring a conservative law 
and order position to projects that limits and biases re-
search. Snowden’s revelations also made once and for 
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all clear how conceptually wrong those who talk about 
a democratisation of surveillance and the emergence 
of “participatory surveillance” actually are. In the sur-
veillance-industrial complex, the world’s most powerful 
state institutions have collaborated with the world’s 
most powerful communications companies to imple-
ment totalitarian surveillance systems. It is a system 
that centralises control by monitoring decentralised 
technologies with multiple technologies and network-
ing the obtained data. The result is centralised surveil-
lance that as whole is a sum that is larger than its parts.  

Because there are citizens in the world who care 
about a better world, we fortunately have attempts to 
hold the powerful accountable with the help of Wik-
iLeaks, whistleblowing, investigative journalism, corpo-
rate watch platforms, alternative media, etc. The prob-
lem that critical citizens and critical media projects 
however face is that they often lack resources, visibil-
ity, attention, and power. They are in a minoritarian 
position and face power asymmetries that are consti-
tuted by the networked power of military, state and 
capitalist institutions. Surveillance is contested, but in 
the associated social struggles civil society and social 
movements are automatically disadvantaged in terms 
of resources and political economy. 

The rise of so-called social media has resulted in a 
new round of techno-optimism. Ideologues, politicians, 
management gurus, uncritical scholars, capitalists and 
their interest organisations, as well as a specific share 
of citizens, consumers, and users who uncritically ac-
cept the discourse that the new is always something 
better have argued that social media brings about po-
litical revolutions, creates employment, wealth for all, 
a new public sphere, participatory organisations, better 
democracies, etc. But in contrast to such claims, for ex-
ample recent rebellions and revolutions have not been 
Twitter and Facebook revolutions. Rather there is a 
complex dialectic of offline and online action, mediated 
and face-to-face communication in such forms of col-
lective political action (Fuchs, 2014c). In addition the 
positive vision has been proven wrong by the privacy 
implications of social media capital accumulation mod-
els that use in-built real time surveillance and the ex-
ploitation of digital labour (Fisher & Fuchs, 2015, Fuchs, 
2014a, 2014b, 2015; Fuchs & Sandoval, 2014; Sandoval, 
Fuchs, Prodnik, Sevignani, & Allmer, 2014), Snowden’s 
revelations (Fuchs & Trottier, forthcoming b), and 
Western capitalist communications companies’ exports 
of surveillance technologies to regimes that use these 
tools for monitoring activists who as a consequence 
have been threatened, tortured, and repressed (Fuchs, 
2013b; Fuchs, 2012b). 

In order to adequately understand the Internet, 
media, communications, and surveillance, we need a 
critical theory of society for the 21st century. Critical 
theory is a crucial tool that based on its long history 
and new developments in society, communications, 

and theory can create systematic knowledge that can 
support struggles for a humane society—a society 
without domination and without surveillance. 
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1. Introduction 

Surveillance, defined as the “collection and analysis of 
information about populations in order to govern their 
activities” (Haggerty & Ericson, 2006, p. 3), has always 
been a central feature of policing and criminal justice. 
This includes the “direct supervision” of subject popu-
lations in prisons and probation work and the accumu-
lation of “coded information” (Giddens, 1985) which 
began in the nineteenth century when fingerprints, 
photographs and files were collated by criminal justice 
practitioners. Over the last two decades however the 
advent of computer databases, surveillance cameras 
and other technological advances are said to have giv-
en rise to a “new surveillance”1 (Marx, 2002) compris-
ing of “surveillant assemblages” (Haggerty & Ericson, 
2000) which operate well beyond the confines of the 
central state. In an attempt to make sense of these de-

                                                           
1 For Gary T. Marx (2002, p. 12), new surveillance refers to “the 
use of technical means to extract or create personal data”. 

velopments, the theoretical literature has been domi-
nated by Foucaultian and Deleuzian-inspired perspec-
tives on “discipline” (Foucault, 1977) and “control” 
(Deleuze, 1992). As Lyon (1993, p. 655) points out, for 
many writers “the idea of exploiting uncertainty in the 
observed as a way of ensuring their subordination has 
obvious resonance with current electronic technologies 
that permit highly unobtrusive monitoring of data sub-
jects in a variety of social contexts”. For other writers, 
the disciplinary model of surveillance eventually 
proved too inflexible “to organize the mobile labour 
forces and financial flows of complex information 
economies” (Bogard, 2012, p. 33). Thus, while for some 
writers the emergence of new surveillance technologies 
is consistent with the “disciplinary power” and “self-
governing capabilities” identified by Foucault (Staples & 
Decker, 2008), for others disciplinary power has been 
replaced with “modulation” which works through mod-
els, simulation, codes, statistical tracking, and new 
methods of social sorting (Bogard, 2012, pp. 32-33).  
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The central argument presented here is that the 
Focuaultian and Deleuzian-inspired literature outlined 
above does not adequately address the politics of sur-
veillance by explaining why or how new surveillance 
technologies have come to play such a central role in 
contemporary society and in particular how they have 
become central to policing and criminal justice. As 
Haggerty (2006, p. 34) points out, in the Foucualtian 
literature, “the movement of panoptic principles into 
new settings” is “often presented as entirely friction-
less” and lacking any “sense of a surveillance politics”. 
Similarly, Deleuzian-inspired accounts of the emer-
gence of networked and flexible forms of control in re-
sponse to the global system of capital (Bogard, 2006) 
operate at a very high level of abstraction and conse-
quently fail to explore how wider global trends or so-
cial forces, such as neo-liberalism or bio-power, are re-
fracted through the crime control field in different 
national jurisdictions. To address these questions, we 
situate the emergence of new surveillance technolo-
gies within “fields of struggle”, defined by Bourdieu “as 
a structured space of positions in which the positions 
and their interrelations are determined by the distribu-
tion of different kinds of resources or “capital” 
(Thompson, 1991, p. 14). We begin at the macro level 
by showing how globalizing forces and wider social 
changes are filtered through the “field of power”2 in 
different national jurisdictions. Next, we argue that the 
demise of the Keynesian Welfare State (KWS) and the 
rise of neo-liberal economic policies in the UK has 
placed new surveillance technologies at the centre of a 
reconfigured “crime control field” (Garland, 2001) de-
signed to control the problem populations created by 
neo-liberal economic policies (Wacquant, 2009a). Final-
ly, we show how field theory provides a bridge be-
tween society-wide analysis and micro-sociology by 
showing how the operation of new surveillance tech-
nologies is mediated by the “habitus”3 of surveillance 
agents and surveillance subjects. But first we explain 
how and why we intend to use this approach to make 
sense of contemporary developments.  

2. Why “Field” Theory?  

In an early paper entitled, “The Genesis of the Bureau-
cratic Field”, Pierre Bourdieu (1984) extends Max We-
ber’s definition of the state as an institution “which 
possesses a monopoly over the legitimate use of (phys-
ical) violence”, by adding that the bureaucratic field 
“also monopolizes the use of ‘symbolic violence’” (Ben-

                                                           
2 The “field of power” refers to “the upper reaches of the social 
class structure where individuals and groups bring considerable 
amounts of various kinds of capital into their struggles for 
power” (Swartz, 2004, p. 12). 
3 Habitus refers to the “set of dispositions which incline agents 
to act and react in certain ways” (Thompson, 1991, p. 12). 

son, 2005, p. 93). For Bourdieu, symbolic violence is 
the power to “constitute the given” (Bourdieu, 1991, p. 
170) and refers to the state’s “ability to make appear 
as natural, inevitable, and thus apolitical, that which is 
a product of historical struggle and human invention” 
(Loveman, 2005, p. 1655). From this perspective, the 
development of bureaucratic administration and the 
use of “civil registration and related forms of state 
identification of individuals are at the core of modern 
states’ capacity to exercise symbolic power” (Loveman, 
2005, p. 1679). In this respect, Bourdieu’s early paper 
on the state complements the work of other social 
theorists who have documented how surveillance orig-
inally emerged in the context of state bureaucracy, po-
licing and government administration (Dandeker, 1990; 
Lyon, 1994). However, while Bourdieu used field theory 
to explore a wide-range of semi-autonomous and in-
creasingly specialized spheres of action, such as the 
fields of politics, religion, and cultural production, he 
did not write about the “crime control field” (Garland, 
2001) which makes up a key component of the “right 
hand of the state” (Wacquant, 2009a, p. 289; see also 
Page, 2013), nor did he have anything to say about the 
emergence of a “surveillance society” which has seen 
surveillance proliferate well beyond the bureaucratic 
field to become a routine and mundane feature that is 
“embedded in every aspect of life” (Lyon, 2001, p. 1). 
In recent years however a number of writers have used 
field theory to analyse penal transformation in the age 
of neo-liberalism. Didier Bigo (2000, 2002), for exam-
ple, has outlined the emergence of a transnational field 
of security professionals across the European Union in-
volved in the “management of unease” (Bigo, 2002, p. 
64). This approach has also been used by Dupont 
(2004, p. 85) who draws upon Bourdieu’s notion of 
“capitals” (economic, social, cultural and symbolic) to 
explore how these resources can be “used as strategic 
assets to acquire or maintain a dominant position with-
in security networks”. Garland (2001) meanwhile com-
bines “field” theory with “governmentality” (Foucault, 
1991) to argue that recent transformations in policing, 
punishment, sentencing and crime prevention “can 
best be grasped by viewing them as interactive ele-
ments in a structured field of crime control and crimi-
nal justice” (Garland, 2001, p. x). Finally, Wacquant 
(2009) has drawn upon Bourdieu’s distinction between 
the “left hand” of the state (e.g. education, health, so-
cial assistance) and the “right hand” of the state (e.g. 
police, justice, and correctional administrations) (Bour-
dieu, 1998, p. 2) to examine the fusion of penal policy 
and welfare policy to manage the problem populations 
generated by neo-liberal economic policies.  

One of the recurring criticisms levelled at Bour-
dieu’s writings on the “bureaucratic field” is that he 
tends to generalise from the case of the (strong and 
centralised) French state and consequently “fails to 
speak to those in the Anglophone world who have ex-
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perienced over thirty years of the rolling back of the 
state by neo-liberal governments” (A. Scott, 2013, p. 
65). From this perspective, notions of “nodal govern-
ance” (Johnston & Shearing, 2003) or “governmentali-
ty” (Foucault, 1991) are much more suitable for theo-
rizing the emergence of “surveillant assemblages” 
(Haggerty & Ericson, 2000) which operate beyond the 
confines of the bureaucratic field. However, following 
A. Scott (2013), we argue that it possible to use Bour-
dieu’s parochialism (regarding his generalisation from 
the “strong” French state) to counter our own (Anglo-
phone) parochialism regarding the “weak” neo-liberal 
state (A. Scott, 2013). In this respect, Bourdieu’s writ-
ings on the bureaucratic field provide a means of criti-
cally engaging with the Foucualtian and Deleuzian lit-
erature which underestimates how neo-liberal 
strategies of privatization can serve to strengthen the 
position of political elites (A. Scott, 2013). From this 
perspective, law and order campaigns and the intro-
duction of new laws and surveillance measures “reas-
sert the authority of the state and shore up the deficit 
of legitimacy officials suffer when they abandon the 
mission of social and economic protection established 
during the Fordist-Keynesian era” (Wacquant, 2010, p. 
198). At the same time, this approach avoids economic 
reductionism or conspiracy theory4, focusing instead 
on how social fields emerge as the result of on-going 
struggles between actors whose aim is to set “the rules 
that govern the different social games (fields) and, in 
particular, the rules of reproduction of these games” 
(Wacquant, 1993, p. 42).  

The use of field theory outlined above we argue 
provides a useful theoretical framework for examining 
the politics of surveillance in the UK crime control field. 
However, there are two caveats to our use of this ap-
proach to theorize current surveillance practice. Firstly, 
while much of the criminological literature has focused 
on state surveillance and policing, this is too restrictive 
for an analysis of the new surveillance which increas-
ingly operates across state and non-state institutions. 
To avoid this limitation we use Garland’s (2001) broad-
er definition of the “crime control field”. This includes 
“the formal controls exercised by the state’s criminal 
justice agencies and the informal social controls that 
are embedded in everyday activities and interactions in 
civil society” (2001, p. 5). This more expansive concep-
tion of the crime control field allows us to examine the 
social impact of new surveillance in both the penal sec-
tor of the bureaucratic field (e.g. prisons, probation 
and policing) and in the wider society which has seen 

                                                           
4 As Bigo (2000) has argued in the context of the emergence of 
a European security field, “there is no cabal—be it based within 
a faction of politicians, or of police officials, or both—
conspiring to undermine civil liberties and increase the powers 
of police agencies. Rather, a field has emerged which is the re-
sult of on-going struggles between actors” (Bigo, 2000, p. 90).  

new surveillance measures introduced in schools, uni-
versities, shopping malls, airports etc. (Simon, 2007). 
Secondly, the question of how those on the receiving 
end of surveillance experience and respond to being 
monitored has received relatively little attention (alt-
hough see Marx, 2003). For instance, in his account of 
how penal sanction and welfare supervision have 
merged “into a single apparatus for the cultural cap-
ture and behavioural control of marginal populations”, 
Wacquant (2009a, p. xix) explains how his approach 
“does not survey efforts to resist, divest, or divert the 
imprint of the penal state from below”. To address this 
issue we draw upon recent ethnographic research de-
signed to explore how a diverse range of groups expe-
rience and respond to being monitored by the new 
surveillance technologies that are currently used in the 
crime control field (McCahill & Finn, 2014). We situate 
the emergence of surveillance within “fields of strug-
gle”, arguing that the distribution of various forms of 
“capital”—economic, social, cultural and symbolic—
operate as a range of goods or resources that structure 
the dynamics of surveillance practices and power rela-
tions in the crime control field. By doing this we also 
extend Bourdieu’s conceptual toolkit by introducing 
the term surveillance capital to illustrate how surveil-
lance subjects utilise everyday forms of cultural know-
how acquired through first-hand experience of power 
relations to challenge the very same power relations. 
However, before we examine the micro-politics of re-
sistance, we need to situate the emergence of new 
surveillance in a wider political context.  

3. The Global Diffusion of Surveillance—The Case of 
CCTV Surveillance Cameras 

As Murakami Wood (2009, p. 181) has argued, general-
ised descriptions of a surveillance society often under-
play the “immense cultural and geographic variety of 
surveillance societies” (emphasis added). Bourdieu’s 
work is useful here because he “explodes the vacuous 
notion of ‘society’ and replaces it with those of field 
and social space”. For Bourdieu, “fields of struggle” are 
relatively autonomous social spaces “that cannot be 
collapsed under an overall societal logic” (Bourdieu & 
Wacquant, 1992, p. 17) such as “modernity” or “post-
modernity”, or, we might add, the “surveillance socie-
ty”. Globalizing forces and wider social change, for ex-
ample, are always filtered through the political and ju-
ridical fields of different national jurisdictions. 
Comparative work conducted by criminologists on the 
uneven global diffusion of the “new punitiveness 5 may 

                                                           
5 As Nelken (2005, pp. 220-221) points out, while new surveil-
lance “cannot be classified as ‘stigmatizing punish-
ments’…there would be a strong argument for taking them in-
to account in terms of the way they tend to replace 
expenditure on more “social” forms of prevention, and the 
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be useful here for exploring the diffusion of new sur-
veillance. For instance, in their comparative study of 
criminal justice in twelve different countries, Cavadino 
and Dignan (2006) constructed a typology of political 
economy which showed major differences between 
neo-liberal (USA, South Africa, England and Wales, Aus-
tralia, New Zealand), conservative-corporatist (Germa-
ny, France, Italy, and the Netherlands), social demo-
cratic (Sweden and Finland), and oriental-corporatist 
countries (Japan). In short, they found that neo-liberal 
countries were more punitive (exhibiting higher prison 
rates, lower age of criminal responsibility, and adop-
tion of privatization policies), followed by conservative 
corporatist, social democratic and oriental corporatist 
(in Lacey, 2008, pp. 44-45). These findings have been 
supported by Lacey (2008) in her “comparative institu-
tional analysis” which showed that Liberal Market 
Economies (LMEs) (especially the UK and USA) adopted 
more exclusionary criminal justice systems than Coor-
dinated Market Economies (CMEs) (north-western Eu-
rope, Scandinavia and Japan).  

Any attempt to address similar questions in relation 
to the global diffusion of new surveillance would re-
quire systematic comparative research. However, there 
are one or two studies that allow us to raise some ten-
tative questions or hypotheses that may guide future 
research. For instance, while research conducted on 
the rise of CCTV surveillance in Europe by the Ur-
baneye project found a general diffusion of surveil-
lance cameras throughout European society, the 
growth of these systems in countries such as Germany 
and Norway was restricted due to the contrasting legal 
and constitutional environments of the juridical fields 
(see Norris, McCahill, & Murakami Wood, 2004, p. 
121). Thus, while the legal context in the UK is ex-
tremely permissive, privacy rights in CMEs such as 
Denmark and Norway are constitutionally enshrined. 
The latter also have strong data protection regimes to 
regulate the introduction and use of new surveillance 
measures such as CCTV surveillance cameras (see Nor-
ris et al., 2004, p. 121). The uneven proliferation of 
“new surveillance” must also be situated in a wider so-
cio-economic context. Thus, whereas CMEs are “prem-
ised on incorporation” and “the need to reintegrate of-
fenders onto society and economy”, LMEs are based on 
flexibility and innovation which means that “under 
conditions of surplus unskilled labour…the costs of a 
harsh, exclusionary criminal justice system are less 
than they would be in a co-ordinated market econo-
my” (Lacey, 2008, p. 59). It is no surprise therefore to 
discover that the diffusion of CCTV surveillance in Eu-
rope has been more widespread in countries undergo-
ing economic dislocation or liberalisation, such as Hun-
gary and the UK, than it has been in “countries which 
have had relatively, stable welfarist-orientated gov-

                                                                                           
types of exclusionary messages they send to the collectivity”. 

ernments such as Norway, Sweden, Germany and Aus-
tria” (Norris et al., 2004, p. 121). These findings are 
supported by more recent research on the global diffu-
sion of open-street CCTV surveillance cameras in Brazil 
(Murakami Wood, 2012), Turkey (Bozbeyoglu, 2012) 
and South Africa (Minnaar, 2012) which reflect a 
broader shift in these countries away from socially pro-
gressive polices and welfare, towards exclusionary 
measures directed at marginalised populations. The 
degree of central funding committed by the state is 
another key factor in the global diffusion of new sur-
veillance. As Wacquant (2010, p. 214) points out, while 
the neoliberal state “embraces laissez-faire at the top”, 
it tends to “be fiercely interventionist, bossy, and 
pricey” when introducing new measures to control 
problem populations. Thus, between 1992 and 2002 
the UK central government, through its City Challenge 
Competition and Crime Reduction Programmes, com-
mitted over a quarter of a Billion pounds of predomi-
nantly public money to the expansion of CCTV surveil-
lance cameras (Norris et al., 2004, p. 112). As Doyle, 
Lippert and Lyon (2012, p. 6) point out, “the absence of 
similar driving initiatives by national governments is one 
factor explaining the much slower dissemination of pub-
lic open-street camera surveillance in other” countries6.  

4. The Politics of Surveillance in the UK: Managing 
Problem Populations  

As indicated above, the legitimating factors behind the 
growth of new surveillance technologies include tech-
nological potential, the rise of the personal-
information economy, risk management, national secu-
rity, public perceptions, new laws and neoliberalism 
(Bennett, Haggerty, Lyon, & Steeves, 2014, pp. 10-13). 
In their outline of the key drivers behind surveillance, 
Bennett et al. (2014, p. 11) define neo-liberalism as a 
set of “governmental policies that stress free trade and 
deregulated markets”. However, as Wacquant (2009a, 
2010) points out, neo-liberal policies include not only a 
preference for market rule, but also “an expansive and 
proactive penal apparatus”, “welfare state devolution 
and retraction”, and “the cultural trope of individual 
responsibility” (Wacquant, 2010, p. 197). While 
Wacquant used this framework to examine penal 
transformation in the USA, this broader sociological 
conception of “neo-liberalism” provides a useful con-
ceptual framework for theorizing the emergence of 
new surveillance technologies in the UK crime control 
field. As we shall show below, the emergence of an ex-
pansive penal apparatus, welfare state retraction, and 
neo-liberal responsibilisation strategies are all central 

                                                           
6 As Smith (2015) points out, the neoliberal concern with eco-
nomic rationalism could eventually lead to a shift from the pol-
itics of surveillance “expansion” to a politics of “diminution” as 
large-scale CCTV networks become a financial burden. 
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drivers behind the emergence of new surveillance 
technologies in the crime control field.  

Any theory of contemporary penal change must 
begin by considering the wider transformation of the 
“field of power” ushered in by the demise of the 
Keynesian Welfare State (KWS) and the emergence of 
neo-liberalism. As a number of writers have argued, 
this transformation has resulted in the deautonomiza-
tion of the crime control field whereby the cultural 
capital of criminological and legal experts has become 
de-valued or de-legitimated, while political capital (in 
relation to crime control) has become valorised7. As 
Haggerty (2004) points out, while criminal justice policy 
(in the USA and UK) has always been driven by political 
considerations, the last two decades have seen the 
emergence of a more explicitly symbolic politics which 
values political expediency above criminological re-
search and the emergence of a technological field of 
expertise which has served to “displace the policy rele-
vance of criminology” (2004, p. 222). Following the IRA 
bombings in the City of London in 1993, for example, a 
network of CCTV surveillance cameras was rapidly in-
troduced to record traffic movement in and out of the 
city centre. Similar developments were reported after 
the attacks on September 11 in the United States when 
the “rush to surveillance” intensified further largely 
driven by developments in the political and journalistic 
fields (Ball & Webster, 2003). In this context, the intro-
duction of new legislation or new surveillance technol-
ogies such as CCTV cameras is often announced at a 
political party conference or in the “journalistic field” 
before any systematic evaluation of their efficacy (see 
Norris, 2012, p. 254).  

As Garland (2001) points out, the developments 
outlined above are also related to the demise of penal 
modernism which has witnessed the emergence of pu-
nitive law enforcement policies alongside risk-based 
strategies of social control. For Garland (2001, pp. 105-
106), these developments are the result of “a new 
criminological predicament…the normality of high 
crime rates and the acknowledged limitations of the 
criminal justice state”. The response to this predica-
ment in the “crime control field” has resulted in a se-
ries of policies that are highly contradictory. Garland 
notes that on the one hand the state appears to be at-
tempting to reclaim the power of sovereign command 
by the use of phrases like “zero tolerance”, “prison 
works”, and “three strikes”. However, at the same time 
there has been an attempt to face up to the predica-
ment and develop new pragmatic “adaptive” strategies 
including the “commercialization of justice” and a re-
distribution of the responsibility for crime control 
(2001, p. 113). While Garland (2001) sees these devel-

                                                           
7 The exception here of course is the influence of “new right” 
criminologists such as James Q. Wilson which chimes with neo-
liberal thinking (see Haggerty, 2004).  

opments as a schizoid and disjointed response from 
the state to a new “criminological predicament”, 
Wacquant (2009a, p. 301) argues that it is “a predicta-
ble organizational division in the labour of manage-
ment of the disruptive poor”. From this perspective, 
the rapid introduction of “new surveillance” technolo-
gies following highly mediatised crimes fits neatly with 
the “sovereign state” strategies of “denial” and “acting 
out” (Garland, 2001) that are manifest in the “political” 
and “journalistic” fields, while the emergence of actu-
arial regimes characterised by pre-emption, surveil-
lance and intelligence-led policing chimes with the 
“adaptive strategies” (Garland, 2001) found in the pe-
nal sector of the “bureaucratic field”.  

As a number of writers have shown, the new sur-
veillance practices and technologies that have been in-
troduced in the UK are disproportionately directed to-
wards those shorn of economic and cultural capital. In 
recent years, for example, probation policy in the UK 
has seen the widespread use of standardized assess-
ment tools that are used to classify and “separate the 
more from the less dangerous” (Feeley & Simon, 1992, 
p. 452). These developments have facilitated the intro-
duction of intensive supervision and surveillance pro-
grammes directed at “prolific” or “persistent” offend-
ers which utilise compulsory drug testing, criminal 
profiling, electronic monitoring and police databases. 
As Norris (2007, p. 156) has shown, the construction of 
this expansive surveillance apparatus in the bureau-
cratic field is used to monitor those shorn of capital, 
typically “an unemployed, drug-using male, under the 
age of 21, who is likely to have been in local authority 
care, been excluded from school and have few, if any, 
qualifications”. Similar developments can be found in 
the context of “bureaucratic welfare” regimes where a 
plethora of new surveillance technologies have been 
introduced to monitor the welfare poor (Gilliom, 2001; 
Wacquant, 2009a). Welfare claimants in the UK and 
USA are surrounded by a range of surveillance technol-
ogies and programmes that intimately oversee their el-
igibility for work, leisure patterns and family status. In 
the United States, for instance, it has become increas-
ingly difficult to distinguish the welfare office from the 
probation office:  

Welfare offices have borrowed the stock-and-trade 
techniques of the correctional institution: a behav-
iourist philosophy of action a` la Skinner, constant 
close-up monitoring, strict spatial assignments and 
time constraints, intensive record-keeping and case 
management, periodic interrogation and reporting, 
and a rigid system of graduated sanctions for failing 
to perform properly (Wacquant, 2009a, p. 102).  

The other central feature of neo-liberal regimes identi-
fied by Wacquant (2010) is the cultural trope of indi-
vidual responsibility. In the crime control field, this in-
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volves an attempt by the state to devolve the respon-
sibility for surveillance onto individuals and organisa-
tions. For instance, over the last two decades the CCTV 
Challenge Competitions and Crime Reduction Pro-
grammes devolved the responsibility for crime control 
in the UK on to local public-private partnerships. 
Moreover, empirical research in UK town centres has 
shown how these public-private CCTV systems can be 
co-opted for central state purposes and used to target 
“known criminals”, “suspected drug addicts”, and those 
“wanted” for the breach of bail conditions (Coleman, 
2004; McCahill, 2002; Wakefield, 2003). More recent ex-
amples of responsibilisation include the Anti Money 
Laundering/Counter Terrorism Financing (AML/CFT) and 
e-Borders surveillance regimes (Ball et al., 2015). The 
former requires banks and building societies to monitor 
customer transactions and report any suspicious activi-
ty to the Serious Organized Crime Agency, while the 
latter requires airlines to collect passport data in ad-
vance of travel and transfer it to the UK Border Agency 
for screening against watch-lists (Ball et al., 2015, p. 
21). Once again these surveillance regimes do not fall 
equally on all populations as customer activities and fi-
nancial transactions are incorporated into information 
infrastructures which support the identification of 
criminals and terrorists (Ball et al., 2015).  

5. Surveillance Practice: “Habitus” and “Field” 

As Ball et al. (2015) have argued, surveillance theorists 
have tended to provide either society-wide analysis of 
the emergence of a surveillance society, or micro-
sociological accounts of local dynamics and resistance. 
However, the nature of the connection between the 
two levels of analysis “has not been theorised in sur-
veillance studies in a thoroughgoing way” (2015, p. 25). 
The work of Bourdieu may be instructive here as his 
entire approach to sociology was partly an attempt to 
develop a new direction in social theory that would 
steer a course between what he considered the exces-
sive “voluntarism” of the philosopher Jean-Paul Sartre 
and the excessive “structuralism” of the anthropologist 
Levi-Strauss. What must be explained, according to 
Bourdieu, “is always choice within a structured situa-
tion that individuals do not themselves consciously 
structure” (in Couzens Hoy, 2005, p. 119). From this 
perspective, the actions and choices of individuals are 
shaped by “the internalization of the objective patterns 
of their extant social environment” (Wacquant, 2005, 
p. 137) and by the position they occupy in any given 
field. In an attempt to apply this approach to the study 
of penality, Joshua Page (2013) has argued that ab-
stract theoretical accounts of penal transformation of-
ten fail to consider the intervening mechanisms that 
translate social-structural phenomena into penal prac-
tice. From this perspective, macro-level social trans-
formations are always retranslated into the internal 

logic of “fields” and mediated by a field-specific “habi-
tus” which refers to “an internal set of dispositions that 
shape perception, appreciation, and action” (Page, 2013, 
p. 152)8. Thus, while “macro-level, structural trends af-
fect practice (what agents do and what decisions are 
made)…they do not do so automatically and without 
mediation” (2013, p. 154). Similar arguments can be 
made in relation to the crime control field. For instance, 
empirical research on “surveillance practice” in a range 
of settings has shown that despite the decline of the pe-
nal welfare model, those working within the “left hand” 
of the state have often opposed the measures intro-
duced by the “right hand” of the state (Bourdieu, 1998, 
p. 2). In Australia, for example, practitioners working 
within “welfarist” working cultures obstructed the intro-
duction of public-space surveillance cameras (Sutton & 
Wilson, 2004). Similarly, research has shown how “wel-
fare agency staff assisted clients in bettering the surveil-
lance system” through the use of “head nods (yes) or 
shakes (no) as the client responded to questions during 
intake interviews that were logging data into the sys-
tem” (Gilliom & Monahan, 2012, p. 408). At the micro-
level of probation practice, meanwhile, it has been 
shown that the “Right hand” of the state is not always 
aware of what the “Left hand” is doing as “risk-based” 
discourses are filtered through the occupational con-
cerns of front-line practitioners who continue to be 
guided by the old “welfare” mentality rather than the 
“risk” mentality (Kemshall & Maguire, 2001).  

As the neo-liberal state attempts to devolve the re-
sponsibility for crime control, new surveillance agents 
have entered the crime control field bringing with 
them a “habitus” that shapes the way new surveillance 
technologies are applied in practice. For instance, em-
pirical research on the use of CCTV surveillance camer-
as in a shopping mall in Riyadh found that surveillance 
monitoring was filtered through the religious norms 
and social mores of those operating the systems. In this 
context, private security officers who recently left their 
tribal village used cameras not to target groups of 
“flawed consumers”, but to target “singles”, groups of 
males suspected of engaging in “courtship” behaviour 
in a sex-segregated society (Al-hadar & McCahill, 
2011). In the UK, ethnographic research on the opera-
tion of CCTV systems on mass private property has 
shown how some corporate actors continue to work 
with the old “welfare” mentality, empathising with the 
plight of local working class youths (McCahill, 2002). 
One study on the use of CCTV surveillance cameras in a 
shopping mall situated on a deprived council estate in 
the north of England, reported how low paid, low sta-
tus, working class security officers refused to pass on 
the names of “wanted” persons identified on camera 

                                                           
8 The difference between “habitus” and “field” was character-
ised by Bourdieu “as the difference between the feel for the 
game and the game itself” (Couzens Hoy, 2005, p. 110). 
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to the local beat officer (McCahill, 2002). More recent-
ly, ethnographic observations of encounters between 
“flawed consumers” and private security officers in an 
English shopping mall revealed that despite receiving 
“life-time” banning orders, marginalized groups utilised 
social capital (i.e. collusion with private security offic-
ers) to gain access to public services that were provid-
ed on private property (McCahill & Finn, 2014). Thus, 
while the crime control field may have changed dra-
matically in recent years “neither the ‘culture of con-
trol’ nor the ‘new penology’ have fully taken root in the 
heads and habitus of penal agents” (Page, 2013, p. 
158), or in the heads of “private” actors who often find 
themselves monitoring their own locales and work-
place situations (McCahill, 2002)9.   

6. Surveillance, Capital and Resistance 

One of Bourdieu’s central contributions to social theory 
was to demonstrate that it is not only “economic capi-
tal” (i.e. money or property) that functions as a deter-
minant of social position, but also “social capital” in the 
form of networks and social relationships, “cultural 
capital” such as education, skills and cultural 
knowledge, and “symbolic capital” which designates 
the authority, knowledge, prestige, or reputation that 
an individual or group has accumulated (Bourdieu, 
1986). While previous research has shown how these 
forms of capital can be mobilised by the institutional 
actors conducting surveillance (Dupont, 2004, p. 244), 
this section draws upon ethnographic research to show 
how the subjective experience and response to surveil-
lance is also shaped by the distribution of capitals (see 
McCahill & Finn, 2014). For instance, our research has 
shown that relatively privileged groups, such as “mid-
dle class” protesters or police officers, utilised econom-
ic, social and cultural capital to evade or contest sur-
veillance in various ways. Protesters utilised social 
capital (e.g. personal contacts with senior police offic-
ers, lawyers, MPs, local councillors, journalists, and as-
sociates working in the “privacy” movement) and cul-
tural capital (e.g. knowledge of the law) to challenge 
surveillance through the courts, or to discover the “fate 
of their data” through Freedom of Information re-
quests. Similarly, police officers and security officers 
working under the gaze of CCTV surveillance cameras 
utilised social and cultural capital to manage not just 
when they appeared on CCTV, but also how they ap-
peared on camera. In this case, knowledge of either 
operating the systems or visiting control rooms, ena-

                                                           
9 Research on the Anti Money Laundering/Counter Terrorism 
Financing (AML/CFT) and e-Borders regime has shown how na-
tional security surveillance regimes were filtered through the 
“habitus” of corporate actors who used e-Borders to explore 
commercial opportunities arising from the extra customer con-
tact (Ball et al., 2015).  

bled plural police actors to avoid the gaze of surveil-
lance camera operators by locating themselves in 
“blind spots” when patrolling the shopping malls or 
streets. Alternatively, plural police actors would visit 
surveillance camera control rooms to review footage, 
reflect on their bodily comportment, and modify their 
behaviour in future “face-to-face” interactions (McCa-
hill & Finn, 2014).  

However, it is not only relatively privileged groups 
who utilise capitals to contest surveillance in various 
ways. As Bennett et al. (2010, p. 29) have suggested, 
“rather than assume an essential unity to cultural capi-
tal”, it may be useful to explore how other forms of 
cultural know-how may serve to function “as sources 
of cultural privilege” in a range of new settings and sit-
uations. For instance, in his later work Bourdieu (2005) 
used the concept of “technical capital” “to refer to the 
distinctive assets that members of the working classes 
acquire through their vocational skills and pass on to 
their children through domestic training” (in Bennett et 
al., 2010, p. 29). Bourdieu (1990) also referred to the 
“lucidity of the excluded” to illustrate how the exclu-
sion of marginalised groups from certain realms of priv-
ilege can often accord them a certain critical insight in-
to the structures that oppress them (see McNay, 2000). 
Thus, alongside the “master” concepts of capital identi-
fied by Bourdieu, we have introduced the term surveil-
lance capital to explain how surveillance subjects uti-
lise the everyday forms of tacit knowledge that is 
acquired through first-hand experience of power rela-
tions to challenge the very same power relations. For 
instance, our ethnographic research showed how “pro-
lific” offenders were aware that probation officers 
shared information with other agencies because of 
what they had read on the induction forms that they 
were required to sign. Others were aware that any in-
formation they might give away during interviews was 
likely to be stored on the database. One prolific of-
fender summed it up when he said: 

Like the police that work with me make out that 
they’re not the police and they work with probation 
and that, but they’re full on undercover coppers. 
The quicker you get to learn that the better innit? 
You don’t want to be an idiot and pretend that 

they’re not proper police (in McCahill & Finn, 2014).  

Moreover, while the information stored on databases 
can be treated as the source of “truth” that overrides 
personal testimonies, some “prolific” offenders used 
the existence of the “file” or “database” to avoid 
“opening up” and answering questions during face-to-
face interviews by telling drugs workers in the proba-
tion office to “go check the file”. “Prolific” offenders al-
so used the existence of “new technologies” to evade 
monitoring by keeping text messages sent by the pro-
bation staff to prove that they had not missed or were 
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not late for appointments. One “prolific” offender used 
the data that had been extracted from his body to his 
advantage when he requested photo-copies of any 
“negative” drug tests to take home and show his part-
ner that he was not using drugs. Family members of 
“prolific” offenders also used surveillance against sur-
veillance to support their case when confronted by the 
police. One mother kept fragments of her son’s “digital 
persona” (electronically-recorded consumer transac-
tions) to challenge police decisions to question or ar-
rest her son. While surveillance capital may not be 
easily translated into other forms of “capital”, it does 
provide surveillance subjects with a degree of agency 
in local and specific settings.  

As Bourdieu argued, while “those who dominate in 
a given field are in a position to make it function to 
their advantage…they must always contend with the 
resistance, the claims, the contention…of the dominat-
ed” (Bourdieu & Wacquant, 1992, p. 102). However, 
the French author was also well aware of the ironies of 
resistance and the potential for these strategies to re-
produce existing social divisions. In an attempt to con-
ceptualize these issues, he used “the term ‘regulated 
liberties’ to denote a more complex relation between 
the dominant and its subjects” (Bourdieu, 1990, p. 
102). Here Bourdieu (1990) drew attention to what he 
described as “the unresolvable contradiction of re-
sistance”, whereby the dominated “can resist by trying 
to efface the signs of difference that have led to their 
domination”, or they can “dominate their own domina-
tion by accepting and accentuating the characteristics 
that mark them as dominated” (in Couzens Hoy, 2005, 
p. 135). In recent years, a number of writers have 
drawn upon these ideas to explore the relationship be-
tween surveillance, body capital and class divisions fol-
lowing the shift from an industrial society organised 
around manufacturing and heavy industry to a post-
industrial society dominated by the service sector and 
consumerism. In the field of employment the decline of 
heavy industry which valued a “type of ‘body capital’ 
forged through notions of physical hardness and a pa-
triarchal breadwinner”, now seems out of step in a 
consumer or service economy “that values flexibility, 
keyboard proficiency, telephone communication skills 
and personal presentation” (Nayak, 2006, p. 817). The 
exclusion of working class males from the field of em-
ployment in post-industrial cities is compounded by 
exclusion from public spaces due to embodied attrib-
utes which are considered “out of place” in the new 
spaces of consumption. Nayak (2006, p. 821) for exam-
ple has shown how the “body capital” of young work-
ing males in Newcastle led to their exclusion from clubs 
and bars in the city centre. He refers to how so-called 
“charvers” “hold their head” and “arch their backs 
when walking”. The targeting practices of open-street 
CCTV operators in UK cities are also said to fall dispro-
portionately on those who look “too confident for their 

own good” or who had their “head up, back straight, 
upper body moving too much”, or those who were 
“swaggering, looking hard” (Norris & Armstrong, 1999, 
p. 122). In our ethnographic account of the subjective 
experience of surveillance in a northern city in the UK, 
we showed how marginalised groups responded to 
CCTV monitoring by covering their faces with hats and 
scarves, flicking “V signs” at surveillance camera opera-
tors, and throwing bricks at cameras. Of course, those 
who obscure their faces with clothing or who oriented 
their behaviour to camera operators through confron-
tation and abusive gestures are often singled out for 
further attention by surveillance camera operators (see 
Norris, 2003, p. 265). In this context, the body becomes 
both a “performance” and a “straitjacket” (Shilling, 
2003) as the “bodily hexis” (dialect, accent, dress, body 
posture and demeanour) conveys resistant impressions 
that potentially leads to further surveillance and exclu-
sion (McCahill & Finn, 2014).  

7. Conclusion  

The surveillance studies literature has been dominated 
by Foucaultian and Deleuzian-inspired perspectives on 
“discipline” (Foucault, 1977) and “control” (Deleuze, 
1992). The aim of this paper has not been to “go be-
yond” Foucault or Deleuze. The work produced by 
these towering intellectuals is far too important for 
that and will no doubt continue to frame theoretical 
debates on surveillance for decades to come. Instead, 
our aims were much more modest and were simply to 
propose an alternative approach to the study of sur-
veillance that replaced a discursive analysis of historical 
texts with empirically-informed “field” theory. As 
Haggerty (2006, pp. 41-42) argues, while surveillance 
theorists might want to embrace many of Foucault’s 
insights, they may also want to reserve “space for 
modestly realist projects that analyze the politics of 
surveillance or the experiences of the subjects of sur-
veillance”. To do this, we argued, required a different 
approach to Foucault whose main concern was with 
the forms that power relations take and “the tech-
niques they depend upon, rather than upon the groups 
and individuals who dominate or are dominated as a 
consequence” (Luke, 2005, p. 89). As Foucault (2001, p. 
331) explained, “the main objective of…struggles is to 
attack not so much such-or-such institution of power, 
or group, or elite, or class but, rather, a technique, a 
form of power”. Thus, whereas Foucault begins with an 
“‘ascending analysis of power starting from its infinites-
imal mechanisms’, Bourdieu gives priority to a focused 
analysis of the nexus of institutions that ensures the 
reproduction of economic and cultural capital” in the 
wider field of power (Wacquant, 2005, p. 145).  

Drawing upon this approach, we argued that the 
demise of the Keynesian Welfare State (KWS) and the 
rise of neo-liberal economic policies in the UK has 
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placed new surveillance technologies at the centre of a 
reconfigured “crime control field” (Garland, 2001) de-
signed to control the problem populations created by 
neo-liberal economic policies (Wacquant, 2009a). At 
the same time, however, we suggested that field theo-
ry offers the potential to examine national variations in 
the up-take of new surveillance technologies by show-
ing how globalizing forces and wider social changes are 
filtered through the political and juridical fields of dif-
ferent national jurisdictions. This approach also pro-
vides a bridge between society-wide analysis and mi-
cro-sociology by showing how surveillance practice is 
filtered through the existing organisational, occupa-
tional and individual concerns of surveillance agents. 
Following this, we situated the introduction of new 
surveillance within “fields of struggle”, arguing that the 
distribution of various forms of “capital”—economic, 
social, cultural and symbolic—operate as a range of 
goods or resources that structure the dynamics of sur-
veillance practices and power relations in the crime 
control field. In this respect, our analysis involved a 
critical engagement with two theoretical tradi-
tions−Focaultian approaches which provide dystopian 
visions of the power of state surveillance while under-
playing agency, and interactionist perspectives on the 
“everyday politics of resistance” (Marx, 2002; J. C. 
Scott, 1990) which often fail to consider how “the in-
teraction itself owes its form to the objective struc-
tures which have produced the dispositions of the in-
teracting agents and which allot them their relative 
positions in the interaction and elsewhere” (Bourdieu, 
1977, p. 81).  

To sum up therefore we have attempted to com-
bine a macro-level analysis which explores how global-
izing forces are filtered through the “field of power” in 
different national jurisdictions, with a micro-level anal-
ysis which shows how new surveillance measures are 
mediated by the “habitus” of surveillance agents and 
surveillance subjects. This approach, we argue, ad-
vances our understanding of surveillance politics in two 
ways. First, it can “act as solvent of the new neoliberal 
common sense that ‘naturalizes’ the current state of 
affairs” (Wacquant, 2009b, p. 129) by demonstrating 
that there are alternatives to the “bad example” set by 
neo-liberal countries such as the UK where the “pro-
cesses of normalisation of surveillance have gone much 
further than elsewhere” (Murakami Wood & Webster, 
2009, p. 260). Second, it provides a corrective to “top-
down” surveillance theories which continue to portray 
surveillance subjects as “docile bodies”, rather than so-
cial actors who can contest power relations in a field 
that is very much skewed against them.  
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1. Introduction 

The dramatic revelations made in 2013 by Edward 
Snowden concerned the extensive and intensive sur-
veillance operations of USA and allied intelligence ser-
vices, involving covert collection of communications 
data on a massive scale, with or without clear legal 
warrant and often with the complicity of private com-
munications, computing and media companies 
(Greenwald, 2014). Many of the specific and previously 
top-secret mass surveillance programmes that Snow-
den revealed were shown to be operating on an unim-
aginably huge scale. Increasing public knowledge of 
these practices has stimulated a variety of responses 

from citizens, governments, civil society organisations, 
and other interests. Their views include a search for 
types of response that include opposition, a plea for 
regulation and control, and better ways of shaping the 
relationship between national security and the re-
quirements of liberal democracy. Reactions by privacy 
and Internet activists and advocates, by some parts of 
the media, and by a few politicians and lawyers, have 
been among the most considered, forceful and promis-
ing, with proposed reforming measures ranging from 
the technical to the legal, regulatory and political. 
However, we do not yet possess the conceptual appa-
ratus to model the relationship these disparate means 
of addressing surveillance have to one another, nor to 
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their collective efficacy in the face of the threats posed 
by mass surveillance programmes.1 

Although mass surveillance started well before 
9/11, its rapid expansion since then is often under-
stood as a reaction to the terrorist attacks. Indeed, 
many countries have expanded their counter-terror ac-
tivities over the same time period, and the term “resili-
ence” is often found in official discourses of counter-
terror strategies, as well as serving as an analytical 
term in security studies and other policy areas. It also 
features in popular but vague inspirational language 
that is meant to connote an attitude, or stance, to be 
taken in a wide variety of adverse circumstances. The 
use of this term (along with the related term, “resili-
ent”) has noticeably proliferated in recent years, ap-
plied to a vast array of systems, contexts, processes 
and policies. White and O’Hare (2014), for example, 
found that some 800 official UK policy documents pub-
lished since 2005 contained versions of the term, in-
cluding in the area of counter-terrorism. The properties 
of resilience are considered by policy-makers generally 
to be beneficial, and the aim of making human and 
natural systems resilient taken to be worthy of approv-
al as well as deserving of the allocation of resources. 
Evaluations of individual, group, societal and system 
performance in terms of their resilience have become 
commonplace, and criticism of non-resilience has be-
come justified in the name of improvement. Few would 
wish to be labelled with various possible antonyms: 
brittle, fragile, inflexible, unbending. In sum, the art, 
craft and science of making people and things resilient 
all flourish in the face of threats that may or may not 
be known or predicted.  

Amidst this proliferation, framing theory and policy 
in terms of “resilience” has attracted its critics as well 
as engendered debate. Chandler established the jour-
nal Resilience “to critically engage with the world 
around us, to ask new questions of it” (Chandler, 
2013a). The study of resilience is seen as multidimen-
sional, ambitiously embracing practices, policies, dis-
courses, processes, spaces of construction, economics, 
politics, and subjectivities. The concept “resilience” is 
used almost magnetically to re-orientate the particles 
of diverse fields, disciplines, approaches and substan-
tive research around a new way to frame and compre-
hend their complementarity. Against this initiative, Ne-
ocleous has attacked “resilience” as a project for 
“colonizing the imagination” and making the state and 
capitalism more resilient. It represents an uncritical di-
version from the need for resistance that follows the 

                                                           
1 This article emerges from the IRISS (Increasing Resilience in 
Surveillance Societies) Project (EC Grant Agreement No. 
290492), in which the authors were partners, and which con-
ceived the notion of employing resilience strategies against 
surveillance systems (see http://irissproject.eu/). In this article, 
we develop further an analysis of resilience to surveillance. 

agenda of neoliberalism (Neocleous, 2013a, p. 7; see 
Chandler, 2013b; Neocleous, 2013b). Recent debate 
over the usefulness or, conversely, the danger, of 
adopting a “resilience” approach has taken place in the 
context of international relations discourse, and specif-
ically with reference to liberal intervention to solve a 
range of local and global problems (Chandler, 2015). 
Yet Bourbeau, who notes the proliferation of “resili-
ence” analysis in many fields, observes that in the liter-
ature on world politics, security and “securitisation”, 
“there is very little coherence and consensus as to the 
nature and substance of resilience. The term is em-
ployed but rarely unpacked, let alone theoretically ana-
lysed” (Bourbeau, 2013, p. 3).  

Although the present article is situated broadly 
within the study of security, we do not aim to enter the 
current debate on the plane inhabited by its protago-
nists. Whilst borrowing conceptual elements from 
some of those engaged in the latter, we aim—in Bour-
beau’s terms—to analyse “resilience” theoretically in 
order to use it in the context of surveillance, which we 
believe is a novel application. This is done in order to 
contribute to understanding the effects of surveillance. 
Although surveillance practiced in aid of (national) se-
curity or public safety is indeed a threat to desired and 
desirable personal and social values, we are also scep-
tical about easy assumptions about the reality of a 
“slippery slope” that demands only resistance.  

We thus explore societal resilience to the threats to 
democracies posed by the current mass surveillance of 
communications and other applications of surveillance 
technologies and practices. This exploration is done 
through modelling resilience to surveillance, which also 
embraces “sleepwalking” into a surveillance society 
and “waking up”. Surveillance itself is a resilience tool 
wielded in government policy, used instrumentally—
and discursively justified—to increase collective, indi-
vidual, or infrastructural security against certain 
threats, such as terrorism or breakdowns of public or-
der. However, despite the supposed benefits of surveil-
lance as part of a resilience strategy in the face of 
threats, surveillance’s prevalence, intensity, and use of 
specialised resources including access to personally 
identifiable information may actually erode privacy 
along with a host of other “public goods”: associated 
rights, freedoms, ethical principles, security, and other 
values that it is designed to protect, including democ-
racy itself (Raab, 2012; Raab, 2014). In this erosion, 
surveillance may exemplify the “dark side” of resilience 
(Bourbeau, 2013, p. 4).  

These prospects of threat and response are exam-
ined through the novel visual presentation of possible 
alternative trajectories. The innovation of this portrayal 
rests, however, on the fairly well-established concep-
tion—that we share with others (see Bourbeau, 2013, 
p. 7)—of resilience as process and not only as a label 
for a set of qualities or properties of an individual, 
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group, or society deemed to be “resilient”. The theo-
retical possibilities outlined by these trajectories em-
brace all the engineering, ecological, and socio-
ecological subtypes of resilience sketched by Bourbeau 
(2013, p. 9, Table 1), and as such, rather than rely on a 
singular definition of resilience, we present resilience 
as an overarching term within which the different sub-
types may come into play. Turning the tables on the 
construction of surveillance as resilience to a conven-
tional array of threats to security and safety, the article 
also further develops the argument that the practices 
and policies of resilience can be used against surveil-
lance itself, exploring how societies may remain demo-
cratic in the face of what some writers have described 
as the deeply negative impacts that surveillance prac-
tices otherwise might have (e.g., Lyon, 2003a, 2003b; 
Čas et al., 2015; Raab et al., 2015; see also Wright & 
Kreissl, 2015). 

Whilst privacy is the value, right, or public good 
most frequently said to be implicated in the employ-
ment of surveillance for national security or public 
safety, we do not assume that “privacy” has a singular, 
easily grasped, consensual meaning. It is commonplace 
in the literature on privacy to construe it as a cluster or 
“family” of values (e.g., Solove, 2008) that are prized 
for a variety of instrumental or intrinsic reasons, and 
that may be differently implicated in different norm-
related contexts (Nissenbaum, 2010). There are several 
discernable types of privacy, each associated with one 
or more relatively distinctive principles, rights or free-
doms, including dignity, autonomy, freedom of expres-
sion, and several others that form part of the familiar 
canon of individual rights and public goods inherent in 
liberal democracy (Wright & Raab, 2014). Our analysis 
of what is at stake in the deployment of surveillance 
embraces, in general terms, any or all of these. There is 
no space presently to disaggregate this understanding 
and to discuss each among the variety of public goods; 
we highlight the consequences of surveillance for pri-
vacy and security because these are the values that are 
most prominent in current discourse and policy.  

The central arguments of this article are that the 
concept of resilience can usefully be applied to the 
study of surveillance; that resilience cannot be as-
sumed to happen, and may in fact fail; that several dif-
ferent outcomes are indeed possible; that the dia-
grammatic approach we demonstrate usefully offers a 
way of incorporating different subtypes of resilience 
(e.g., “bouncing back”) within a unified umbrella 
framework; and that our diagrammatic approach facili-
tates the representation and modelling of different 
scenarios and outcomes. The article’s argument devel-
ops in three steps: it (1) refers to some existing models 
of resilience and abstracts them from their specific 
previous contexts before (2) developing a more varied 
and general model of resilience. It then (3) applies this 
specifically to the topic of surveillance. 

2. Resilience: Some Examples in Discourse and 
Practice 

The concept of “resilience” is identified in all kinds of 
natural and social phenomena where threats to integri-
ty and identity are faced by physical objects, social 
goods and ethical values, or social relationships. Persis-
tence and change are the resultant and alternative 
states of a host of small or large measures taken in re-
sponse to, or in anticipation of, the challenges that are 
posed, although whether something is deemed to have 
persisted or changed—and how much—is not neces-
sarily objectively determined: it is often a matter of 
subjective perception and conventional agreement or 
disagreement. This is a generic problem in the analysis 
of system change or persistence, and is inherent in, for 
example, the understanding, within policy studies, of 
incremental (or intra-structural) and large (or funda-
mental and structural) change (Braybrooke & Lind-
blom, 1963, p. 62 and Chapter 4).  

Nevertheless, while “resilience” is held to be a 
widely-applicable concept, its meaning as well as the 
practical measures it indicates are disparate. The latter 
point in different ways to the means of protecting, de-
tecting, and responding to the consequences of 
threats, attacks, disasters and other adverse events. 
We do not attempt to define the term precisely, alt-
hough some of its most important connotations are 
germane to our further analysis and are conveyed in 
section 4. Some examples of resilience, threat or attack 
in different contexts and domains can be found in offi-
cial documents, and are briefly indicated here. Docu-
mentary materials drawn from UK government de-
partments include emergency planning (UK Cabinet 
Office, 2013), cyber security (UK Cabinet Office, 
2011a), community resilience (UK Cabinet Office, 
2011b), and counter-terrorism strategy (UK Home Of-
fice, 2011). Some UN documents concern global sus-
tainability and development (United Nations Secretary-
General’s High-level Panel on Global Sustainability, 
2012), disaster risk reduction (UN System Task Team 
on the Post-2015 UN Development Agenda, 2012), 
pandemics and health (Ban, 2009), human rights 
(Yusuf, 2012), counter-terrorism (UN Security Council, 
Counter-Terrorism Committee (CTED), 2013), and 
crime-prevention (UN Commission on Narcotic 
Drugs/Commission on Crime Prevention and Criminal 
Justice, 2010). Several points can be derived from this 
very selective canvass: 

  “Resilience” is sometimes undefined but refers to 
a coherent set of objectives and implementation 
measures in the face of human and natural 
threats to vital interests such as national security, 
food supply and community functioning. 

 The resilience strategy relies upon planned, co-
ordinated efforts across organisations at different 
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levels, and among participants with defined roles 
and responsibilities.  

  “Resilience” enjoys a certain political appeal, 
possibly because the term suggests strength, ro-
bustness and fortitude. 

  “Resilience” is also attractive to administrators, 
perhaps because it involves skills in problem analy-
sis, strategic planning, and policy implementation.  

 The meaning of “resilience” requires interpretive 
skills because it is not always evident, although its 
connotation may be clear in terms of strategy and 
practical measures; however, “resilience to sur-
veillance” is more elusive. 

 Even when the term is not explicitly used, it re-
mains possible to construct a plausible scenario 
that identifies the threat, what is threatened, and 
how the threat can be countered through preven-
tive or remedial measures. 

 Preventative and preparedness measures—not 
the same thing—loom large across fields where 
threats or adverse events vary in terms of their 
inevitability, and therefore in the nature and dy-

namics of resilience.  

Most of the uses of the term are with regard to nation-
al or community security and safety in the face of natu-
ral or man-made disasters and threats in some near or 
far future, or with regard to strategies for economic 
and social development. In some examples, the use of 
surveillance, including monitoring or other means of in-
formation gathering and social control, is considered to 
be part of a resilience policy or strategy.  

A further relevant observation points up a distinc-
tion between resilience as a property of a society, 
community or an individual, and resilience as the activ-
ities undertaken to bounce back or to anticipate some 
threat. For example, it is possible to distinguish be-
tween two different meanings of the term “community 
resilience”. The first is the kind of localised planning 
and contingency measures often encouraged by gov-
ernment as a means for localities to cope with sudden 
adverse environmental conditions or terrorist attacks, 
and to work alongside “first responders”. The second 
kind is the more intrinsic or “organic” quality of psy-
chological or community social solidarity evident in re-
sponse to certain adverse events, suggesting that far 
from being fractured by the adverse event, individual 
psyches and communal bonds are resilient to damage 
and may even be part of a wider community-rebuilding 
process (see also Hall & Lamont, 2013a).  

Various theories may be found in the social scienc-
es—for example, sociology and criminology—to ac-
count for communal “organic” resilience. For example, 
Durkheim (1984 [1893], pp. 53-67) famously character-
ises fundamental societal ties in terms of “social soli-
darity”, comprised both of social-economic interde-

pendence on others and of shared moral values. More 
recently, Putnam (2000) has sought to explain why cer-
tain places or regions display greater civic vibrancy, ar-
guing that factors such as social networks (and volun-
tary associations in particular) build trust and links 
between local people, and Sampson (2008) has argued 
that the concept of “collective efficacy” can explain 
how mutual local support may be used to achieve par-
ticular collective goals. In each case, these theorists 
have sought to explain empirical differences in social 
cohesion, both between different places and over time, 
finding that such cohesion is by no means inevitable. 
While community resilience is often assumed to be de-
sirable, its capabilities could be used by government as 
a pretext for transferring responsibility for contingency 
management to the local level, and could even perhaps 
induce communities to learn to withstand events or 
situations that they should not have to tolerate (see al-
so Walklate & Mythen, 2015, Chapter 6). 

We now highlight at greater length a contrasting 
example—the study of dictatorial and post-dictatorial 
regimes—that relates to an overtly “political” context 
rather than one concerning natural or man-made disas-
ters or law-enforcement. Here the focus is upon how, 
and to what extent, societies show signs of resilience in 
relation to the exercise of political power and the dis-
tribution of resources. In this illustration, “resilience” 
becomes more easily seen as neither necessarily a 
“good thing” nor necessarily a “pro-security” concept. 
Similarly, Bourbeau (2013, pp. 7-8, 10) refers to resili-
ence’s undesirable “dark side” and its dependency on 
context; Marx (2015, p. 16) makes a similar argument in 
relation to “resistance” and to “security” in general. See-
ing these regimes in transformation also brings to light 
concrete developments that will be exemplified on a 
more abstract and conceptual level later in this article. 

In the Soviet era in East and Central Europe, the 
wide range of political regimes experienced periods of 
change from dictatorship through transitional phases 
leading towards forms of democratic system. This 
transformation brings into view a tension between the 
political regime and the society, casting light on differ-
ent meanings and manifestations of “resilience”: socie-
tal resilience towards the dictatorial system, and the 
resilience of dictatorial systems themselves towards 
political and societal changes and towards external in-
ternational pressure. Citizens, groups and institutions 
developed a resilience capability towards changes at 
various levels.  

At the individual level, for example, families from 
the pre-war upper middle class kept their large flats if 
they formally accepted expropriation and nationalisa-
tion of the flats and formally registered co-tenants who 
had never actually lived there. Another resilience strat-
egy of certain educated families was to commission 
forged paintings of famous painters from skilful local 
artists, since preserving and storing artworks acknowl-
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edged as part of the cultural assets of the county, for 
the preserving and storing of which the state galleries 
had no space, made them eligible for possessing an ex-
tra room in their flats. Tolerance shown to dissident 
groups and their samizdat (clandestine) publications 
contributed to resilience of the system and its citizens. 
For citizens who accepted the regime, family life and 
personal economy were developed through small-scale 
semi-private enterprise and informal economic net-
works. Those in opposition in underground movements 
developed resilience through a variety of means. In ad-
dition, the degree of a regime’s repressiveness, and its 
use of ubiquitous surveillance in the era of the Stasi, 
the Securitate and similar organisations shaped oppo-
nents’ behaviour and resilience. These and other char-
acteristics enabled the regimes to reduce national and 
international tensions, to adapt to changing environ-
ments, and to resist shock-like impacts. 

In the period of democratic transformation, the 
“Velvet Revolution” (Czechoslovakia) or the “rule-of-
law revolution” of 1989 (Hungary) can be seen in terms 
of structural resilience that retained the legal and ad-
ministrative framework. There is a strong tradition of 
resilient personal survival through social and political 
influence spanning transitional regime changes. Mem-
bers of the former political and economic elite retained 
their influence by taking over state-owned companies, 
and the discredited secret services soon reconsolidated 
themselves. Even where their leaders were replaced 
with trustworthy pro-democratic people, many per-
sonnel remained in office, together with their organisa-
tional culture, and adapted to the changing environ-
ment. In some countries in the post-dictatorial period 
(e.g., Hungary), new organisations, the enforceability 
of individual rights and freedoms, and the capitalist 
economy created a window for the establishment of 
new institutions and international relationships. How-
ever, it is not clear whether the resilience of all social 
strata has persisted and become stronger. Some new 
democratic political organisations proved vulnerable 
and short-lived. Trade unions became marginalised, 
and the position and living standards of the unskilled 
and the intellectuals declined.  

Societal resilience specifically towards surveillance 
in the post-dictatorship era also deserves attention. Af-
ter the changes, the fear of the regime was replaced by 
a fear of crime. Societies under long authoritarian rule 
have virtually skipped the period of democratic moder-
nity and jumped directly into the surveillance culture of 
postmodernity (Los, 2002). The lack of historical expe-
rience resulted in increased vulnerability and de-
creased resilience towards new forms and technologies 
of surveillance, as individuals became more susceptible 
to business and marketing offers and industry-driven 
surveillance (Szekely, 2008). In those former dictatorial 
regimes where personal and family life were more resili-
ent, and although private surveillance was not conceived 

as potentially harmful, suspicion against state surveil-
lance remained high. 

The lessons learnt from this non-democratic and 
transitional context are that: 

 In the perspective of democracy, a resilient dicta-
torship, in which non-democratic forms of political 
life and the careers of privileged elites may be able 
to survive shocks and defeats, is clearly not 
“good”, whereas civil-societal resistance ( “resili-
ence”) to the dictatorship’s surveillance strategy 
appears politically desirable. 

 The general question, “is resilience desirable?” is 
therefore germane in any example.  

 More generally, it is important to look at the pas-
sage of historical time in analysing the sequences 
of adverse events and responses in order to con-
ceptualise resilience as a trajectory. 

All the above illustrations show the diversity of resili-
ence practices and meanings in different contexts. Our 
argument here is (1) that resilience has become a ma-
jor theme in UK and UN government policy today, par-
ticularly in relation to security matters; (2) that there 
are various political dimensions to this; and (3) that 
whatever one’s political evaluation of how resilience is 
operating in a given area, the twin policy themes of (a) 
assessing the “amount” of resilience present and (b) 
seeking to increase this through developing better pro-
cesses seem very powerful from a policy-making per-
spective. 

Before we focus upon the domain of surveillance as 
the set of specific events and practices towards which 
resilience may be oriented, we first explore the theo-
retical grounding of the concept of resilience and lo-
cate our own efforts within its literature. 

3. Theoretical Underpinning of “Resilience” 

The concept of “resilience” has certain linkages with 
conceptual and theoretical writing on general systems 
and cybernetics—based on the analysis of communica-
tion and control—that discuss natural and social pro-
cesses involving changes of state or restoration over 
time, threats to existing states of affairs, and/or inter-
actions between actors and the “world” they seek to 
change or regulate. There is only space here to draw 
attention to the heuristic value of such conceptual 
frameworks for deriving points or questions that may 
be useful in the analysis of resilience. 

General systems theory posits the notion of a sys-
tem and its environment, and analyses the relationship 
between parts of a system, their contribution to the 
whole, and the relationship of the system to its envi-
ronment(s) (Demerath & Peterson, 1967; Deutsch, 
1963; Easton, 1965; Emery, 1969; Parsons, 1951; Wie-
ner, 1954). Changes can be generated internally to a 
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system or as an effect of its environment. Central to 
such theory are concepts such as equilibrium, stability, 
homeostasis, and the normal states of systems in 
terms of their internal organisation or in relation to 
their environments. Systems theory and cybernetics 
are replete with themes and concepts of organisation 
and disorganisation, the degradation (entropy) and re-
inforcement of states of being, adaptation, stability 
and instability, order and chaos, flexibility and rigidity, 
communication, information and control, self-
organisation and feedback, and many more. They pro-
vide a conceptual language for talking about how sys-
tems maintain themselves, change, grow or die; all 
these states are relevant to an understanding of resili-
ence. Perhaps even more difficult—and interesting—to 
analyse are cases where a system becomes utterly 
transformed into something “new”; the dictatorial and 
post-dictatorial example may be seen in this light. The 
application of systems thinking to human affairs is typi-
cally done not only to describe social or political phe-
nomena, but to contribute prescriptively to change and 
improvement in the latter in accordance with ideals and 
values that are, of course, themselves open to debate.  

A system may not only react to environmental ef-
fects by changing its internal properties or organisa-
tion, but also act on and change its environment, bring-
ing about a new relationship or a new equilibrium. 
Several “resilience” authors suggest this, and their ob-
servations are germane to current attempts to clarify 
the concept and make it relevant to contemporary de-
bate and practical application, as we shall see. Holling, 
a leading theorist of ecological resilience, calls the two 
approaches “analytical” and “integrative” (Holling, 
1998). White and O’Hare (2014) distinguish between 
“equilibrist” and “evolutionary” resilience; Longstaff’s 
(2005, p. 27) similar distinction is between “engineer-
ing” (status quo maintenance) and “ecological” (state 
change) resilience; and Taleb’s (2013) is between “anti-
fragile” and “resilience”. In the business context, Ha-
mel and Välikangas’s (2003) terms are “strategic resili-
ence”, involving “continuous anticipation”, and 
“dynamic reinvention”. More pessimistically, Walker 
and Salt (2006) note that “complex adaptive systems 
can…have more than one ‘stable state’”; depleted fish 
stocks may not be resilient enough to recover (p. 36); 
and change may be slow and unnoticed (p. 10). Feible-
man and Friend’s (1945) comprehensive framework en-
ables the location of resilience within a variety of stanc-
es that relate to the nature of the systems that respond 
to environmentally induced changes or stimuli.  

In these approaches, outcomes may be achieved 
through processes that include communication, flows 
of information, learning (Deutsch, 1963) and aware-
ness of the entity’s internal state and of the configura-
tion of its environment, and by means of instruments 
for discovering and for affecting salient parts of the ex-
ternal world (Hood, 1983). These may all be seen as 

part of a repertoire for being resilient in the face of 
threats, whether by anticipating and avoiding these 
risks or by responding when they occur. We cannot ful-
ly explore these processes here, or relate them sys-
tematically to resilience to surveillance. However, 
drawing upon such constructs and concepts helps in 
generating and answering important questions about 
the resilience of a social system—including its demo-
cratic values and practices—to adverse events, wheth-
er these be external or internally generated ones such 
as are posed by systems of mass surveillance. 

Relating to the points derived from the examples 
described earlier, many questions could be posed, in-
viting deeper development of resilience strategies, and 
illustrating the way in which theoretical and conceptual 
analysis affords a purchase on the kinds of processes 
that are of particular interest to us in focusing upon the 
threat posed by the mass surveillance of communica-
tions in particular. However, space permits only a few 
basic questions here; these are prompted by high-level 
approaches but are deliberately re-orientated towards 
the political and social frame of reference in which we 
seek to analyse resilience phenomena. The current 
questions include:  

 What analogies can be drawn from the processes 
of threat and responses in other concrete systems 
in order to model surveillance-resilient processes? 

 Is the threat carried out suddenly or incrementally?  

 What “constitutive public goods” are at risk in lib-
eral-democratic societies, and what sustains 
them?  

 Do resilient adaptations result in the maintenance 
or restoration of pre-surveillance levels of public 
goods, or is a new equilibrium established at low-
er or higher levels? 

Further questions—not considered here—would include: 

 How vulnerable are these public goods to the 
threat of surveillance? 

 Can we describe, in equilibrium terms, the rela-
tionship between a liberal democratic society and 
the state(s) in its environment? 

 How much (and what forms) of surveillance 
threaten what public goods? 

 How severe is the threat, and what public goods-
sustaining social and political processes and func-
tions are threatened? 

 What is the society’s degree of flexibility and its 
potentiality to adopt one or another response to 
external threats? 

 How does the system (i.e. society) learn about the 
potential threats to its public goods, processes or 
functions? 

 Can democratic societies take anticipatory action 
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to prevent these threats from occurring or to mit-
igate their likely effect? 

 What are the internal (re-)organisational and re-
source prerequisites to anticipatory and self-
organising activity to prevent or mitigate threats? 

 Does such action include only internal change in 
culture, structure and behaviour, or does it also 
include efforts to inhibit surveillance at source? 

4. Modelling Resilience 

We have already observed that there is now a sizeable 
and growing literature on resilience, featuring various 
definitions, though also some common conceptual lan-
guage (Clarke, 2013). A document on food security de-
fines it as “the capacity of agricultural development to 
withstand or recover from stresses and shocks and thus 
bounce back to the previous level of growth” (The 
Montpellier Panel, 2012, p. 11). Cognisant of that docu-
ment, another one in the same field says, more general-
ly: “Resilience is the ability of an individual, a household, 
a community, a country or a region to withstand, to 
adapt, and to quickly recover from stresses and shocks” 
(European Commission, 2012, p. 5). It continues: 

The concept of resilience has two dimensions: the 
inherent strength of an entity—an individual, a 
household, a community or a larger structure—to 
better resist stress and shock and the capacity of 
this entity to bounce back rapidly from the im-
pact….It requires a multifaceted strategy and a 
broad systems perspective […and] calls for a long-
term approach (European Commission, 2012, p. 5; 

emphasis in original). 

Within academic literature, Chandler (2012, p. 217), for 
example, has defined resilience as “the capacity to pos-
itively or successfully adapt to external problems or 
threats”. Writing from a more psychological perspec-
tive, Luthar, Cicchetti and Becker have similarly defined 
resilience as “a dynamic process encompassing positive 
adaptation within the context of significant adversity” 
(Luthar et al., 2000, p. 543; cited in Bourbeau, 2013, p. 
7). Hall and Lamont (2013b, p. 13) define “social resili-
ence” as “an outcome in which the members of a 
group sustain their well-being in the face of challenges 
to it”. There has been some debate, however, as to 
what the nature of all these forms of resilience adapta-
tion might be.  

References above to the work of White and O’Hare 
(2014) and to Longstaff (2005) showed that one way to 
understand the nature of “resilience”, and to distinguish 
between different kinds of resilience, is to consider 
whether the system reverts back to the status quo or 
instead changes to a new state. Similarly, the colloquial 
term “bouncing back” is often used to capture a quality 
of resilience, connoting recovery to the prior state of 

“normality”. However, as Folke (2006, p. 259) has ar-
gued, resilience may also involve evolution towards a 
“new normality” or perhaps a new equilibrium, com-
prehensible in terms of the theoretical underpinning 
discussed above, and which one might term “bouncing 
forward”. In a variant of the twofold distinction, Bour-
beau (2013, p. 8) draws a threefold but perhaps broad-
ly similar distinction, namely between engineering 
(equilibrist) resilience, ecological resilience (system 
continuity), and socio-ecological (emergent or adap-
tive) resilience. He then goes on to suggest a revised 
threefold distinction, namely between “resilience as 
maintenance”, resilience as “marginal adjustments”, 
and resilience as “renewal” or “remodelling” (2013, p. 
12). Bourbeau consequently defines resilience “as the 
process of patterned adjustments adopted by a society 
or an individual in the face of endogenous or exoge-
nous shocks” (2013, p. 10). Additionally, and presuma-
bly in order to distinguish the analysis of the workings 
of resilience from resilience itself, he proposes the new 
term “resiliencism”, which he defines as “a conceptual 
framework for understanding how continuity and 
transformation take place under these circumstances” 
(2013, p. 10; see also Bourbeau, 2015a).  

Another way of approaching the question of how 
best to define or characterise “resilience” is to identify 
the various different strategies or techniques it typical-
ly employs. An interesting feature of resilience strate-
gies is that they seem to involve a combination of for-
ward-looking measures attempting “to anticipate, 
prepare for, and, as far as possible, avoid the worst ex-
cesses of the next disruption” (Cho, Willis, & Stewart-
Weeks, 2011); measures, such as resistance, designed 
to combat current events; and learning, recovery or 
change measures in response to adverse events that 
have already occurred. Moreover, it is clear that we 
need to distinguish between resilience as a strategy 
and resilience as a description of empirical reality. Fur-
thermore, we agree with Bourbeau that, especially in 
relation to the second of these, rather than imagine re-
silience as being wholly effective or ineffective, it 
makes more sense to consider it as a matter of degree. 
In a subsequent section, we explore these various ele-
ments further and propose a framework within which 
various scenarios can be modelled, including ones that 
are not normally entertained in discussions of resili-
ence, namely where it fails. Before that, however, we 
turn to a brief discussion of the differences but also the 
relationships between resilience and resistance. 

4.1. Resilience and Resistance 

Resilience is not a one-off performance, but a sustained 
and systematic process that includes capacity-building 
institutional and procedural development. It partly over-
laps with “resistance”, an important but relatively unex-
amined concept in surveillance studies, involving indi-
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vidual and group opposition, protest, and defensive 
measures, but is a quite different process and not syn-
onymous with it (on the issue of “resisting surveillance”, 
see Bennett, 2008; Fernandez & Huey, 2009; Introna & 
Gibbons, 2009; Lyon, 2003b; Martin, Brakel, & Bernhard, 
2009; Sanchez, 2009; Wells & Wills, 2009; Wright & 
Kreissl, 2015). In relation to the opposition to surveil-
lance, privacy and other human-rights advocates might 
ask why the adoption of “resilience” terminology and 
frameworks should be preferred over existing discourses 
and strategies involving “resourcefulness”, “risk man-
agement” and, in particular, “resistance”. Evans and 
Reid (2013) lament the conflation of “resilience” and 
“resistance”. They abhor the de-politicisation of “resili-
ence” in which individuals are exhorted to abandon re-
sistance and to adapt to, rather than to oppose or politi-
cally transform, situations of insecurity and adversity. 
They see this as a “nihilistic” capitulation to liberal re-
gimes that thrive on the insecurity of others.  

Although we do not share these authors’ confi-
dence in “resistance” as the preferred stance, we fully 
acknowledge the many overlaps and linkages between 
it and “resilience”. However, we seek to demonstrate 
that the conceptual and practical apparatus of resili-
ence identifies various discrete components that might 
also inform future resistance strategies; it offers a dis-
tinctive holistic approach of a kind not always readily 
captured in the notion of “resistance”. Moreover, in 
some languages, “resilience” does not have a straight-
forward equivalent. But even where there exist sepa-
rate terms for resilience and resistance, actions aimed 
at withstanding shock-like adverse events can have a 
resistant and resilient aspect alike. According to popu-
lar conception, resistance can be associated with a rigid 
entity that undertakes an aggressive or even counter-
striking action to defend itself, while resilience may 
evoke more flexibility, as systems theory indicates. In 
many cultures, and in the history of oppressed peoples, 
heroism demands resistance. In other cultures and 
movements, “passive resistance” or “turning the other 
cheek” are the principled and valued responses. Some-
times, there may be a dramatic choice.  

At a general level, although both notions incorpo-
rate elements of prediction and prevention, resistance 
can be seen as a response that concentrates on the 
present; tries to avoid changes and preserve the exist-
ing state; emphasises the political dimension of the 
struggle; and sometimes uses radical solutions such as 
pre-emptive strikes or self-destruction. Resilience, on 
the other hand, refers to a broader and sometimes 
more bureaucratic range of measures deployed to try 
to cope with changes, and that may learn from the past 
and plan for the future as well as deal with the present. 
Thus the resilient entity is not only able to recover but 
also to develop ways to exist within adverse circum-
stances, and also to prevent future adversity. 

Bourbeau (2015b, pp. 17-18) has recently suggest-

ed a further way in which resilience and resistance, 
while different, are interrelated, namely that the ca-
pacity to resist, especially on an on-going basis, might 
be thought to require some resilience capability as a 
prerequisite for success. For example, the capability to 
mount resistance strategies could be seen as reflective 
of an entity exhibiting resilience; and the ability to 
withstand and bounce back from the likely setbacks in-
volved in a resistance struggle also seem “resilience-
like”. Lastly, a successful resistance measure may even 
lead to a new state of affairs, or “bouncing forward”. 

The question of process also points towards resili-
ence’s inclusion of a learning component, another 
complex matter to be explored. It is one of the steps in 
a temporal sequence that is recommended for building 
resilience in a specific domain such as agricultural de-
velopment, and in wider policy discourse. This includes 
activities to anticipate, survey, prevent, tolerate, recov-
er, restore and learn. As we will soon see, a resilience 
model used in the agricultural development field 
(Conway, Waage, & Delaney, 2010, p. 309) is helpful 
because it neatly summarises the content of resilience 
processes and offers a dramatic visual representation 
of what may typically take place over time. Other 
terms used in the agricultural setting are withstand, re-
sist, handle, absorb, adapt, response, resume, optimise, 
innovate, reconstruct, renew, and persist. In the field of 
disaster-reduction, the concept of vulnerability is also 
important: “[t]he conditions determined by physical, 
social, economic, and environmental factors or pro-
cesses, which increase the susceptibility of a communi-
ty to the impact of hazards” (International Strategy for 
Disaster Reduction (ISDR), 2004, p. 16). 

Armed with such process-related terms, it is possi-
ble to model an approach to resilience to surveillance 
drawing upon such terminology to depict a continuous 
process embracing: 

 anticipatory, preventive measures to mitigate the 
harms that may be brought about through surveil-
lance;  

 measures to absorb, resist or withstand the 
threats posed by surveillance; and  

 post-event measures to recover and to learn how 
better to anticipate and/or to cope with harmful 

surveillance.  

How the concepts are configured into relationships and 
sequences is a crucial question that will be sketched 
later on, but the details of this must be left for another 
time. Whilst these high-level concepts apply generically 
to situations of resilience, it is necessary to develop 
models that correspond closely to the circumstances of 
the different domains of application, but—again—
detailed demonstration must be deferred. For exam-
ple, some of these domains afford greater possibilities 
of anticipation and prevention than do others, and the 
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part played in resilience respectively by society and by 
state institutions will also vary. 

4.2. The First Step: Identifying the Components of 
Resilience 

In this section, we explore some different sequences of 
adverse events and system responses, in order to high-
light various possible outcomes in which a system does 
or does not exhibit resilience. Our discussion begins by 
taking a model from a particular domain, then general-
ising it, before considering its applicability to the ques-
tion of societal responses to mass surveillance systems 
specifically. We use a series of diagrams to help illus-
trate the processes at work. 

The heuristic diagram in Figure 1, drawn from work 
on agricultural development (Conway et al., 2010, Fig-
ure 9.9), shows a simple resilience sequence. 

We will supersede this diagram with ones that con-
sider surveillance as the disruptive phenomenon, but it 
is useful to refer to it and its definitions in showing the 
general, cross-domain conceptualisation of resilience—
involving both preparedness and response2—and the 
part played by the concepts “stress” and “shock”. In 
this construct, “stress” is defined as “a regular, some-
times continuous, relatively small and predictable dis-
turbance”, and a “shock” as “an irregular, relatively 
large and unpredictable disturbance” (The Montpellier 
Panel, 2012, p. 11), although it would be advisable to 
disaggregate each definition in order to show differ-
ences in size, predictability and continuity. The terms 

                                                           
2 Conway et al. (2010) identify and diagram a further important 
element, “countermeasures”, representing the deployment of 
measures to address the negative consequences of stresses or 
shocks that have become apparent (Figure 9.8). The effective-
ness of countermeasures is not assumed, and subsequent sce-
narios, for better or worse, can then be sketched. 

indicated in the x-axis, from “anticipate” to “learn”, 
signify different activities that are important in resili-
ence, albeit not necessarily in a clear sequence. 

However, as this diagram derives from a develop-
mental context, the expectation of a rising slope, espe-
cially as the target for recovery, cannot be simply 
transposed to a model tailored to a surveillance-and-
human-rights context, because it is not obvious that 
rights protections can be confidently expected, or 
planned, to improve steadily over time. Similarly, from 
the perspective of surveillance and rights, the upward 
slope may indicate an ambiguity, namely whether the 
model represents an ideal (that it is desirable for “de-
velopment” to increase over time) or whether it pur-
ports to represent reality, albeit abstractly (that societies 
typically are developing over time). Usefully, the dia-
gram does not show only the course of a relatively sim-
ple “bounce-back”, perhaps through some meandering, 
to the trajectory of development, but also envisages 
possibilities of indefinitely longer drift to lower levels 
where loss—de-development—replaces recuperation; in 
other words, the system has failed to be resilient. 

We particularly recognise the potential of the con-
cept of “resilience” to become, as Béné, Godfrey Wood, 
Newsham and Davies (2012) put it, a “form of integrat-
ing discourse” able to rally an “increasing number of 
people, institutions, and organisations under its banner, 
as it creates communication bridges and platforms be-
tween disciplines and communities of practices, and of-
fers common grounds on which dialogue can then be ini-
tiated between organisations, departments or ministries 
which had so far very little, or no history of collabora-
tion” (p. 12). Such bridges and platforms are crucial to 
countering the detrimental effects of surveillance, en-
suring effective respect for public goods and at the same 
time protecting people and communities. 

 
Figure 1. Agricultural development model of resilience. Note: A similar diagram was used in IRISS Deliverable 6.1, and 
was adapted from The Montpellier Panel (2012, p. 11). 
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4.3. The Second Step: Developing and Exploring the Re-

silience Framework 

With this in mind, we take further steps in the direction 
of resilience to surveillance by means of revised mod-
els. Figure 2 depicts two axes: public goods, and time. 
The x-axis is re-labelled “time” because this makes ex-
plicit what is implicit in the original model, namely that 
the diagram represents a temporal flow, and that its 
constituent elements (anticipate, survey, etc.) may be 
thought of as associated with different moments in re-
lation to the stress or shock event. The y-axis is re-
labelled “public goods”, in order to generalise the 
model’s applicability. Loader and Walker (2007, p. 145) 
argue that an expanded concept of “public good” can 
usefully be applied to the study of security by including 
not only shared societal goods such as liberty or free-
dom of expression, but additionally, by seeing such a 
good as a “constitutive public good”; that is, a societal 
good understood as an integral and essential element 
of society itself. We contend that this expanded con-
cept can similarly be applied to the study of resilience 
in general, as well as to privacy in particular when it is 
threatened by, for example, “national security” surveil-
lance. Public goods can refer to any “good” of potential 
fundamental benefit, but here we are particularly in-
terested in goods relating to freedoms, liberties, rights, 
democracy, security and privacy: the ones that are typ-
ically impacted by surveillance. A further advantage of 
using the term “public goods” is that it can refer both 
to their realisation in practice, and the vigour with 
which they are valued as societal values. 

In Figure 3 we introduce a new element, the “ideal 

level” of the desire for, vis-à-vis the “real level” of pub-
lic goods. We represent here the ideal level (i.e., how 
much a public good is desired or valued by society) as a 
horizontal line, hypothesising an ideal Western consti-
tutional democracy where the desired level of public 
goods is constant. We also label the three scenarios 
represented in the original model (full recovery, partial 
recovery, and non-recovery). 

As noted above, while there are some similarities 
between the concepts of “resistance” and “resilience”, 
there are also important differences. Our revised model 
enables us to illustrate this distinction through a sepa-
rate abstract model for resistance, which helps to distin-
guish it from the various cases of resilience (Figure 4). 

Whereas Figures 1–3 model resilience in the face of 
the occurrence of a single major event, Figure 5 models 
resilience both in the face of incremental, “creeping” 
threats to public goods, as well as in relation to a single 
major event or a small but culminating event that 
“breaks the camel’s back”. Figure 5 thus better models 
resilience in relation to surveillance, in which surveil-
lance threats may be incremental and gradual, or sud-
den and dramatic, although these properties are not 
unique to surveillance as a threat. It should be noted, 
therefore, that the model in Figure 5 is a general one, 
potentially also applicable to the threats to security 
that give rise to surveillance. It is possible to make ad-
vances on this diagram through other ones that depict 
further dimensions of resilience to surveillance, and 
that highlight other important considerations and 
questions about the path of resilience that pertain not 
only to the surveillance context but to others as well. 

 
Figure 2. Relabelled Conway diagram. 
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Figure 3. Modified resilience model. 

 
Figure 4. Resistance towards stresses and shocks. 

 
Figure 5. Resilience towards repeated stresses and shocks. Note: An earlier version was used in IRISS Deliverable 6.1. 
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In the case of security or agricultural development, 
stresses or shocks are often modelled as sudden major 
shock events, for example, a terrorist attack or famine. 
However, in the case of surveillance, measures intro-
duced that have a deleterious effect on civic society, 
such as a “chilling effect” on political debate or free-
dom of assembly, need not be singular or sudden, but 
may instead be smaller but more sustained. Conse-
quently, this diagram incorporates an additional resili-
ence scenario, showing a series of stresses, each one 
followed by an episode of resilience, which in the par-
adigm case restores the public good in question to its 
prior state, although of course full restoration need not 
be the case. The diagram also shows a final stress or 
shock—whether small or large—that has a larger effect 
on public goods, so that resilience has a more uncer-
tain outcome and may take longer. As in agricultural 
development, the uncertainty of the outcome is shown 
by the top line following the “final” stress or shock, and 
by two further lines that represent the re-
establishment of public goods at reduced levels. For 
the sake of simplicity, the public goods are depicted as 
fully restored after several stresses prior to the ulti-
mate stress or shock, but other trajectories are possi-
ble: one in which the public goods are eroded over 
time (the line descends); or alternatively where public 
goods are actually enhanced (the line ascends; to be 
shown later). 

4.4. A Closer Look at Resilience Elements  

It is not the aim of this article to produce an ultimate, 
universal definition of resilience, nor to vote for one of 
the existing definitions (and consequently approaches) 
from the wide spectrum between specific application 
areas and the view of Neocleous, who dismissively says 
that resilience is “all and everything”. Nevertheless, in 
order to understand better the notion of resilience in 
general and in the context of surveillance, we need to 
explore its fundamental elements and their reasonable 
spheres of interpretation, and to highlight at least the 
most important aspects of these elements. We focus 
on three such elements: the reference point or nor-
malcy, the time scale in which changes can be meas-
ured, and the role of perception.  

4.4.1. The Reference Point or the State of Normalcy 

As has been shown, resilience is generally understood 
as a “good thing”, an entity’s positive capacity or 
strength that enables it to resist stress and shock or to 
bounce back from the impact. Consequently, stresses 
and shocks are considered in this context as adverse 
impacts or events: “bad things” that degrade the origi-
nal state of the entity. Although in this article we re-
gard resilience as potentially positive, resilience as an 
abstract notion is inherently value-neutral. Every struc-

ture or entity can have the characteristics of being re-
silient towards external or internal impacts. It is rela-
tively easy to identify those states of entities that are 
widely regarded as having positive value, while the 
stresses or shocks to it are seen as negative, and to-
wards which the entity should be resilient. For exam-
ple, most people would regard food safety as a benefi-
cial state of society, and see floods and droughts as 
having adverse impacts. It is regarded as positive if the 
system can mobilise food reserves, thus being resilient 
towards such impacts. Similarly, there is consensus 
that a working electricity, waterworks or telecommuni-
cation infrastructure is a “good thing”. Our war ene-
mies’ resilient infrastructure is regarded as a bad thing 
from the standpoint of our interests. 

Even if we consider resilience from our own per-
spective and interests, in reality most beneficial states 
are not optimal; the ideal state might only be expected 
or imagined. However, it is possible to evaluate chang-
es and resilient responses in relation to these sub-
optimal states, too: in other words, to measure the level 
of resilience in relation to these realistic situations. If a 
country’s food safety is not optimal, but can bounce 
back from even the strongest of shocks to the usual, 
sub-optimal level, it can still be regarded as resilient. 

Society as a whole or the groups that constitute it 
cannot be regarded as homogeneous entities with re-
gard to either the positive or negative nature of the 
state of normalcy or to the positive or negative nature 
of the stresses or shocks, as the example of dictator-
ships showed. For most individuals or social strata a 
strong stress or shock, such as an economic crisis, can 
be adverse, yet for others it could be beneficial. This 
may have a strong impact at a higher level of society, 
too: it may change power relationships and the social 
distribution of goods. In such contexts, the formal or 
informal obligation to be “resilient” may easily be 
abused or at least used in a questionable manner (Slat-
er, 2014). Since we focus on the social implications of 
resilience, we adopt the values (public goods) of west-
ern liberal democracies. But even within this value sys-
tem, the same impact may have both beneficial and 
adverse effects on the same citizens concerned, an ex-
ample of which is the consequences of ubiquitous sur-
veillance in the developed world. 

Finally, the reference point (or reference line in the 
graphical models, below) is not always stationary: it is 
changing, even if change cannot easily be perceived 
because of its slow pace. In addition, the inherent pub-
lic goods—reflected in the written and unwritten 
norms governing the life of a social entity—may also 
change as a result of repeated stresses or shocks. Fig-
ure 6 shows an expanded model of resilience with 
eroding public goods. The vertical axis, “public goods”, 
refers both to the horizontal line that shows the persis-
tence of a good’s desirability (the “ideal”), and to the 
descending line that shows the decline in its reality un-
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der conditions of stress. As our introduction remarks 
about surveillance suggested, this situation is quite re-
alistic in an environment where citizens become resili-
ent towards security threats but gradually lose their 
“reasonable expectation” of privacy, autonomy, or dig-
nity due to increased surveillance.3 

However, it is also possible that repeated stresses 
and shocks result in an enhanced desire for public 
goods, perhaps through an increase in social solidarity, 
institutional organisation, morale, greater awareness, 
or other reinforcing conditions and factors. Thus citi-

                                                           
3 With regard to privacy, the doctrine of “reasonable expecta-
tion”, a complex and legally controverted concept involving 
both normative and empirical dimensions as well as contextual 
understanding of what is “reasonable” in what circumstances 
(Nissenbaum, 2010, pp. 233-236; Solove, 2008, pp. 71-74) is 
closely related to the level of public goods depicted in our dia-
grams, including increases and decreases over time. 

zens may become sensitised to the detrimental social 
side-effects of security measures and increase their 
demands regarding the guarantees of their privacy, 
dignity, autonomy, etc. in such situations (Figure 7). 

Resilience towards security threats may also mask 
adverse changes affecting certain social groups, or con-
serve a social-political situation that is far from ideal 
and prevent it from improving. For example, increased 
social sorting—a possible adverse consequence of 
ubiquitous surveillance (Lyon, 2003a)—may be legiti-
mised by the needs of resilience towards security 
threats and stresses. It is in the face of such challenges 
that societies may seek to affirm the principle that in a 
democratic regime even the positive aspects of resili-
ence should not serve as a means to conserve contra-
dictory social or political constructions or inhibit the 
development of a democratic, rule-of-law society. 

 
Figure 6. Expanded resilience model showing creeping erosion of public goods. 

 
Figure 7. Expanded resilience model showing enhancement of public goods. 
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4.4.2. Time Scale 

The time dimension in the context of resilience is im-
portant from two main perspectives. First, if the inten-
sification of stressful adverse changes is too slow to be 
perceived by social groups or individuals, the impacts 
will hardly be recognisable; thus we can speak about 
non-conscious, “instinctive” resilience only (see also 
the role of perception, below). Second, if the adverse 
impact is shock-like and therefore recognisable, but if 
the bouncing-back (or forward) phase is slow or une-
ven, the effect of resilience cannot be easily recog-
nised. Two types of this second situation can be noted. 
In the first type, the impact is strong, its consequences 
are evident, and the recovery also consists of fast but 
only partial actions; full recovery takes a long period of 
time. The second type can be observed in the case of 
long-lasting emergency situations, such as wars or 
long-term natural disasters. Here the period of stresses 
and shocks lasts long but the recovery phase even 
longer; years may pass until one can conclude that so-
ciety has regained or improved upon its earlier state. 

However, if the original state of the society or enti-
ty will be restored or surpassed only after several 
years, or in the life of a new generation, it is debata-
ble—in general systems terms—whether this can be 
regarded as a new entity, a new chapter in the history 
of the society, or as still part of the resilience capacity 
of the original entity (Braybrooke & Lindblom, 1963). In 
such situations, therefore, it is necessary to identify 
those public goods that, even in a changed environ-
ment, may represent the ideals with regard to which a 
society may be considered resilient. In this respect, a 
post-war country where the economy has been quickly 
restored, coupled with a dictatorial political regime, 
can be regarded as resilient in terms of the economy 

but not in terms of the society or polity, if the country 
had been a pre-war rule-of-law democracy. 

4.4.3. The role of Perception 

Adverse developments and their impacts, especially in 
the case of persistent stresses such as ubiquitous sur-
veillance, may remain unnoticed by those affected. 
When they finally realise the consequences, the mo-
ment for diminishing the impact or developing an al-
ternative strategy may have passed. Such a situation 
may also result in an unnoticed erosion of the “ideal” 
level of desire for public goods, as shown in Figure 8. 
The widely used metaphor of the boiling frog is illus-
trated here and in Figure 9; it refers to the ability or in-
ability of people (or any entity) to recognise and react 
to important adverse changes that occur gradually.4 
The boiling frog metaphor has been suggested before 
in relation to surveillance (Marx, 1987, p. 54), and it 
can also be understood as representing what a former 
UK Information Commissioner once famously termed 
“sleepwalking into a surveillance society” (Ford, 2004). 
The issue of perception may relate to that of time-
scale; for example, adverse changes taking place grad-
ually over a long period of time may be much harder to 
perceive than a similar aggregate change taking place 
over a much shorter time period. 

On the other hand, even in a successfully resilient 
construction, the actors themselves might not be fully 
aware of their own resilience activities. In other words, 
there exist perceived shocks and stresses, and unper-
ceived ones, coupled with conscious resilience options 
and unconscious ones. The possible combinations are 
manifold. In such situations and also on a societal level, 
the observer can identify an important moment: the 
moment of perception (Figure 9). 

                                                           
4 See http://en.wikipedia.org/wiki/Boiling_frog 

 
Figure 8. Unperceived stresses and eroding public goods. 
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Figure 9. Perceived stresses and chances of resilience. 

This diagram depicts a scenario in which the moment 
of perception prompts action leading to a change of 
real conditions. However, another scenario (not de-
picted) could show a case in which it is not possible to 
change real conditions, so that the moment of percep-
tion leads instead only to an increased desire for an 
“ideal”. This can have special importance in the surveil-
lance domain: surveillance stresses, even shocks, are 
often not perceived by the affected population, not to 
mention the indirect consequences of such impacts. 
For example, until the 2013 Snowden revelations of 
mass surveillance, people in Western societies were 
only dimly aware of, or even oblivious to, the fact that 
they had far less communications privacy than they 
had thought or had reason to expect. The public’s valu-
ation of privacy has arguably increased as a conse-
quence of this new awareness. Aradau (2014, p. 79) 
uses the term “moment of surprise” to describe the 
moment of perception (which may be experienced 
immediately in the case of shocks, or belatedly, as 
here, in the case of incremental stresses). Indeed, she 
argues that resilience approaches have become popu-
lar in policy fields precisely “as a response to the prob-
lem of surprising events” (2014, p. 87). 

5. Resilience in the Surveillance Context 

We have argued that much contemporary surveillance, 
and its effects on public goods, is predicated upon poli-
cies and practices aimed at promoting the security of 
states and societies. In the field of security—which is 
close to our concerns in thinking about surveillance—
“resilience” has tended to be used in the sense of “re-
silience to terrorism/subversion”, and the concepts 
and strategies used are drawn from the lexicon men-
tioned above. Here we propose to explore how similar 
resilience mechanisms might be employed to make so-

cieties more resilient to the more negative conse-
quences of the state and corporate surveillance that is 
undertaken in the name of security. However, in doing 
so, it becomes apparent that certain assumptions of 
the existing resilience models/paradigm must be called 
into question. Developing a resilience framework to in-
corporate different assumptions indicates that various 
outcomes are possible. We conclude that not only does 
this suggest that the use of a resilience strategy in op-
posing greater surveillance should be adopted with on-
ly limited optimism, but that our analysis highlights the 
limits of such resilience in general, including in relation 
to improving security. 

We now take this third step in the modelling of re-
silience, narrowing down from the general and abstract 
to consider specifically resilience to surveillance itself 
as the source of stress. The original Conway et al. 
(2010) model suggests a way of conceptualising differ-
ent strategies to oppose or resist surveillance, namely 
along the broadly temporal sequence of anticipate, 
survey, prevent, tolerate, recover, restore and learn. 
Rather than simply reactively opposing insidious sur-
veillance programmes when they are initially proposed 
or revealed, a “resilience”-based approach suggests 
that, additionally, it would be beneficial in advance to 
prepare a raft both of preventive measures and restor-
ative contingency measures.  

From this perspective, specific measures that could 
be deployed to oppose surveillance can be seen as po-
tentially involving a number of these strategy qualities. 
For example, the establishment of constitutional or 
human rights legal protections are in part anticipatory 
(because they anticipate future governmental attempts 
at their encroachment); in part preventive (because a 
constitutional court might rely on such provisions to 
strike down a proposed new law as unconstitutional); 
restorative (because higher constitutional courts may 
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be acting sometime after a law was originally intro-
duced); and exemplify learning (because jurisprudence 
may develop in the light of new technologies, their ca-
pabilities and implications for citizens). Similarly, citi-
zens’ use of encryption techniques to protect their per-
sonal communications may be anticipatory (of unknown 
future attempts at their interception); preventive (pre-
venting immediate disclosure); restorative (introduced 
specifically to reinstate effective privacy in the light of 
recognition of its former weakness); or demonstrate 
learning (the adoption of even stronger cryptographic 
systems in the light of revealed weaknesses). 

The second respect in which this analysis of resili-
ence potentially informs overall strategies for curtailing 
surveillance is that the area of surveillance itself 
prompts us to question many of the assumptions un-
derpinning conventional models of resilience. As a re-
sult, our analysis suggests that considerable caution is 
warranted and that resilience strategies are no pana-
cea. Snowden’s revelation of mass Internet surveillance 
programmes may present as a sudden major societal 
shock, and be met with resistance or recovery process-
es of certain kinds that could reasonably be character-
ised as “resilience”. However, this surveillance, de-
ployed gradually and stealthily for many years, went 
unnoticed and unchallenged (see Figures 8 and 9). 
Moreover, it remains to be seen whether future gov-
ernmental mass surveillance programmes will success-
fully be constrained, given the temptations they may 
offer, the vested interests in the intelligence communi-
ty, and international as well as national considerations. 
Furthermore, we may also speculate that societal valu-
ing of privacy may have become eroded rather than re-
inforced as a result of the recent disclosures, leading to 
a resigned acceptance of the impossibility of truly pri-

vate personal communications in the digital age. 
The diagrams below illustrate, in a unified struc-

ture, both security- and surveillance-related stresses, 
as well as resilience responses towards them. Figure 10 
shows the adverse impacts and the resilience respons-
es reflecting the traditional trade-off model between 
security and privacy: the trajectories of these two pub-
lic goods are shown within the diagram. This model 
presupposes that, with regard to their privacy implica-
tions, citizens evaluate the introduction and use of se-
curity/surveillance technologies in terms of a trade-off; 
in other words, they regard such situations as a zero-
sum game: more security equals less privacy and vice-
versa. This popular hypothesis implies that, under 
threats to security, security will trump privacy. The dia-
gram also shows the presupposition that surveillance 
measures are natural consequences of terror and other 
threats to security, thereby representing stresses of 
their own, too, in a chain-like pattern. 

Recent research challenges the universal validity of 
this trade-off model and criticises its use in legitimising 
the introduction of privacy-invasive security technolo-
gies. Empirical studies investigating people's percep-
tion and attitudes in this area indicate that people re-
gard security and privacy as two separate public goods, 
and that they want both simultaneously.5 In such a 
model both remain unchanged during stresses and 
shocks of both types; in an ideal situation, as a result of 
resilience responses towards both types of stress, the 
real situation remains unchanged as well (Figure 11). 

                                                           
5 Most significantly the PRISMS project, (The PRIvacy and Secu-
rity MirrorS): “Towards a European Framework for Integrated 
Decision-Making”, Project No. 285399, 7th Framework Pro-
gramme of the European Commission. 

 
Figure 10. Terror threats and surveillance stresses in a security/privacy trade-off model. 
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Figure 11. Terror threats and surveillance stresses in a separate public goods model (ideal situation).  

 
Figure 12. Terror threats and surveillance stresses in a separate public goods model (observed situation). 

However, even if the society or a substructure is resili-
ent towards security threats and shocks and bounces 
back to the original state of normalcy, this may not be 
reflected in the context of surveillance: the negative 
consequences of surveillance—such as increased social 
sorting, detrimental effects upon the social capital of 
interpersonal trust and social solidarity, or the erosion 
of privacy—result in worsening the summation (Σ) of 
the two components of the real situation, as illustrated 
in Figure 12. This figure usefully helps visualise that the 
public goods of security and privacy may indeed con-
tinue to be held in high esteem, but that this may 
nonetheless mask the gradual erosion in the real situa-
tion of citizens” enjoyment of these public goods. 

6. Conclusion 

There are a number of benefits of creating a general 

framework for the modelling of resilience, both in or-
der to understand better the capabilities and limits of 
resilience approaches in general, and in order to model 
the threats posed by surveillance in particular. First, it 
helps both to organise existing knowledge, and to indi-
cate gaps; second, it shows the relationship between, 
and ways of integrating, different resilience instru-
ments; and third, the model can be applied at many 
different levels, from the local to the global. Such 
models consist of concepts that together describe, ab-
stractly and schematically, what it means to be resilient 
in a host of specific contexts and applications. We have 
focused upon one context: surveillance for the purpose 
of (national) security. 

It could be argued that elements of a strategy of re-
silience in the face of threats posed by surveillance are 
already to be found. Civil liberties and Internet privacy 
groups regularly campaign against government pro-
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posals for new legislation introducing surveillance 
measures, which we could understand as “resistance” 
activities. Many countries afford protections to their 
citizens in respect of fundamental rights, whether by 
means of constitutional provisions, international trea-
ty obligations, privacy laws and other instruments 
(Bennett & Raab, 2006), which could be understood 
as, in large part, an anticipatory or preventive resili-
ence strategy against possible future governmental 
attempts at their erosion. 

Our argument here is that, in two respects, at-
tending to the notion of resilience is useful in under-
standing the prospect of societal “pushback” in the 
face of greater surveillance. The first is that it poten-
tially offers surveillance activists a framework for de-
veloping a wider range of measures and tactics for 
opposing surveillance. However, second, and more di-
rectly the focus of the present article, is that while 
the notion of resilience brings with it a consideration 
of anticipatory, immediate and future responses, it 
encompasses an unspecified and hence ambiguous 
time-frame of analysis, which could various refer to 
the short term, medium term, and even perhaps ap-
proach the longue durée. This is why the horizontal 
axis of the diagrams, and the vertical axis for that 
matter, are not calibrated to show intervals or magni-
tudes. Beyond the weeks, months, or few years in 
which we are accustomed to reckon the span of 
events, the unfolding of resilience—including the hab-
its, outlooks, myths and stories, and institutional 
changes—that takes place in societies and cultures 
may follow a trajectory that encompasses many gen-
erations: historical time, not journalistic time.  

The terminology of resilience has tended to be as-
sociated with strategies to enhance security, including 
the possible deployment of further state-surveillance 
measures. As a consequence, “resilience” as a con-
cept has tended to be viewed as associated with secu-
ritisation processes evaluated as “good”. However, 
this article has argued that, in the abstract at least, 
resilience can be regarded as neutral, and that its 
evaluation is a consequence of its application. More-
over, since “resilience” is an umbrella concept gather-
ing together a range of measures designed to thwart 
an undesirable challenge or to remedy its effects, it 
offers a way of unifying such individual measures into 
a coherent strategy. Since it both suggests a concrete 
framework for developing policy and describes a de-
sired on-going quality of a successful scenario, a re-
purposed application of the concept suggests ways in 
which democratic societies might become more resil-
ient to the threats posed by surveillance itself. 

This perspective is particularly useful in helping to 
understand different societal responses in the face of 
attempts at surveillance expansionism over time. This 
is because it enables us to model and explore differ-
ent scenarios and outcomes—still, of course, to be 

elaborated and then tested empirically—including 
those in which surveillance measures expand to the 
detriment of public goods, and hence in which resili-
ence to surveillance may be said to have failed. As 
such, and unlike many previous models of resilience, 
the models presented here do not assume resilience 
strategies always to prove successful. The diagram-
matic representation of resilience prepared by Con-
way et al. (2010) represents a significant advance 
over the “optimistic” versions of resilience policy of-
ten informing resilience strategies, insofar as it 
acknowledges the possibility of negative outcomes (a 
“failure” of a system to prove itself “resilient”). How-
ever, the diagram is ambiguous as to whether it rep-
resents a normative goal or a description of a state of 
affairs. By separating these two qualities, we have 
been able to offer different scenarios involving inter-
actions (but also divergences) between the two. As 
well as offering a cautionary note as to the likelihood 
of success of resilience-based strategies in opposing 
surveillance, an implication of the analysis presented 
here is that governments and authorities should be 
similarly circumspect regarding the efficacy of coun-
ter-terrorist and other state security resilience strate-
gies, including the imposition of surveillance, since 
the same limitations apply. 

Crucially, this article has contended that whilst 
surveillance strategies may (ironically) be deployed by 
societies in the name of greater “security”, surveil-
lance measures may have significant long-term detri-
mental consequences for constitutive public goods 
such as privacy, and hence be detrimental to society 
more generally. Whereas it has long been noted with-
in surveillance studies that surveillance may produce 
a “chilling effect” on social and political debate, our 
analysis has identified more long-term, but no less in-
sidious, consequences of increased surveillance of cit-
izens, and this has to be taken into consideration in 
the fields of security studies and resilience studies 
alike. 
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1. Introduction 

Much of our daily lives now involve interacting with 
digital “content”. The relationships we have with these 
digital goods are governed in part by intellectual prop-
erty rights, and a new industry has developed to take 
advantage of this legal fact. The copyright surveillance 
industry monitors the distribution and use of copy-
righted works, identifies instances of copyright in-
fringement, and responds against allegedly infringing 
uses and individuals. Dedicated companies use auto-
mated methods to operate at enormous scale, scan-
ning millions of hours of audio and video each day, and 
bringing suit against hundreds of thousands of individ-
uals each year. The questions I am posing are: how are 
the data packets and digital fragments passing through 
our computer networks identified as copyrighted con-
tent? How are these digital flows traced to identifiable 
individuals, and how are persons held responsible for 

internet traffic? What are the consequences of these 
determinations for data flows as well as people?  

In short then, my research questions are about 
identification based on digital traces. One set deals 
with identifying traffic flows and content as intellectual 
property, the second set deals with identifying people 
and holding them accountable for traffic flows. Traffic 
and content are identified through algorithmic compar-
isons to known “signatures” or characteristics. Individ-
uals can be identified by comparing numeric identifiers 
(IP addresses) recorded by monitoring software to logs 
maintained by internet service providers. Both meth-
ods can result in misidentification and reduce the com-
plexities of copyright law to opaque decisions made by 
automated systems. My paper concludes by analyzing 
copyright trolling, a specific kind of surveillance and en-
forcement that combines the two forms of identifica-
tion (of content and persons) in a particularly exploita-
tive manner. I argue that systemic harms result from 
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today’s wide-ranging copyright regimes, although cop-
yright’s enforcement remains contingent and uneven. 
The internet has been seen as a threat to copyright, 
but copyright surveillance and enforcement technolo-
gies have also come a long way in the internet era, and 
are now the tools of a profitable industry. 

Copyright is a convoluted body of law with strange 
consequences for a digitally-networked society. It justi-
fies constraints on our behavior, but is also routinely 
violated as we go about our daily lives (Greenberg, 
2014, pp. 82-83). Copyright allows people and institu-
tions to claim a monopoly in the use of a piece of writ-
ing, or an image, or the tiniest fragment of recorded 
sound. It enforces scarcity by restricting copying—an 
act that is essential to human creativity (Cohen, 2012, 
ch. 4) and also what our computers and networks are 
designed to do best. Because of this, digital networks 
have threatened copyright, but they also allow for per-
vasive forms of copyright surveillance and enforcement 
that have become the business model of a dedicated 
industry. The sweeping scope of this industry has dis-
rupted the traditional “equilibrium” of copyright’s un-
der-enforcement (Balganesh, 2013b; Lessig, 2001, pp. 
249-250). Copyright can now be enforced against per-
sons and actions that would have previously escaped 
copyright owners’ attention, but this enforcement is 
uneven and inconsistent. Rather than seeking total 
control over the distribution of creative works, copy-
right enforcement is selective, tolerating some uses 
and intervening against others. This is because copy-
right depends on private actors bringing forward claims 
of infringement, and the pursuit of such claims is not 
always advantageous or desirable. On the other hand, 
some of the actors described below have built busi-
nesses dedicated to pursuing “profit-based litigation” 
(DeBriyn, 2012) and demanding monetary settlements 
from scores of alleged infringers. 

Copyright surveillance is an international business, 
and the copyright enforcement actions that follow an 
identification of infringement are often carried out 
without state involvement. But state-backed legal re-
gimes remain in the background, with their threats of 
liability and sovereign violence. The internet some-
times still seems like a lawless place that frustrates 
state controls, but it consists of physical networks 
based in territories and jurisdictions. It is these net-
works’ territorial basis that allows the state-backed 
monopolies of copyright to have any meaningful effect. 
This also makes copyright and the industries it supports 
vulnerable to legal and political reforms. 

2. Surveilling Digital Flows for Intellectual Property 

Much of the data circulating through our networks can 
be claimed as the intellectual property of some person 
or legal entity. Any unauthorized use or reproduction 
of this data can therefore be a violation of “intellectual 

property rights”. The rightsholders of this digital con-
tent are often part of massive industries (most notably 
the music and film industries) that have turned their 
attention to the internet since the 1990s. As a conse-
quence, a new industry has developed to offer copy-
right surveillance and enforcement as a service. This is 
an industry that depends on the fact of infringement to 
support its existence (Lobato & Thomas, 2013), even as 
it ostensibly fights to stop it. 

Copyright was originally developed to regulate pub-
lishers and booksellers dealing in unauthorized copies, 
but today all of our computers make and circulate cop-
ies of cultural goods. Before home computers and the 
internet, a great deal of copying and circulation also 
took place on a regular basis. People made photocop-
ies, VHS and cassette recordings, sang popular lyrics, 
and repurposed melodies. But this behavior largely es-
caped the notice of copyright owners. It was ephemer-
al, dispersed, impossible to track and difficult to con-
trol. The internet is different. Its traffic is visible by 
default, and content can be accessed around the 
world. The amount of internet traffic that arguably in-
fringes copyright has become so large that human in-
tervention cannot possibly keep up with it. 

Fortunately for copyright owners, we now live in an 
age of algorithmic surveillance and algorithmic en-
forcement (Depoorter & Walker, 2013, pp. 333-335). 
Because algorithms are poor at adjudicating the intri-
cacies of copyright law, these systems regularly gener-
ate false positives (see Depoorter & Walker, 2013, p. 
335; Katyal, 2009, pp. 414-415). But they are effective 
enough to serve the interests of copyright owners, and 
are having a massive effect on the availability of online 
content. Algorithmically-selected links are now hauled 
off the web by the million, and with the assistance of 
internet service providers (ISPs), thousands of allegedly 
infringing individuals can be identified and threatened 
by the agents of copyright owners (copyright surveil-
lance companies and law firms).  

Below, I outline the global scale of the copyright 
surveillance and enforcement industry and analyze 
some of its common practices. This analysis is fur-
thered by internal emails and documents from Medi-
aDefender—once one of the industry’s most notable 
companies. While MediaDefender surveilled peer-to-
peer networks, algorithmic copyright surveillance and 
enforcement is increasingly built-in to internet ser-
vices, with YouTube’s Content ID system being the 
most notable example. My paper discusses the case of 
a video caught by Content ID’s extra-judicial copyright 
enforcement system, before closing with a more recent 
trend, in which BitTorrent surveillance services have 
been used to drive profit-seeking copyright lawsuits in 
several countries. But first, I relate my interest in iden-
tification and data flows to previous work in the fields 
of internet and surveillance studies, where social theo-
ry has taken different approaches to related problems. 
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3. Digital Identification and Social Theory 

Surveillance scholars have long been interested in what 
Clarke (1988) called “dataveillance”: the surveillance of 
data generated by persons, and the tracking of persons 
through data (see Elmer, 2004, pp. 36-39). In one influ-
ential contribution to surveillance studies, Haggerty 
and Eriscson (2000, pp. 611-614) discuss how persons 
and their bodies are transformed into data, generating 
so-called “data doubles” that are then used as the basis 
of discriminations among populations. But a great deal 
of copyright surveillance is not interested in monitoring 
persons or populations. In these cases, the targets of 
surveillance and intervention are traffic flows—not 
people. Surveillance companies and their monitoring 
algorithms are often unconcerned about the identities 
of the persons that can be linked to, or held responsi-
ble for this traffic. The goal is to discriminate among 
content and act against anything identified as in-
fringement, rather than against the infringing party. 

The consequences of this kind of copyright en-
forcement are not limited to some separate realm of 
data or “pure virtuality” (Haggerty & Ericson, 2000, p. 
611). While the distinction between online and offline, 
or digital and physical can still have its uses, it is the 
problematic link between them that deserves more fo-
cus. Increasingly, the trend in social theory has been 
away from “digital dualism” (particularly the dichotomy 
of “real” and “virtual”) and towards an appreciation of 
how our reality is constituted through digital technolo-
gies and embodied experience, or the relationship be-
tween bodies and code (Jurgenson, 2012; Wellman & 
Haythornthwaite, 2002). YouTube videos do not reside 
and circulate in cyberspace. They are part of our world, 
and when a video is blocked there can be very real and 
material consequences for the persons involved (as 
seen in the Lansdowne Library case discussed below). 

The other kind of copyright surveillance discussed 
herein does indeed target people through data, but 
approaches its problem from the opposite direction 
typically of interest to surveillance studies. Rather than 
“abstracting human bodies from their territorial set-
tings and separating them into a series of discrete 
flows” (Haggerty & Ericson, 2000, p. 606), the process I 
am interested in here is how these digital flows are at-
tributed to human bodies, or how people can be identi-
fied by “suturing or coupling of pieces of information in 
disjunctive time and scattered spaces” (Monahan, 
2009, p. 158). The specific example of this process con-
sidered herein is “copyright trolling”, in which an IP ad-
dress linked to file-sharing activity must be translated 
into a street address and a particular resident (typical-
ly, the internet subscriber). This translation cannot be 
achieved simply through technical means—there is no 
method that an outside observer can use to inde-
pendently pin the IP address (used to route packets of 
information) to an individual residence. While copy-

right surveillance companies can monitor file-sharing 
traffic and record the IP addresses of the devices in-
volved, they must secure the compliance of an ISP to 
correlate these digital addresses with subscribers’ 
street addresses. Typically, this compliance is achieved 
under the weight of the law governing the territory in 
question. 

These concerns of copyright surveillance are related 
to two fundamental problems of our networked age. 
The first problem is control over the cultural objects 
and the information circulating through our networks 
(see Poster, 2006, p. 186). In other words, how internet 
controls can be achieved, and to what effect. The sec-
ond problem is holding individuals accountable for data 
traffic, or how digital records can be sutured together 
to identify a person “behind” the internet traffic (see 
Poster, 2006, pp. 113-116). While these questions are 
now fundamental concerns for a variety of actors, it is 
important to understand how copyright surveillance 
and enforcement companies have taken to answering 
them, given the systemic harms that copyright regimes 
are capable of producing (see Cohen, 2012, ch. 4). 

4. Copyright Surveillance at a Glance 

As described above, copyright surveillance has two 
basic targets: content and persons (see Table 1 below). 
The vast majority of copyright surveillance does not 
aim to identify infringing individuals. Instead, algorith-
mic surveillance is used on a massive scale to identify 
copyrighted content by comparing digital fragments to 
particular “signatures”. This involves systematically 
monitoring file-sharing protocols or “crawling” web-
sites. The algorithms tasked with this surveillance look 
for certain file names or other characteristics of the 
content being distributed online, and compare these to 
a database of known copyrighted content. What hap-
pens when the algorithm detects potential infringe-
ment depends on the party conducting the surveillance 
(or more likely, the party paying for it as a service). As-
suming that this party is a copyright owner, they may 
do nothing at all. Knowing what is being downloaded 
or shared across the internet can be useful infor-
mation. Companies that provide copyright surveillance 
often promote their services as a way to gather market 
information or “business intelligence” (Lobato & 
Thomas, 2013). However, my main interest is copyright 
surveillance that is geared toward intervention. This 
can include having the content removed, making it 
more difficult to access, or targeting the persons alleg-
edly infringing copyright. Individuals can be targeted 
for lawsuits, or be subject to private enforcement re-
gimes like the US Copyright Alert System (Zimmerman, 
2014), which (like Canada’s “notice-and-notice” sys-
tem, see Tarantino, 2012) notifies internet subscribers 
when their IP address has been linked to infringing ac-
tivity. 
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Table 1. Two basic types of copyright surveillance and 
associated enforcement. 

Target Means of 
Identification 

Possible 
Interventions 

Examples 

Content Comparing file 
properties to a 
known 
signature 

Takedown 
notices, 
automated 
filtering, traffic 
disruption 

DMCA 
takedowns, 
YouTube 
Content ID, file 
interdiction 
(MediaDefender) 

Persons Recording IP 
addresses and 
reconciling 
these with an 
ISP’s logs 

Deterrent/educ
ational notices, 
degraded 
internet service, 
lawsuits 

HADOPI, 
Canadian notice-
and-notice, US 
Copyright Alert 
System, RIAA 
file-sharing 
lawsuits, 
copyright trolling 

Copyright surveillance is almost entirely the domain of 
private industry. While the French internet copyright 
regime (HADOPI) created a government agency dedi-
cated to enforcement, the system relies on a private 
company to monitor the country’s internet traffic (see 
Bridy, 2011, pp. 733-735). The copyright surveillance 
industry is modest in size (a large monitoring and en-
forcement company might have a few dozen employ-
ees), but it monitors an enormous scope of online ac-
tivity and facilitates sweeping legal interventions. Some 
copyright owners employ small surveillance and en-
forcement firms and achieve massive reach by leverag-
ing algorithmic methods (Farivar, 2012). Monitoring 
the public or quasi-public internet for copyrighted con-
tent can in theory be achieved at scale by anyone, in-
cluding academics (Chothia, Cova, Novakovic, & Toro, 
2013; Zhang, Dhungel, Wu, & Ross, 2011). Copyright 
surveillance companies do use specialized software, 
but they generally do not enjoy any privileged access to 
internet traffic. 

The first of these copyright surveillance companies 
were founded in 1999 and 2000, during the rapid rise 
of the file-sharing service Napster (Doan, 2000) and the 
accompanying legal campaign to stop internet piracy. 
For several years this campaign by the music industry 
generated lawsuits against tens of thousands of US in-
dividuals accused of online infringement. Over the 
course of the mid to late 2000s these efforts were 
largely abandoned. Today they can be recognized as a 
failed attempt to criminalize widespread and normal-
ized behavior (Bachmann & Jaishankar, 2011; Harris, 
2012). However, copyright surveillance has continued 
towards other ends, such as targeting web services and 
search engines. In recent years, mass file-sharing law-
suits have resurfaced, but these have generally been 
oriented towards generating revenue for minor copy-
right owners rather than deterring infringement of ma-
jor creative works. 

Deeper insight into the copyright surveillance in-
dustry was made possible in 2007, when six months of 
internal files and emails from US-based MediaDefender 
appeared online (see Roth, 2008; Zetter, 2007). At the 
time of this supposed hack of the company, Medi-
aDefender was one of the more notable firms in the 
industry, having been purchased for $43 million in 
2005 (Mennecke, 2005). The company was working to 
expand into a number of business opportunities, in-
cluding helping to identify individuals sharing child 
pornography, and its own video download service. 
However, the majority of MediaDefender’s business 
activity involved “protecting” particular titles for copy-
right owners by monitoring several file-sharing net-
works for newly released or soon-to-be released titles. 
When these files were found, downloads could be dis-
rupted through various means. These included flooding 
file-sharing networks with “decoy” or “spoof” versions 
(which appear genuine, but are instead unplayable, 
limited to promotional content, or redirect to an ap-
proved source. See Anderson, 2007; Katyal, 2003, pp. 
356-358).  

MediaDefender did not generally collect evidence 
or IP addresses for use in litigation, but it did record 
and share data on file-sharing for other purposes. 
These included answering queries from copyright own-
ers about the amount of file-sharing in a particular 
country or region. In two e-mail exchanges, rightshold-
ers asked the company about the popularity of individ-
ual songs being considered for release as singles. Me-
diaDefender’s clients included some of the world’s 
biggest copyright owners (Universal, Paramount, Sony 
BMG). One “small monitoring contract” with a major 
record label paid $10,000 a month to monitor three file 
sharing networks for the presence of particular files. 
Different levels of protection, for different lengths of 
time, were offered for between $5,000 and $15,000 
per title (Anderson, 2007). In one email exchange dur-
ing 2007, it was estimated that the company of approx-
imately 60 employees was working on around 3,000 
projects at once, with company servers pushing out 
around 3 billion decoy and spoof files a day. 

MediaDefender’s fortunes declined following the 
compromise of its files in 2007, and the company even-
tually went out of business. But the information dis-
closed about its operations can still tell us several 
things. First, even a small firm can monitor and inter-
vene against file sharing on a massive scale. Medi-
aDefender’s methodology combined algorithmic dis-
crimination with human judgment, but it was the 
algorithms that enabled its broad scope. The following 
section elaborates on how this algorithmic copyright 
enforcement has evolved since MediaDefender’s hey-
day, through built-in systems such as YouTube’s Con-
tent ID. Afterwards, I will turn to the topic of copyright 
surveillance for the purposes of personal identification.  
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5. Caught in the YouTube Vortex 

In 2012 the Lansdowne Public Library and its Teen Advi-
sory Board in Pennsylvania made a video promoting 
reading and uploaded it to YouTube. The video parodied 
Michael Jackson’s “Beat It” (Read It, 2012), featuring 
teens dancing and singing about reading. In less than 
three days the video was identified as potentially infring-
ing copyright and taken down from YouTube. In their ef-
forts to restore the video over the following year, library 
staff would need to navigate the tangles of copyright 
law, content ownership, and algorithmic enforcement.  

It was unclear who had been responsible for the 
takedown in the first place, since YouTube’s takedown 
system is automated, but operates under the direction 
of copyright owners. The system initially referred the 
library to Warner/Chappell Music (Mengers, 2013), but 
Jackson’s music has been transferred to Sony/ATV. The 
librarian who had filmed the video filled out the forms 
to appeal the decision and sought licensing from Sony 
(Schwartz, 2012). She also made personal appeals to 
Sony, which included travelling to New York and trying 
to enter Sony’s offices. At one point, Sony claimed that 
they wanted the lyrics in the video changed. Later the 
company allowed to video to be put online, but only on 
the library’s website and not on any other site, and only 
for a limited time period (Mengers, 2012). After national 
news media began covering the story, Sony moved to al-
low the video to be re-instated (Schwartz, 2012).  

Was the video infringing? Was it fair use (see 
Schwartz, 2012)? Because of the legal uncertainties 
and gray areas of copyright law, these legal distinctions 
can only be made by a court (see Katyal, 2009, pp. 411-
412; Lee, 2008). But the absence of a court’s judgment 
did not prevent an algorithmic judgment. Months later, 
the same YouTube video had its audio muted through 
an automated enforcement action. Once again, an al-
gorithm had been tripped, silencing the library and its 
teens. Sony denied being behind the muting. According 
to the Library’s director, Sony claimed that they did not 
have the power to restore the audio, and that the con-
tent had been caught in the “YouTube vortex” (New 
Media Rights, 2013). The library phoned YouTube but 
could not speak to a human being (Mengers, 2013). One 
of the librarians eventually submitted a claim through 
YouTube’s online appeal process, but she needed the 
help of a lawyer to craft a fair use argument which 
would be effective in having the audio restored 
(Mengers, 2013; New Media Rights, 2013). What even-
tually turned out to be a copyright success story re-
quired exceptional efforts on the part of library staff, as 
well as legal help to properly engage with YouTube’s en-
forcement regime and appeal its algorithms.  

6. Scan and Notice 

Online copyright enforcement is generally meant to 

deny or restrict the availability of content. Denial can 
be achieved either by directly disrupting access (as in 
MediaDefender’s interdiction efforts), through built-in 
enforcement regimes such as YouTube’s (see below), 
or by using existing copyright laws to issue what are 
known as “takedown notices” for content (Lobato & 
Thomas, 2013, p. 615). Millions of pieces of content are 
targeted by such notices every week, which can be ef-
fective wherever ISPs and online services are required 
to take them seriously. The processing of takedown no-
tices is crucial for these companies to maintain “safe 
harbor” protection under the copyright laws of the US, 
EU, and Canada (among other nations, see Fernández-
Díez, 2014; Tarantino, 2012). Safe harbor protects 
companies providing internet services against liability 
for infringement carried out by their users. However, 
this protection often only applies to companies as long 
as they remain unaware that their users are infringing 
copyright (Fernández-Díez, 2014, pp. 67-69). Under 
safe harbor, service providers have an incentive to limit 
what they know about their users’ activities. When a 
legitimate takedown notice arrives informing them of 
infringement on their service, service providers are 
obliged to take action. 

As a consequence, copyright surveillance compa-
nies have been algorithmically flagging infringement 
across the web and sending a growing deluge of notic-
es to major content hosting platforms. Online service 
providers have to decide whether each notice is legiti-
mate and should be complied with. Google processed a 
weekly average of between seven and nine million 
URLs in late 2014 (Google, 2015), with each request 
from a major copyright owner typically listing thou-
sands of URLs for removal. Just as the employees of 
copyright surveillance companies use automated scan-
ning and algorithmic discrimination to create these 
lists, Google uses its proprietary blend of algorithms 
and human review to decide which takedown notices 
should be complied with, and which should be rejected 
(Google rejected less than 1% of these notices in 2013, 
see Google, 2014, p. 13). 

YouTube (owned by Google) maintains a similar sys-
tem for handling takedown notices, but also operates 
its own automated system for identifying infringing 
content, known as Content ID. This proactive system of 
identifying infringement was developed while YouTube 
was embroiled in a billion-dollar lawsuit with Viacom 
(which accused YouTube of not taking action against 
videos that it knew were infringing, see Zimmerman, 
2014, pp. 264-265). Rightsholders provide YouTube 
with “reference files” of their content, and the site 
scans each uploaded video looking for a match. If Con-
tent ID matches an uploaded video to one of its 25 mil-
lion or so active reference files, the copyright owner 
can choose to block the video (or mute its audio), show 
ads, or track its viewership (Google, 2014). 

The algorithms behind Content ID have been re-
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fined over the years, and its appeals process has been 
elaborated and extended (La Rosa, 2014; Zimmerman, 
2014, p. 272). Still, Content ID’s proactive orientation 
exceeds the requirements of US law, and Google an-
nounced that in implementing it the company “goes 
above and beyond [its] legal responsibilities” (King, 
2007). Google has created an extensive copyright mon-
itoring and enforcement system that operates without 
court involvement, in part to keep the company from 
facing another massive lawsuit by rightsholders. In its 
effort to proactively police copyright, YouTube pro-
cesses a staggering amount of video through Content ID 
(Google, 2014), and the system has helped channel over 
a billion dollars in advertising revenue to copyright own-
ers (La Rosa, 2014). But those caught on the wrong side 
of YouTube’s judgments, as in the Lansdowne Library 
case (see also Tarantino, 2012) have had to suffer the 
costs, without the transparency and due process that a 
court could provide (Zimmerman, 2014, p. 273). 

Built-in monitoring and copyright enforcement sys-
tems are increasingly the norm for popular media-
sharing websites (La Rosa, 2014). With growing num-
bers of people creating and distributing content online 
(Poster, 2006, pp. 244-249), these private copyright en-
forcement regimes are having a major effect in control-
ling the distribution of cultural goods. Algorithmic 
judgments may not carry the same weight as court or-
ders, but they are effectively the law of these digital 
domains (see Lessig, 2006). However, some companies 
have combined the use of algorithmic surveillance and 
discrimination with the enforcement powers of the 
courts. They do so in order to link identifications of 
copyright infringement to individual persons. An entire 
business model has developed in recent years around 
identifying individuals tied to copyright infringement 
and compelling them to pay large penalties. The result, 
known as copyright trolling, might be the most exploi-
tative use of copyright enforcement in the digitally-
networked era. 

7. Lawsuits and BitTorrent Trolls 

Identifying persons is a relatively minor concern for the 
type of copyright surveillance described earlier: what 
matters is whether internet traffic includes copyrighted 
content, and whether it can be controlled. However, in 
the early 2000s many major US copyright owners felt 
they could achieve control through deterrence—by 
identifying and suing thousands of individuals accused 
of sharing songs. Their efforts failed (DeBriyn, 2012, pp. 
84–85), and for a time copyright owners’ lawsuits 
shifted from individuals to institutions (like YouTube 
and The Pirate Bay) that allegedly facilitated infringe-
ment. But by 2010, a new approach took hold among 
some of the more marginal copyright owners and their 
lawyers. Courts once again saw thousands of persons 
targeted in infringement suits, and judges were asked 

to help identify these defendants on the basis of IP ad-
dresses. 

The actors bringing these sorts of suits are often 
described as “copyright trolls”, but there are disagree-
ments about just what distinguishes a troll from a more 
legitimate plaintiff. Trolling operations vary and are le-
gally opportunistic, and it has proven difficult to define 
copyright trolls in a way that captures more than a por-
tion of such operations (see Sag, 2015). Because of this, 
I avoid labeling any specific companies as copyright 
trolls. Instead (and largely in agreement with Sag, 
2015), I refer to copyright trolling as a practice—one 
that threatens large numbers of individuals with copy-
right infringement claims, with the primary goal of 
profiting from settlements (or default judgments) ra-
ther than proceeding to trial on the merits of a case 
(see Curran, 2013).  

While major copyright owners can engage in 
trolling, they generally prefer not to. This is typically 
the domain of smaller companies that do not receive 
large profits through sales and licensing, and see set-
tlements as an easy way of generating revenue from 
individuals who are not paying for their works. Trolling 
is “profit-based litigation” (DeBriyn, 2012, p. 86), and 
to be successful it depends on accused infringers fearing 
the price of statutory damages and settling for smaller 
amounts. In the large subset of copyright trolling cases 
dealing with pornography, the pressure on defendants 
can be amplified by the fear of being publicly associated 
with pornography titles (Curran, 2013). 

Copyright trolling is a strategy that depends on link-
ing internet traffic to particular individuals, which is 
where copyright surveillance companies come into 
play. These companies monitor online traffic, record 
the IP addresses involved in sharing certain files, and 
hand the list to a law firm. The law firm then under-
takes the next step by approaching the ISP that as-
signed the IP addresses, and having the ISP consult its 
logs to determine which address was assigned to which 
subscriber at a given time. Frequently, this requires a 
court to compel the ISP to disclose the subscriber’s in-
formation (Anderson, 2010). The copyright surveillance 
company does not enter into the process again unless 
the plaintiff is forced to further substantiate the claim 
of infringement before a court.  

Copyright trolling (sometimes called “speculative 
invoicing”) is often thought of as a particularly Ameri-
can practice, since statutory damages in the US can be 
up to $150,000 per work infringed, and the average 
cost of defending a copyright infringement case 
through trial (excluding judgment and awards) ranges 
between $384,000 and $2 million, depending on the 
size of the copyright claim (Am. Intellectual Law Ass’n, 
of the Economic Prop. Report Survey 2011, cited in 
Balganesh, 2013a, p. 2280; Depoorter & Walker, 2013). 
This makes settling for between $1500 and $5000 a 
more attractive option, which has led many commen-
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tators to liken the process to extortion or “legal ran-
som” (Curran, 2013). However, the legal strategy of 
copyright trolling has also seen extensive use in the UK 
(Golden Eye [International] Ltd. & Anor v Telefonica UK 
Ltd., 2012) and may have been pioneered in Germany 
(Lobato & Thomas, 2013, p. 618; Roettgers, 2011). In 
2010, tens of thousands of individuals had been sued in 
this manner in the US (Anderson, 2010). By 2011 the 
number exceeded 200,000 (Ernesto, 2011) and was 
possibly much higher in Germany (Roettgers, 2011). By 
2014, copyright trolling cases made up the majority of 
copyright cases filed in several US federal court dis-
tricts (Sag, 2015). No one knows just how many indi-
viduals have settled in these cases or how much money 
has been collected in total, although millions of dollars 
have clearly been paid to different trolling operations. 

While some trolling operations have specialized in 
the copying of images, news articles, and audio sam-
ples (Curran, 2013; Polonsky, 2012), my focus is on 
trolling cases that target file-sharing on BitTorrent. The 
BitTorrent protocol rose to popularity in the mid-2000s 
as a way of distributing and sharing large files, which 
made it ideal for videos. Since this protocol operates as 
a distributed system and has no central point of con-
trol, it cannot be shut down by court order in the same 
way as earlier file-sharing systems such as Napster and 
Kazaa. Traffic on BitTorrent is highly visible however, 
since each downloaded file is received as many small 
pieces from numerous users (all of whom constitute a 
“swarm”), and each of these contributors can be iden-
tified by an IP address. BitTorrent activity can be moni-
tored through a number of means (Chothia et al., 
2013), but in essence, it is by joining a swarm that one 
can record the IP addresses of all those who are also 
participating in it. 

Just as the activities and IP addresses of download-
ers and uploaders are largely visible on BitTorrent, so 
are the activities of copyright surveillance companies 
(Chothia et al., 2013; Ernesto, 2012). However, we 
know little about their methods, since these have rare-
ly been submitted as evidence and examined in court. 
Copyright trolling cases, by and large, do not proceed 
to trial. This might be because the costs of litigating a 
case exceed what might be recovered as a settlement, 
but also because of the risk of an unfavorable judg-
ment against the troll. The information obtained 
through monitoring BitTorrent is relevant primarily for 
the “discovery phase” of a suit, where a court order is 
sought to compel an ISP to identify its subscribers. 
With the identities of alleged infringers in hand, a troll 
can then proceed to demand settlements from them, 
and the information used to make these demands 
need never be assessed as evidence in a court of law. 
In a typical copyright trolling case, the subscriber’s 
name and home address is all that is needed to send 
out a settlement letter (demanding payment of a few 
thousand dollars to make the suit disappear). However, 

depending on the plaintiff and the defendant’s actions, 
further investigations can be carried out. In some US 
copyright trolling cases, defendants arguing their inno-
cence have undertaken polygraph tests or had their 
computers searched by forensic examiners (Malibu 
Media LLC, 2014). Defendants in these cases must de-
cide how far they are willing to go to demonstrate their 
innocence (versus paying the settlement), and plaintiffs 
must decide how far they are willing to go to pursue a 
settlement or judgment (houstonlawy3r, 2013). 

Ultimately, the copyright troll business model de-
pends on legal regimes and judges that can facilitate 
these sorts of actions. In the US, judges have by and 
large granted the court orders sought to identify sub-
scribers, but legal decisions since 2013 have limited the 
ability of trolling cases to sweep up thousands of indi-
viduals at once (houstonlawy3r, 2013; Ren, 2013; Sag, 
2015). The most egregious trolling practices have also 
faced the threat of legal sanctions in US courts (Has-
lach, 2013). In a significant UK case, a judge granted a 
court order to identify suspected infringers, but im-
posed conditions on the manner in which settlement 
offers could be made (Golden Eye ([nternational] Ltd. & 
Anor v Telefonica UK Ltd., 2012). Similarly, an attempt 
to identify thousands of subscribers in Canada was met 
with reservations from a judge who, citing privacy con-
cerns and the “spectre” of the copyright troll, imposed 
conditions that would limit the opportunities to profit 
from settlement demands (Voltage Pictures LLC v. John 
Doe and Jane Doe, 2014). The case was subsequently 
cited to justify similar conditions in a precedent-setting 
Australian file-sharing suit (Dallas Buyers Club LLC v 
iiNet Ltd., 2015). 

While some of the most exploitative opportunities 
for trolling have been foreclosed by the above judg-
ments, a few copyright surveillance companies have 
found ways to secure compliance from ISPs to identify 
alleged infringers without proceeding through the 
courts. The most notable of these has been Rightscorp, 
which pursues settlements for just $20, albeit on a mass 
scale (Mullin, 2014). In Canada, CEG-TEK has pursued 
somewhat larger settlements by taking advantage of the 
country’s new copyright enforcement regime, which re-
quires ISPs to forward notices from copyright owners to 
subscribers (Roberts, 2015). Just as some courts have 
come to oppose copyright trolling, new business models 
based on copyright surveillance and identification are 
being developed to fit changing legal environments. 

8. Pervasive Surveillance, Contingent Enforcement 

Widespread and vigorous copyright enforcement can 
be justified by the harm that infringement causes: re-
ducing profits for artists and creative industries, there-
by limiting incentives for the production of new crea-
tive works. While it is demonstrably false that every 
infringing act results in harm (particularly as some un-
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authorized uses are actively encouraged by copyright 
owners, see Lee, 2008), it is undeniable that forms of 
infringement such as file-sharing have, to some extent, 
been “revenue-depleting” for certain industries (Bridy, 
2011, p. 711). If the aim of copyright is to lessen such 
harm by reducing infringement, then pervasive surveil-
lance and severe enforcement might be legitimate ap-
proaches. If there are reasons to believe that a heavy-
handed approach to copyright enforcement is counter-
productive to this aim (see Bachmann & Jaishankar, 
2011; Harris, 2012), then as with any form of illegality, 
we might debate which kinds of infringement are best 
addressed through which enforcement measures, or to 
what extent the law is being “overenforced” (Bal-
ganesh, 2013b). 

It is not my objective in this paper to determine the 
appropriate balance between the rights of copyright 
owners and users, or how best to combat infringe-
ment. Instead, my interest is in the rise of the copyright 
surveillance industry and its consequences. Digital me-
dia and networks have made it easier than ever for in-
dividuals to copy and distribute copyrighted content, 
but monitoring and enforcement technologies now al-
so have a global reach. Copyright owners previously 
had limited insight into how their works were used and 
distributed (particularly for non-commercial purposes) 
and little ability to control such behavior. But Content 
ID can scan hundreds of years of video fed into 
YouTube each day (Google, 2014), and similar systems 
are being adopted by a growing number of media-
sharing platforms. With limited resources, millions of IP 
addresses connected through BitTorrent can be moni-
tored (Zhang et al., 2011), and the resurgence of mass 
litigation against file-sharers has seen hundreds of 
thousands of these IP addresses brought before courts 
for identification. These developments have dramati-
cally extended areas of contact between individuals 
and copyright owners.  

A number of authors have raised the fear that copy-
right enforcement systems were transforming our 
networked society into a dystopia of total surveillance 
and “perfect regulation” (Lessig, 2006, pp. xiii-xv) or 
“perfect [law] enforcement” (Mulligan, 2008). Howev-
er, while copyright enforcement systems are now 
widely deployed, they form an uneven regulatory 
patchwork that is far from perfect in its discrimina-
tions. In the cases examined above, haphazard contin-
gencies determine whether or not enforcement 
measures come into effect. Content ID does not en-
force all copyright equally (enforcement depends on 
the rightsholder), and BitTorrent trolls can choose 
among legal jurisdictions and ISPs when seeking court 
orders. Many forms of copyright surveillance are not 
tied to any enforcement actions at all, and copyright 
owners frequently tolerate unauthorized use of their 
works for promotional purposes (Lee, 2008).  

Perfect enforcement is therefore an impossible and 

undesirable goal, even for many rightsholders. Instead, 
we see pervasive copyright surveillance and uneven, 
contingent enforcement. As a consequence, individuals 
are left uncertain about which actions will be tolerated 
and which will be pursued as instances of infringement 
(Katyal, 2009, p. 418), or what uses of copyrighted con-
tent qualify as “fair” (Katyal, 2009, pp. 411-413; Lee, 
2008). False positives also occur regularly as automat-
ed systems misidentify content, or copyright owners 
assert illegitimate claims (Depoorter & Walker, 2013). 
Individuals wishing to contest these claims can be left 
in the position of the Lansdowne Library video produc-
ers, unsure of how or where to appeal a judgment. 
Those who are misidentified as infringers by copyright 
trolls are left weighing the price of a settlement against 
the costs of demonstrating their innocence in court 
(Balganesh, 2013a). Copyright enforcement might be 
inconsistent and uncertain, but those caught in its net 
experience significant harms.  

This paper’s selection of cases has been used to 
make three broad points. First, many kinds of mass 
copyright surveillance can be carried out with limited 
resources, and there is sufficient demand for these 
services to support a small, dedicated industry. Surveil-
lance companies like MediaDefender demonstrated 
the vast reach of their algorithmic methods in the early 
2000s, and web giants like YouTube can scale their 
monitoring capabilities to match the vast volumes of 
content passing through their servers. The second 
point is that these algorithmic judgments are inherent-
ly imperfect and unevenly applied, contributing to 
deep uncertainties in copyright enforcement. The harm 
caused when automated methods misidentify or over-
reach against infringement can be significant, as in the 
Lansdowne Library video, and those affected may have 
limited recourse. As a third point, it is important to 
recognize the systematic harms that result from expan-
sive copyright enforcement regimes (Cohen, 2012, ch. 
4), even when these operate within the law. The phe-
nomenon of copyright trolling combines mass copy-
right surveillance and mass litigation, extracting set-
tlements out of as many people as possible, but not 
submitting evidence to the scrutiny of a trial. Such ef-
forts disrupt copyright’s traditional “equilibrium” of 
under-enforcement (Balganesh, 2013b) by pursuing 
non-commercial cases of infringement which were 
largely outside the scope of enforcement before inter-
net technologies facilitated both widespread sharing 
and mass surveillance. Therefore, while uses of inter-
net technologies have harmed the traditional business 
models of some copyright owners, the systematic 
harms enabled by the business of copyright surveil-
lance and enforcement also need to be acknowledged. 

9. Conclusion 

The commercialization of internet activity since the 
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1990s has entailed treating some digital flows as intel-
lectual property, the idea being that much of the con-
tent circulating through the internet has an “owner” 
with exclusive rights to its distribution. The copyright 
surveillance and enforcement industries serve their cli-
ents by identifying copyrighted works and controlling 
their distribution, as well as identifying individuals al-
legedly engaged in infringement. Algorithmic tools are 
used to solve these problems at scale, so that even 
small monitoring firms can have massive reach. There 
is sufficient demand for these services to ensure that 
copyright surveillance and enforcement systems will 
continue to be developed and refined, particularly as 
private enforcement regimes like Content ID are 
adopted across a growing number of online platforms.  

While copyright enforcement is driven by private 
actors, it depends on state authorities and credible 
threats of legal action to compel compliance and assis-
tance from third parties. The legal foundation of these 
efforts makes them vulnerable to changing judicial atti-
tudes, as well as political reforms to copyright regimes. 
Copyright trolling in particular has faced a growing 
backlash in recent years, with some courts limiting or 
imposing supervision over such operations. But innova-
tive new ways have been developed to generate reve-
nue from systematic copyright claims. These kinds of 
exploitative enforcement will remain a danger as long 
as digital flows can easily be attributed to individuals, 
and copyright regimes impose large monetary penal-
ties for commonplace behavior. 

Not all of the concerns discussed in this paper are 
specific to intellectual property rights. Any attempt to 
screen the vast volumes of data in circulation for ille-
gality will require the use of algorithms to make legal 
distinctions, or ways to hold individuals accountable for 
digital flows. But the reason why copyright has been 
such a powerful driver of internet governance debates 
and policies is the large financial interest that media in-
dustries have in controlling the distribution of creative 
works. This same interest now supports a copyright sur-
veillance industry, which in turn enables widespread 
copyright enforcement, along with enforcement’s sys-
temic harms. It can be argued that these harms are the 
price of preserving copyright in the era of digital net-
works, but there are now many examples of how such 
an approach can go too far, and reasons to wonder 
whether this is an appropriate justification. It is only by 
closely attending to the effects of copyright regimes 
and the practices they support that we can make an in-
formed judgment on the best way forward. This re-
quires not just the active interest of scholars, but also 
that copyright regimes (especially algorithmic and ex-
tra-judicial regimes) be open to scrutiny.  
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1. Introduction 

Laws within democratic states prohibit public authori-
ties from looking into the private lives of their citizens 
merely because they have the technological capacity to 
do so. The right to respect for private life and the pro-
tection of personal data underpin such national legal 
frameworks within the European Union (EU). Accord-
ingly, the protection of this human right is key to en-
suring that the oversight of State powers that permit 
the covert surveillance of communications for legiti-
mate purposes (such as the prevention of terrorism 
and serious crime) is adequate and transparent. More-
over, without the robust scrutiny of independent judi-
cial review, the principles and safeguards that ensure 
the effective application of this human right are at risk 
from becoming more illusory than real. Following the 

Edward Snowden revelations, major concerns were 
raised worldwide regarding the legality, necessity and 
proportionality standards governing State surveillance 
powers (Greenwald, 2014; Harding, 2014). Shortly 
thereafter in 2014, the highest court in the EU struck 
down the legal framework that imposed a mandatory 
duty on communication service providers to undertake 
the mass retention of their customers’ metadata for up 
to two years in case this information may have assisted 
in the investigation, detection and prosecution of seri-
ous crime (Joined Cases C-293/12 and C-594/12 Digital 
Rights Ireland and Seitlinger). This article considers the 
influence of the Snowden revelations on this landmark 
judgment. The analysis begins by addressing the key 
factors that have contributed to the increasing im-
portance of metadata for modern State surveillance. 
This examination then outlines the principles and safe-
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guards guaranteed by the right to respect for private 
life under Article 8 of the international human rights 
instrument of the European Convention on Human 
Rights (ECHR) that apply to the covert surveillance of 
metadata by public authorities within the EU. The anal-
ysis thereafter discusses the origins, main provisions 
and controversy surrounding the legal framework that 
entrenched the mass and indiscriminate retention of 
metadata across the EU (section 2). Next, the article 
provides a brief overview of the Edward Snowden reve-
lations with a focus on the covert mass metadata sur-
veillance regime uncovered therein (section 3). The 
analysis subsequently turns to the main findings of the 
landmark judgment of the Court of Justice of the EU 
(CJEU/Luxembourg Court), the role of the Snowden 
revelations and the implications of this ruling for the 
EU legal order and data protection policy developments 
both within and beyond the EU (section 4). Lastly, the 
article concludes with a brief summary (section 5). 

2. Metadata Surveillance 

2.1. What Is Metadata Surveillance? 

The term “metadata” relates to information generated 
or processed as a consequence of a communication’s 
transmission. Much can be revealed from this data in-
cluding: “latitude, longitude and altitude of the send-
er’s or recipient’s terminal, direction of travel…any 
naming, numbering or addressing information, volume 
of a communication, network on which the communi-
cation originates or terminates, and the beginning, end 
or duration of a connection” (Young, 2004). Metadata 
therefore concerns the context as opposed to the con-
tent of a communication and covers many types of in-
formation such as traffic data, location data, user data 
and the subscriber data of the device/service being used 
(e.g. cellular phone network or Internet service provid-
er). As a result, metadata is a rich source of personal in-
formation as it reveals the “who” (parties involved), the 
“when”, how long and how often, (time, duration and 
frequency), the “what” (type of communication, e.g. 
phone call, message, e-mail), the “how” (the communi-
cation device used, e.g. landline telephony, smartphone, 
tablet) and the “where” (location of devices used) in-
volved in every communication we make. Moreover, the 
collection, aggregation and analysis of metadata can 
provide very detailed information regarding an individu-
al’s beliefs, preferences and behaviour.  

In the 21st century, the depth and breath of infor-
mation concerning an individual’s private life that can 
now be revealed through the metadata surveillance of 
communications have advanced in tandem with dra-
matic technological developments.  

Of particular note in this respect are two major 
changes regarding how society now communicates. 
First, there has been a distinct shift in the past century 

from the prevailing use of non-portable devices such as 
landline phones, faxes and personal computers to 
handheld smartphones and tablets. Secondly, major 
advancements in digitization and Internet access has led 
to the convergence of all of our communications (calls, 
e-mails, web searches, online shopping) to one device 
that is both mobile and Internet-enabled (Wicker, 2013). 
The constant trail of metadata left behind from the 
ceaseless use of these so-called “smart” communica-
tions devices facilitates the collection of unprecedented 
amounts of data and presents unique privacy challenges. 
As highlighted by the US Federal Trade Commission 
(FTC), “more than other types of technology, mobile de-
vices are typically personal to an individual, almost al-
ways on, and with the user” (FTC, 2013).  

Furthermore, given the increasingly ubiquitous use 
of mobile communication devices, these changes have 
made metadata surveillance just as valuable as (if not 
more than) the content of your communications for 
both law enforcement and commercial purposes. Con-
sequently, the collection and processing of an individu-
al’s metadata can provide a level of monitoring of an 
individual’s every communication and movement that 
was never attainable previously. For instance, Malte 
Spitz, a German Green Party representative, demon-
strated the scope of this surveillance in a request to his 
mobile phone provider. Spitz sought a record of all the 
metadata collected and retained from the use of his 
mobile phone. Over the course of six months, this 
metadata tracked his geographical location and the use 
of his phone more than 35,000 times building a de-
tailed narrative of his movements and his communica-
tions (Spitz, 2012). In other words, access to the con-
tent of our communications is no longer necessary to 
show what and whom we’re interested in and what’s 
important to us (Schneier, 2015). 

2.2. Metadata Surveillance Threatens Privacy, Equality 
and Liberty 

Unquestionably, the major technological developments 
outlined above have made the monitoring of metadata 
an essential and important tool for national security 
and law enforcement authorities around the world. 
The value of this surveillance was confirmed by Gen-
eral Michael Hayden, former director of the US Nation-
al Security Agency (NSA) and the Central Intelligence 
Agency (CIA), who noted in a public debate concerning 
privacy and the NSA: “We kill people based on metada-
ta” (Hayden, 2014). 

However, indiscriminate mass metadata surveil-
lance of entire populations by governments generates 
abundant amounts of personal data and consequently 
represents a substantial threat to the privacy, equality 
and liberty of individuals. This information can often be 
sensitive in nature and may identify many aspects of an 
individual’s private life, including personal and profes-
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sional relationships, racial or ethnic origin, political af-
filiations, religious beliefs, trade-union membership, fi-
nancial status or medical history, to name just a few. 
The subsequent “aggregation” of this data into com-
prehensive online dossiers can reveal more to govern-
ments and private industry about an individual’s identi-
ty and behaviour, than the individual may ever be 
aware of (Solove, 2008).  

Accordingly, the creation, access and dissemination 
of such detailed digital profiles could result in insidious 
threats of computer-enhanced discrimination and ma-
nipulation that ought to raise considerable concern. 
The groups that face exclusion from access to opportu-
nities (e.g. employment), goods or services based on 
data obtained from their Internet usage (particularly e-
mail and web browsing) are less likely to be aware of 
their status as victims of categorical discrimination 
(Lessig, 1999). As a result, they will be even less likely 
to organize as an aggrieved group in order to challenge 
their exclusion from opportunities provided by the 
State or private sector (Gandy, 2003), thereby being 
prevented from asserting their constitutionally pro-
tected rights to privacy, equality and liberty.  

2.3. Metadata Surveillance and the European 
Convention on Human Rights 

Contracting States to the international human rights 
instrument of the European Convention on Human 
Rights (ECHR), who are also Member States of the EU, 
have argued in the past that the intrusion posed by 
metadata surveillance represents nothing more than a 
minimal interference with an individual’s right to re-
spect for private life (Ni Loideain, 2014a). However, 
since its leading judgment of Malone v. United King-
dom delivered in 1984, the European Court of Human 
Rights in Strasbourg (the international court estab-
lished under the ECHR which reviews challenges to vio-
lations of the ECHR by Contracting States) has rejected 
this assertion.  

Instead, the Strasbourg Court has consistently held 
that any processing (e.g. retention, access, analysis, 
storage, third-party dissemination) of metadata from 
an individual’s communications (including telephony, 
e-mail, Internet usage) constitutes an interference with 
the right to respect for private life, as guaranteed un-
der Article 8 of the ECHR. Moreover, the Strasbourg 
Court has subsequently upheld a number of challenges 
(Valenzuela Contreras v. Spain (1999); Copland v. Unit-
ed Kingdom (2007); Liberty v. United Kingdom (2009)) 
regarding the illegal use of these covert metadata sur-
veillance powers by Contracting States. As will be ex-
amined below (see section 4.1), the highest court in 
the EU (CJEU/Luxembourg Court) would later close 
ranks with the approach of the Strasbourg Court in its 
landmark post-Snowden judgment of Joined Cases C-
293/12 and C-594/12 Digital Rights Ireland and 

Seitlinger. The Luxembourg Court would do so by strik-
ing down an EU law that had raised human rights con-
cerns within EU institutions and national courts across 
Europe since its inception. 

2.4. Mass Metadata Surveillance and EU Law 

Under the weight of considerable political pressure for 
increased counter-terrorism powers that followed the 
9/11 attacks and the Madrid and London bombings in 
2004 and 2005, the Data Retention Directive 
(2006/24/EC) was rapidly drafted, passed and entered 
into force by the EU legislature in 2006 (Murphy, 2012; 
Ni Loideain, 2011). The Directive provided that metadata 
derived from the communications of every natural per-
son and legal entity within the EU must be retained and 
made available for the purpose of “the investigation, de-
tection and prosecution of serious crime”, as defined by 
each Member State in its national law. Specifically, this 
blanket measure imposed a mandatory duty on Mem-
ber States to require private communication service 
providers to store and facilitate access to all of their 
customers’ metadata to competent national authori-
ties for up to two years. Under the 2006 EU Directive, 
this metadata concerned the devices used, the type of 
communication, the parties involved, their locations 
and the times and frequency of their communications. 
The broad scope of the Directive encompassed 
metadata from landline and mobile telephony, Internet 
access, Internet telephony and e-mail. 

The EU legislature stated that the aim of the Data 
Retention Directive was to harmonize the varying do-
mestic laws of EU countries concerning the retention of 
certain metadata by the private sector in order to en-
sure the availability of this information for the investi-
gation, detection and prosecution of serious crime, as 
defined by each country under their national law. Nev-
ertheless, many representatives of the EU Parliament, 
data protection authorities and NGOs across the EU 
consistently contested the compatibility of the Data 
Retention Directive with Article 8 of the ECHR and the 
EU Charter of Fundamental Rights. The EU Charter, ef-
fectively the EU’s Bill of Rights, affirms the commitment 
of the EU to human rights and governs EU institutions 
and Member States when they are “implementing” EU 
law (EU Charter, Art.51(1)). Therefore, the scope of the 
EU Charter’s application is much more narrow when 
compared to the US Bill of Rights as it does not impose a 
“federal standard” against which all national laws of the 
28 Member States within the EU may be evaluated and 
set aside (Groussot & Pech, 2010). 

The decision of the EU legislature to allow EU 
Member States to require the private sector to retain 
their customers’ metadata for up to two years raised 
particularly major concerns. Previously, communication 
service providers would only keep this personal data 
for six months on average for billing purposes. There 
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would have been some exceptions where information 
was held for longer if needed for the purpose of na-
tional security (Hawkes, 2006). Under the EU Data Re-
tention Directive, however, storing this personal data 
for longer than six months was no longer the excep-
tion. Strikingly, no empirical evidence was put forward 
by any of the EU institutions to justify such a significant 
departure from the well-established principles of EU 
data protection law, particularly the tenet that person-
al data be retained for specific purposes within a scope 
that is necessary and proportionate. Even the Impact 
Assessment Report prepared by the European Com-
mission, which served as the basis for proposing the 
Data Retention Directive, indicated that an upper max-
imum limit of only one year would be appropriate (Eu-
ropean Commission, 2005). The Report warned that “a 
longer retention period would appear to be of little 
added value for law enforcement authorities while hav-
ing important financial consequences for operators and 
[infringing] disproportionately on citizens’ privacy”.  

Prior to its review by the CJEU in 2014, many of the 
highest national constitutional courts across the EU 
(Bulgaria, Cyprus, Czech Republic, Germany and Roma-
nia) had already upheld challenges striking down na-
tional provisions implementing the EU Data Retention 
Directive. The main grounds underpinning these judg-
ments concerned the surveillance regimes’ inadequate 
oversight and security standards and overall incompat-
ibility with the legality, necessity and proportionality 
requirements mandated by the right to respect for pri-
vate life, as guaranteed under Article 8 of the ECHR (Ni 
Loideain, 2014b). 

3. The Snowden Revelations and Metadata 
Surveillance 

Edward Snowden is a US citizen who now has tempo-
rary residence in Russia. He is a former computer ana-
lyst for the CIA and was subsequently employed as a 
defense consultant with Booz Allen Hamilton—a pri-
vate management and technology consulting company 
contracted by the NSA. In June 2013 in Hong Kong, 
Snowden released thousands of US government rec-
ords collected in his capacity at Booz Allen Hamilton 
revealing details of several programmes involving the 
mass surveillance of communications belonging to in-
dividuals both within and outside of the US to a select 
group of journalists in the UK and US news media, 
mainly The Guardian and Washington Post (Greenwald, 
2014; Harding, 2014). Subsequently, news media out-
lets worldwide have also highlighted the questionable 
legality of US national security authorities sharing per-
sonal data obtained from these large-scale monitoring 
regimes with government authorities outside of the US 
(Article 29 Data Protection Working Party, 2014).  

Among the many types of covert surveillance re-
gimes that became public knowledge following the 

Snowden revelations, it came to light that one particu-
lar programme had been in operation for more than 
seven years. Similar to the EU Data Retention Directive, 
this monitoring involved the mass retention and access 
to metadata from the use of mobile phones for nation-
al security and law enforcement purposes. Following a 
court order issued under the Foreign Intelligence Sur-
veillance Act 1978 (FISA), as amended, the Foreign In-
telligence Surveillance Court required Verizon (one of 
the largest US communication service providers) to 
provide millions of phone records concerning its US 
customers on a daily basis to the NSA. This order in-
cluded the telephony metadata of both US and non-US 
citizens as it applied to communications “(i) between 
the United States and abroad”; or (ii) wholly within the 
United States, including local telephone calls” (FISA Or-
der, 2013). Although the duration of the FISA order was 
only for a three-month period, the same order had 
been the subject of renewal for seven years. 

The revelations have prompted an ongoing global 
debate concerning the rapid pace of technological de-
velopments in the area of communications surveillance 
and the implications posed by this large-scale secret 
monitoring for individual’s rights to privacy and the se-
curity of their personal data (Kuner et al., 2015). Fur-
thermore, the revelations have also drawn attention to 
the significant role played by the private sector in the 
mass surveillance of communications for governments. 
Of notable controversy recently has been the question 
of whether governments should have a “back door” to 
the encrypted communications of the customers be-
longing to these private companies (Hayden, 2015). 
This issue has raised major concerns regarding the ex-
tent to which private actors should be co-opted into 
the blanket monitoring of individuals’ communications 
for governments. 

The subsequent complex debate on future law re-
form has resulted in a diverse range of responses from 
legal academics, the judiciary and the communication 
services industry in the EU and US. For example, in a 
report by the Review Group on Intelligence and Com-
munications Technologies commissioned by US Presi-
dent Obama, the authors recommended that the bulk 
retention of metadata for State surveillance purposes 
should be the responsibility of communication service 
providers or other third-party private actors (The Pres-
ident’s Review Group on Intelligence and Communica-
tions Technologies, 2013). In their view, storage by the 
government of bulk metadata creates potential risks to 
public trust, personal privacy, and civil liberty. Howev-
er, the Grand Chamber of the highest court in the EU 
held the opposite in the landmark judgment of Digital 
Rights Ireland and Seitlinger shortly thereafter in April 
2014. The CJEU struck down the 2006 EU Data Reten-
tion Directive for being in breach of the EU Charter of 
Fundamental Rights. As examined above (see section 
2.4), this impugned EU law had imposed a mandatory 
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obligation on all Member States of the EU several years 
earlier to require private communication service pro-
viders to retain the metadata of their customers for the 
investigation, detection and prosecution of serious 
crime for up to two years. 

4. The Post-Snowden Era and the Landmark Judgment 
of the CJEU 

4.1. Digital Rights Ireland and Seitlinger 

The landmark judgment of Digital Rights Ireland and 
Seitlinger responded to requests from the High Court 
of Ireland and the Verfassungsgerichthof (Constitution-
al Court) of Austria that the CJEU examine the validity 
of the EU Data Retention Directive, particularly its 
compliance with the EU Charter of Fundamental Rights. 
Due to this metadata surveillance regime being an area 
of EU law, these courts were required to refer to the 
Luxembourg Court. EU law provides that national 
courts of EU Member States are unable to rule on the 
validity of EU legislation and therefore the constitu-
tional courts of Ireland and Austria could not review 
the legality of the 2006 EU Directive (Case C-314/85 Fo-
to-Frost v. Hauptzollamt Lübeck-Ost [1987] ECR 4199). 
Both proceedings arose from challenges to invalidate 
the national laws that implemented the EU Directive 
into Austrian and Irish law. Given the overlap of issues 
raised between the cases, the CJEU issued a joined re-
sponse to both national courts. In a notable reflection 
of the reservations held by EU citizens towards this 
mass and indiscriminate retention of metadata, the 
reference to the CJEU from the Verfassungsgerichthof 
was the result of a constitutional challenge brought by 
more than 11,000 applicants (De Vries et al., 2011). 

On 8 April 2014, the Luxembourg Court (sitting as a 
Grand Chamber of fifteen judges), seems to have 
acknowledged the human rights concerns raised by the 
national courts, data protection authorities and NGOs 
across Europe, by holding that the Data Retention Di-
rective was invalid under EU law. The Court recognised 
the growing importance of metadata surveillance as “a 
valuable tool” for criminal investigations (para. 43 of 
the judgment). Nevertheless, the Court made clear that 
interfering “with the fundamental rights of practically 
the entire European population” for the legitimate ob-
jective of tackling serious crime does not justify surveil-
lance regimes of the indiscriminate and unreasonable 
nature permitted under the Directive (para. 56). The 
Court criticized the starkly indiscriminate and therefore 
disproportionate scope of the Directive given that it 
applied to “all persons and all means of electronic 
communication as well as all traffic data without any 
differentiation, limitation or exception being made in 
the light of the objective of fighting against serious 
crime” (para. 56). 

In particular, the Court took issue with the length of 

the retention period, that access by law enforcement 
authorities to data retained under the Directive did not 
depend on prior approval by a judge or another inde-
pendent body and that the Directive did not explicitly 
require that Member States ensure that the private 
sector provide a high level of protection and security 
for the retained data (para. 66). The Court also high-
lighted that the Directive did not ensure the “irreversi-
ble destruction” of the data at the end of the retention 
period (para. 67). Additionally, in an uncharacteristic 
departure from its traditional minimalist approach, the 
Court addressed an issue that was not referred by ei-
ther of the national constitutional courts. Specifically, 
the Court raised concerns regarding the location of the 
data retention under the fundamental right to protec-
tion of personal data guaranteed by Article 8 of the EU 
Charter. The Court held that the metadata retained 
under the Directive should have remained within the 
EU in order to fully ensure, as required under Article 
8(3), the control “by an independent authority of com-
pliance with the requirements of protection and securi-
ty” (para. 68). 

Based on all of the above grounds, the Court held 
that the “EU legislature had exceeded the limits im-
posed by compliance with the principle of proportion-
ality” guaranteed under the fundamental rights to re-
spect for private life and the protection of personal 
data under Articles 7, 8 and 52 of the EU Charter of 
Fundamental Rights (para. 69). By not limiting the tem-
poral effect of its judgment, the Court declared the in-
validity of the Directive to take effect ab initio (from 
the beginning), thereby erasing its entire existence 
from the EU legal order. 

4.2. The Influence of the Snowden Revelations 

Unquestionably, Digital Rights Ireland and Seitlinger is 
a landmark judgment likely to have reassured national 
courts of the EU’s commitment to fundamental rights. 
The judgment has also been lauded for confirming that 
high standards of privacy and data protection apply to 
the mass processing of personal data within the EU 
(Guild & Carrera, 2014; Lynskey, 2014). Despite the im-
plications for other EU counter-terrorism policies, by 
invalidating the entire existence of the Data Retention 
Directive due to its incompatibility with the EU Charter, 
the Court “confirmed its commitment to an advanced 
system for the protection of human rights even in the 
context of national security” (Fabbrini, 2014). Further-
more, this is the first time that the highest Court in the 
EU has ever struck down an entire EU legal instrument 
due to its incompatibility with the EU Charter of Fun-
damental Rights.  

Moreover, to the surprise of many, the Luxembourg 
Court in Digital Rights Ireland and Seitlinger also made 
a novel and major contribution to the EU legislative 
framework governing data protection, and for any fu-



 

Media and Communication, 2015, Volume 3, Issue 2, Pages 53-62 58 

ture EU data retention measures. Notably, the Court 
appears to have effectively established that “data sov-
ereignty’ is a key element of the right to the protection 
of personal data guaranteed under Article 8 of the EU 
Charter of Fundamental Rights. Without this element, 
the Court stressed, the control by an independent su-
pervisory authority of ensuring compliance with neces-
sary data protection and data security requirements, 
required under Article 8 of the EU Charter, cannot be 
fully ensured. Strikingly, the Court did not limit the 
scope of this interpretation of Article 8(3) of the EU 
Charter to data retained under EU law for the purposes 
of tackling terrorism and serious crime, thereby making 
this requirement applicable to the retention of data 
pursuant to any EU legal measure. Accordingly, some 
commentators have gone as far as to note that the 
judgment could be interpreted as preventing the trans-
fer of personal data to non-EU private and public bod-
ies since access and use of this information would then 
be removed from the control of an independent super-
visory authority, contrary to EU fundamental rights 
(Granger & Irion, 2014). 

Consequently, the potential policy implications of 
the CJEU’s interpretation of Article 8 of the EU Charter 
in Digital Rights Ireland and Seitlinger for the ongoing 
reform of EU data protection law are of considerable 
significance to public and private bodies both within 
the EU and beyond. By engaging so forcefully with an 
issue not referred by either of the national constitu-
tional courts or decisive to the judgment, the Court’s 
initiative in making this policy recommendation strong-
ly suggests that the Snowden revelations played a role 
in the Court’s assessment of the Data Retention Di-
rective. While concerns relating to the need for data 
sovereignty between the EU and the US can be traced 
back to the 1970s, the emergence of the Snowden rev-
elations has undoubtedly given impetus to a global de-
bate on jurisdictional restrictions and the flow of per-
sonal data (Kuner, Cate, Millard, Svantesson, & 
Lynskey, 2015). To explicitly include a requirement of 
physical data retention within the EU under the EU 
Charter may result in major revisions to current provi-
sions and exemptions under EU data protection law. In 
particular, such a requirement raises questions regard-
ing the processing of data by the private sector and law 
enforcement authorities outside of the EU—a matter 
shortly to be before the Luxembourg Court in its review 
of the EU-US Safe Harbor Agreement. 

4.3. Implications for the EU Legal Order and Beyond 

A consensus among EU Internet regulation policymak-
ers and scholars has emerged that the Snowden revela-
tions have been influential in “emboldening” the ap-
proach of the highest court in the EU in its review of 
matters concerning privacy and data protection (Cen-
tre for European Legal Studies, 2015). Two landmark 

judgments delivered in the post-Snowden era by the 
CJEU support this contention.  

First in April 2014 (as examined above), the CJEU 
struck down the entire legal existence of an EU law in 
Digital Rights Ireland and Seitlinger that entrenched a 
regime of mass metadata surveillance across the EU on 
the ground that it was incompatible with the EU Char-
ter of Fundamental Rights. Furthermore, the highest 
court in the EU also surprised EU privacy scholars in its 
adjudication that data sovereignty forms part of the 
right to the protection of personal data guaranteed un-
der Article 8 of the EU Charter of Fundamental Rights.  

Secondly, shortly thereafter on 13 May 2014, the 
Grand Chamber of the Court delivered a second land-
mark privacy judgment where it established that EU cit-
izens have a right to have links concerning them delist-
ed from search engines that essentially encroach upon 
their private lives and the protection of their personal 
data (Case C-131/12 Google Spain v. AEPD and Mario 
Costeja Gonzalez). Specifically, the Court recognized a 
right under the 1995 EU Data Protection Directive 
(95/46/EC) for individuals to remove links generated by 
Internet search engines concerning searches for an in-
dividual’s name which produce results that are “inade-
quate, irrelevant or no longer relevant, or excessive” 
(para. 92 of judgment). While the focus of Google Spain 
was not directly concerned with State surveillance, it 
nevertheless reaffirms the emboldened stance of the 
CJEU in matters affecting EU citizens’ fundamental 
rights to respect for their private life and the protec-
tion of their personal data in the post-Snowden era.  

Unlike the much-lauded Digital Rights Ireland and 
Seitlinger, however, it is important to note that Google 
Spain has divided academics, policymakers and the 
communication services industry worldwide. Some 
have gone so far as to describe the ruling as an in-
fringement to the rights of access to information, free-
dom of expression and freedom of speech as it “opens 
the door to large scale private censorship in Europe” 
(CCIA, 2014). Others have argued that the practical im-
pact of the so-called “right to be forgotten” (more accu-
rately, the right to be delisted) will be comparatively lim-
ited in scope given the removal by search engines of 
links that involve millions of copyright violations on a 
monthly basis (Mayer-Schonberger, 2014). Notwith-
standing the aforementioned concerns, it is important to 
highlight that Google Spain was an (albeit ill-conceived) 
attempt by the Court to address two important prob-
lems for the protection of privacy in the 21st century. 
First, “the Internet’s ability to preserve indefinitely all its 
information about you, no matter how unfortunate or 
misleading” (Zittrain, 2014) and secondly, the enor-
mous influence of search engines regarding your online 
(and inevitably offline) identity and reputation. 

Unquestionably, however, both of these striking 
decisions delivered by the Luxembourg Court concern-
ing the protection of the right to respect for private life 
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and the protection of personal data since the Snowden 
revelations have strengthened the protection afforded 
by these human rights under EU law. The influence of 
the revelations for the protection of privacy through ju-
dicial review in Europe may extend further still in the fu-
ture, given a pending application before the European 
Court of Human Rights in Strasbourg and in another re-
lated judgment pending before the CJEU in Luxembourg. 

Both of these forthcoming human rights challenges 
concern the surveillance of personal data for national 
security and law enforcement purposes. The ongoing 
proceedings before the Strasbourg Court, Big Brother 
Watch and Others v. United Kingdom (App.58170/13), 
have been brought by three NGOs and Dr Constanze 
Kurz who allege that they may have been subject to 
surveillance by UK national security authorities in re-
ceipt of foreign intercepted material relating to their 
electronic communications. The applicants submit that 
this monitoring system (made possible by the PRISM, 
UPSTREAM and TEMPORA programmes revealed by 
Edward Snowden) violates their right to respect for pri-
vate life, as guaranteed under Article 8 ECHR. In partic-
ular, the applicants assert that the requirements under 
the legality condition of Article 8 ECHR have not been 
satisfied by the UK legislature given that there is no 
statutory regime governing such surveillance and 
therefore there is an absence of adequate safeguards. 
Furthermore, the applicants contend that the “generic 
interception” of these external communications, mere-
ly on the basis that such communications have been 
transmitted by transatlantic fibre-optic cables, is an in-
herently disproportionate interference with the private 
lives of thousands, perhaps millions, of people.  

The second set of proceedings pending before the 
CJEU in Luxembourg involves an Austria-based NGO 
(Europe v Facebook) which requested that the Data 
Protection Commissioner of Ireland issue proceedings 
against Apple and Facebook (both US companies have 
their European headquarters in Dublin) for violating EU 
data protection law by providing the personal data of 
EU citizens to the NSA. However, the then Commis-
sioner, Mr Billy Hawkes, declined on the basis that both 
companies were parties to the Safe Harbor Agreement. 
This Agreement is a self-regulatory framework en-
forced by the US FTC and governs the exchange of per-
sonal data between the EU and US, thereby allowing 
US law enforcement authorities to access this infor-
mation within the US. The Commissioner’s decision 
was then challenged before the High Court of Ireland. 
Due to the implications of this judgment for the legal 
validity of the EU Data Protection legal framework, the 
national constitutional court referred the matter to the 
CJEU where oral hearings were held in March 2015. Spe-
cifically, the Irish High Court noted that the critical issue 
for the CJEU to determine concerns the interpretation of 
the 1995 EU Data Protection Directive and the decision 
by the European Commission in 2000 that under the 

Safe Harbor Agreement the US provides an adequate 
level of data protection. Both of these frameworks 
were drafted decades before social media became the 
increasingly ubiquitous form of communication that it 
is today, long before companies such as Facebook ever 
existed and before the EU Charter of Fundamental 
Rights became law in 2009. In light of the latter devel-
opment, the Irish High Court seeks clarification from 
the CJEU regarding whether the 1995 EU Directive and 
the 2000 Commission’s Safe Harbor Decision should be 
re-evaluated given the fundamental right of EU citizens 
to the protection of their personal data as guaranteed 
under Article 8 of the EU Charter (Case C-362/14 
Schrems v. Data Protection Commissioner). It will be 
significant to see whether the Luxembourg Court will 
endorse the ongoing work of the EU legislature to re-
form and update the current Safe Harbor Agreement 
with the US Government (Kuner, 2015). Alternatively, 
the CJEU may adopt a more emboldened approach in 
assessing whether the role of the impugned Agree-
ment within the EU Data Protection legal framework is 
compatible with the EU Charter of Fundamental Rights. 
Whatever the outcome, such major issues concerning 
the protection of EU citizens’ rights to privacy and data 
protection would not be before the highest court in the 
EU if not for the Snowden Revelations which (as high-
lighted by the Irish High Court) formed the “backdrop” 
to this latest judicial review. 

Finally, it is also important to note that the next test 
for the commitment of the EU legislature to EU funda-
mental rights compliance will be the future of the draft 
EU Directive on Passenger Name Records Directive 
(PNR Directive). This legislation seeks to harmonize the 
mass retention of personal data from travel infor-
mation for law enforcement purposes across the EU. 
The proposed measure was revised to comply with the 
standards under Articles 7 and 8 of the EU Charter of 
Fundamental Rights, following the annulment of the 
Data Retention Directive by the CJEU in Digital Rights 
Ireland and Seitlinger. Although the European Parlia-
ment previously rejected the PNR Directive proposal in 
2013, a revised draft of the PNR Directive is currently 
before the European Parliament (European Parliament, 
2015). Although the scope of data retention under the 
draft Directive has been reduced, its proportionality 
remains highly suspect given the length of its retention 
periods—5 years for terrorism offences, 4 years for “se-
rious transnational crime”. It will be telling to see how 
much of a role the Charlie Hebdo attacks in Paris will 
play in how Parliament responds to the revised draft in 
this new political context. In other words, will the Par-
liament ensure that the revised PNR Directive meets the 
stringent human rights standards set out by the Luxem-
bourg Court in Digital Rights Ireland and Seitlinger? Or, is 
it inevitable that this EU Directive will be subject to chal-
lenge for its lack of compliance with the EU Charter of 
Fundamental Rights before the CJEU in future? 
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5. Conclusion 

In the landmark judgment of Digital Rights Ireland and 
Seitlinger, the highest court in the EU rightly erased 
from the EU legal order the imposition of a mass Inter-
net metadata surveillance regime on Member States 
that had blatantly disrespected the privacy and data 
protection rights of more than 500 million EU citizens. 
This post-Snowden judgment marks the first time that 
the CJEU has ever struck down an entire EU legal in-
strument due to its incompatibility with the EU Charter 
of Fundamental Rights, thereby establishing greater 
certainty of an EU governed by a fundamental rights 
culture. Moreover, Digital Rights Ireland and Seitlinger 
established unequivocally that strict legality, necessity 
and proportionality standards must underpin the pro-
tection of privacy and data protection rights in all fu-
ture EU legislation involving large-scale processing of 
personal data (including metadata).  

Furthermore, the highest court in the EU also sur-
prised EU privacy scholars in its adjudication that data 
sovereignty forms part of the right to the protection of 
personal data guaranteed under Article 8 of the EU 
Charter of Fundamental Rights. To explicitly include a 
requirement of physical data retention within the EU 
under the EU Charter may result in major revisions to 
current provisions and exemptions under EU data pro-
tection law. In particular, such a requirement raises 
questions regarding the processing of data by the pri-
vate sector and law enforcement authorities outside of 
the EU—a matter shortly to be before the Luxembourg 
Court in its review of the EU-US Safe Harbor Agree-
ment. The potential policy implications of the Court’s 
interpretation of Article 8 of the EU Charter in Digital 
Rights Ireland and Seitlinger for the ongoing reform of 
EU data protection law are of considerable significance 
to EU and non-EU public and private bodies.  

In addition to the striking down of the EU Data Re-
tention Directive in 2014, the CJEU delivered a second 
landmark privacy judgment shortly thereafter. In 
Google Spain, the Luxembourg Court established that 
EU citizens have a right to have links concerning them 
delisted from search engines that essentially encroach 
upon their private lives and the protection of their per-
sonal data. Notwithstanding the understandable con-
cerns raised by freedom of expression advocates 
prompted by the judgment, it is important to highlight 
that Google Spain was an (albeit ill-conceived) attempt 
by the Court to address two important problems for 
the protection of privacy in the 21st century. First, the 
indefinite and all-encompassing memory of the Inter-
net regarding an individual’s personal data and second-
ly, the enormous influence of search engines regarding 
an individual’s online (and inevitably offline) identity 
and reputation. 

Both of these judgments indicate that the Snowden 
revelations have been influential in emboldening the 

highest court in the EU in its review of matters con-
cerning privacy and the processing of personal data by 
either public or private bodies. In particular, Digital 
Rights Ireland and Seitlinger has contributed to the en-
hanced protection of privacy and data protection in 
any future EU legislation involving mass metadata sur-
veillance. Moreover, the influence of the revelations 
for the protection of information privacy through fu-
ture judicial review proceedings in Europe may extend 
further still. Challenges to the compatibility of systems 
allowing for the covert access and monitoring of com-
munications by US and EU national security and law en-
forcement authorities with Article 8 ECHR and Article 8 
of the EU Charter of Fundamental Rights have been 
brought before the European Court of Human Rights in 
Strasbourg, and (again) before the CJEU. Hence, the 
Snowden revelations seem poised to embolden further 
jurisprudential developments and debate concerning 
the future of the legal standards and safeguards essen-
tial for the effective protection of privacy and personal 
data both within and beyond the EU. 
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1. We Knew Already 

At least, that was what some people said after Ed-
ward Snowden’s leaks on NSA surveillance. Did he tell 
us anything we didn’t know?, asked journalists 
(Milner, 2013). “They didn’t feel much like revela-
tions”, said a director (Laskow, 2013). But what was 
meant by this curious phrase, we knew already? 
“Knew”—yes, some of the information really was 
public knowledge. But even the entirely new aspects 
of it were, apparently, not very surprising. After all, 
the discourse goes, we already “knew” of older NSA 
programs like Trailblazer and ECHELON—so we surely 
expected something like PRISM. But who is this “we”? 
The discourse designates a depersonalised hivemind: 
the knowledge of NSA surveillance was stored in our 
collective archive, though the proof is in nonhuman 
documents rather than what individuals can “remem-
ber”. Sometimes, the “we” instead designates the 

journalist, the director, the activist: the “we” in the 
know who pens these commentaries, the “we” that is 
less gullible than the average Joe, the “we” of the “we 
told you so”. And what about the “already”? Despite 
itself, the discourse is less about defining past con-
cerns and more about characterising the present. It is 
a way to designate a historicity for the revelations—
whether to dampen the outrage or stoke it. So: this 
we sure isn’t everyone, and sometimes excludes me  
at least; and the knowing it did certainly wasn’t a very 
comprehensive one. Satire, as it so often does, brings 
these ambiguities into the open: “We already knew 
the NSA spies on us. We already know everything. 
Everything is boring” (“We already knew,” 2015). 
What has knowing ever done for us, anyway?  

These questions provoke and organise the present 
essay. I argue that what happened with Snowden was 
not a simple flip of the switch from collective igno-
rance to enlightenment. Rather, it is a question of 
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what knowing involves. How do we develop belief 
about a surveillance system so vast it cannot be expe-
rienced by any single individual—and moreover, a 
surveillance system which consistently seeks to re-
cede from lived experience? How is a “we”-that-
knows interpellated, and how is this “knowledge” lev-
eraged to authorise actions and opinions? It is often 
said that surveillance inherently violates our funda-
mental rights, and the public need only be informed 
in order to rise up against it. Others explain contem-
porary surveillance in terms of disempowerment, 
paranoia and anxiety (Andrejevic, 2013a; Bauman & 
Lyon, 2013; Browne, 2010). Yet for all the merits of 
such criticism, they sit uneasily with the fact that 
most people have learned to live with their awareness 
of Orwellian surveillance. Whether one seeks to de-
fend state surveillance or denounce it, the basic op-
eration that underlies both is a “world-building”. The 
facts and arguments are cobbled together to present 
a new intuition, a new common sense, about how this 
enormous technological apparatus runs our world. 
Hence the question: how do we develop a sense of 
contemporary surveillance as a world “out there”?  

In what follows, I first describe the recession of sur-
veillance practices from the subject’s lived experience. 
The gap created by this recession accentuates the role 
of speculation and belief. I then offer a conceptualisa-
tion of world-building vis-à-vis surveillance, drawing 
especially from phenomenology, affect theory and rit-
ual theory. Finally, I discuss two common patterns in 
the Snowden affair discourse to indicate particular 
techniques of world-building. They are (1) subjunctivi-
ty, the conceit of I cannot “know” but I must act “as if”; 
(2) interpassivity, which says I don’t believe it/I am not 
affected, but someone else is (in my stead). These latter 
sections are based on ongoing research into the public 
discourse on the Snowden affair for a larger project. 
This essay draws on U.S. media coverage from June 6, 
2013 (the date of the first leak) until March 14, 2014, 
focusing on prominent publications such as The New 
York Times and The Washington Post.1 It also draws on 
high-profile public statements, such as Edward Snow-
den’s public appearances and statements by President 
Obama or NSA personnel. The essay’s arguments arise 
from identification of the recession of surveillance, and 
techniques for coping with that recession, in this body 
of discourse.  

                                                           
1 All relevant coverage from the following publications were 
examined: New Yorker, The Atlantic, The Intercept, The New 
York Times, The Washington Post, Wired (all online). The 
Guardian was also included as an especially relevant publica-
tion that was also read directly by many U.S. readers (which 
was not necessarily being true of Der Spiegel, another key 
player in the affair). Some snowballing was also conducted on 
the data for this essay. 

2. Recession 

People should be able to pick up the phone and 
call their family, should be able to send a text 
message to their loved ones, buy a book online, 
without worrying how this could look to a gov-
ernment possibly years in the future. (Edward 
Snowden in Rowan, 2014) 

The irony is that many of us—including those outraged 
by NSA surveillance—do call our family, buy books 
online, and sleep very well at night. A few months after 
Snowden’s appearance, a Pew survey (Rainie, Kiesler, 
Kang, & Madden, 2013) suggested that the majority of 
Americans believe their privacy is not well protected by 
current laws. Yet in most cases, their response 
amounted to deleting cookies. If the gesture was hope-
lessly inadequate, it at least had the virtue of being 
convenient. This apparent contradiction arises from 
the recession of surveillance. In contrast to the flood of 
media reports, actual surveillance technologies sys-
tematically withdraw from our lived experience and 
“personal” knowability. The mantra for this situation: “I 
know they might be watching, Edward Snowden told 
me so—but I don’t ‘experience’ it.”   

We can first of all characterise this recession as 
technological. In a basic sense, all technology involves a 
withdrawal from sensory experience. Heidegger’s ham-
mer externalises human action and intention, and em-
beds it in a crafted object (Scarry, 1985). Computational 
technology often amplifies this recessive character. The 
smooth surface of the smartphone, even compared to 
the gears and chains on a bicycle, encourages us to for-
get the connections, dependencies and processes that 
maintain our environment—and should we remember, 
denies us easy access to that knowledge (Berry, 2011, 
Chapter 5). This is precisely the case with contemporary 
online surveillance. It is designed to operate behind the 
front-end user interface, sweeping up personal data out 
of human awareness. It interacts with the world—and 
us—in ways that our senses cannot access.2 Even the 
physical databanks are literally isolated in a giant data 
centre in the Utah countryside. This is in distinct contrast 
to, say, American police surveillance. In that case, the 
post-1970’s period has seen techniques like house raids, 
court summons, patrols, pat-downs and urine tests to 
impose state power viscerally upon the (especially poor 
black) population (Goffman, 2014). If in police raids or 
airport screenings (Adey, 2009; Parks, 2007; Schouten, 
2014) surveillance intrudes rudely upon one’s space, 
habit, affect and body programs like PRISM do the oppo-

                                                           
2 In Mark Hansen’s (and through him, Whitehead’s) vocabu-
lary, recession is a question of phenomenological access. Sur-
veillance is not only hidden in a traditional sense (classified, 
made a state secret); the technology itself is designed to oper-
ate at a sub-experiential level. See Hansen, 2015.  
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site. They evacuate every sign of their existence from 
lived experience. Consider the web beacon, commonly 
used in corporate/commercial surveillance. Also called 
tracking pixels, it is a tiny (1 × 1 single pixel), transparent 
object embedded into web pages to track user access. It 
is literally invisible to the naked eye, and the user may 
only discover it by bringing up the source code. Of 
course, even if I am informed of the existence of bea-
cons and how they work, I quickly realise that it is im-
practical to comb through the source code of every page 
I visit. Momentarily armed with the power of 
knowledge, I surrender it again in favour of a deferred 
and simulated feeling-knowing: “I would be able to tell if 
a beacon is tracking me if I took the time to look.”  

The beacon illustrates the recession’s epistemologi-
cal properties. The subject is distanced from 
knowledge of surveillance at multiple levels. There is 
what we might call, in Rumsfeldian terms (Hannah, 
2010), a “known unknown”: I know that I will never 
know if an NSA agent has gone through my metadata. 
Then, there is the “unknown unknown”: Snowden has 
revealed programs like PRISM and XKeyscore, but given 
the apparently enormous quantities of documents in 
Snowden’s hands, and given that Snowden himself 
won’t know everything, I now know that I am unlikely 
to ever know what I don’t know about my vulnerability 
to surveillance. In Kafka’s The Trial, what strikes Josef 
K. is not the fact that he is charged with serious crimes; 
it is that, despite every desperate attempt, the inscru-
table bureaucracy yields no knowledge of what he is 
charged with and why. Certainly, Snowden’s revela-
tions have provided new information about state sur-
veillance; “we” can say we “know” more than we had 
before. But we can see that this knowing can actually 
contribute to the recession of surveillance.  

One ironic aspect of this recession is that most of us 
experience discourse about surveillance more than sur-
veillance itself—a situation we also find with respect to 
globalisation (Cheah, 2008) and the nation-state (Ander-
son, 1991). Surveillance becomes available for talk and 
thought precisely as an estranged and phantasmal ob-
ject. Through public, mediated discourse surrounding 
the Snowden affair, we make this surveillance into 
something knowable and sensible—even if the kinds of 
beliefs produced here are not strictly reducible to objec-
tive fact. This is what I mean by world-building activity. It 
is the interpellation of the surveillance society as a world 
“out there”. Recession and world-building are inter-
twined. The former emphasises what we do not and 
cannot “know” for ourselves. The latter is how, despite 
this gap, we try to make some sense of the world we 
find ourselves in. Surveillance hides from us, but we 
cannot help but talk about it endlessly.  

3. The “Out There” 

Our ability to render surveillance society comprehensi-

ble is predicated not (only) on objective proof and 
available facts, but conventionalised ways for putting 
what we know together with what we don’t know; 
ways for forming a coherent, though often incon-
sistent, picture. As noted above, many Americans—
through media like Pew surveys—claim they are con-
cerned about surveillance and often feel unsafe. At the 
same time, this same public has exhibited a clear will-
ingness to live in and with this surveillance society, in 
many (not all) cases declining to take revolutionary or 
directly political action in response to the Snowden 
leaks. It is not sufficient to presume false conscious-
ness, an illusory daze maintained by a clever concoc-
tion of ideology, misinformation and obfuscation. Stud-
ies into risk perception have shown that becoming 
better informed does not necessarily correlate to a 
stronger perception of dangers—or concrete actions 
taken to mitigate them (Douglas, 1992; Wildavsky & 
Dake, 1990, pp. 31-32). A similar sentiment is now be-
ing expressed by surveillance and privacy scholars. Sub-
jects can know very well their rights are being violated 
and live with that violation (Andrejevic, 2013b; Man-
sell, 2012; Turow, 2013). The key is not to seek to un-
ravel this “contradiction” into a consistent explanation, 
one which would supply us with a “worldview” with a 
singular internal logic. Subjects, Lauren Berlant tells us, 
are surprisingly good at managing their affective inco-
herence and disorganisation, and defending it in their 
own terms (Berlant & Edelman, 2014, p. 6; Berlant & 
Greenwald, 2012). When my firm belief in control over 
my life is challenged by news of state surveillance, or 
when my habituated attachment to new media bristles 
against my political views, I do not always respond with 
bold and sweeping changes to smooth out the differ-
ences. Rational consistency is often not our highest 
priority. Instead, what emerges is a set of platitudes, 
“common sense” wisdoms, habits, turns of phrase, 
speculative beliefs, recited facts, which support pre-
cisely the contradictions I have already come to em-
body. Now, this line of thought must be distinguished 
from older modernist denigrations of “primitive” be-
liefs. Those were presumed to be an amalgamation of 
non-scientific mistakes taken as eternal truths—thus 
explaining their resistance to rationalist “demystifica-
tion”. Here, it is a question of making knowledge of the 
world work for what subjects can’t help but know, face, 
and deal with in their present lives. In short, to study 
world-building activity vis-à-vis surveillance is to under-
stand how we cope (Berlant, 2011) with our own per-
sistent living while under exposure to a relentless pro-
gram of observation. 

This isn’t to say that nothing can knock us off from 
our serene perch. Crises happen—sometimes erupting 
in political and psychological drama, sometimes undo-
ing social cohesion or individual well-being quietly in 
the backstage. Surveillance, too, can sometimes con-
front subjects violently and threateningly. The world-
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building perspective is to explain how things “work”—
not perfectly, but sufficiently—in those times when cri-
ses don’t happen, or when (possible) crises become 
dampened into compromises and apologies. The 
Snowden leaks certainly did challenge our previously 
built worlds. For some, it really was a crisis, driving 
them to explicit changes in behaviour. But many sub-
jects also found ways to restore normalcy precisely by 
responding to new narratives and events, and rebuild-
ing their positionality vis-à-vis the world out there. 
That is what we have always done, after all—even back 
when “we knew already”. A great deal of knowledge 
about U.S. state surveillance had been available to the 
public before 2013. But this “we” had stumbled on 
ways to keep that knowledge sequestered in a dusty 
corner, a largely negligible and rather conspiratorial 
fact about “politics these days”.  

What these world-building responses suggest is 
that we have multiple ways of “knowing” and “believ-
ing”. Indeed, those very terms do not do justice to that 
multiplicity. What does it mean to “know” when a 
teenager says “I know what I learned in school today”, 
but can’t articulate it to the expectant parent? What 
does it mean to “believe” in God but nevertheless de-
mand scientific proof of his existence—or, inversely, 
accomplish my “belief” by submitting to Pascal’s wa-
ger? As Žižek might quip, we know many “truths”, but 
truths we are willing to die for, which we believe in ab-
solutely in any circumstance, are all too rare. This is 
easier for us to grasp when we consider a nonmodern 
case. The Dorzé people in Ethiopia believe leopards are 
also Coptic Christian and observe fasting days pre-
scribed by the religion…and on those fasting days, they 
will take care to protect their livestock from hungry 
leopards, as they’ve always done (Veyne, 1998, pp. xi-
xii). They see nothing strange in this. Similar cases 
abound in anthropological writings. The Nuer believe 
twins are birds, which is distinct from saying birds are 
twins or that this twin is a bird (Douglas, 2001, p. 148). 
The key is to take on such contradictions not as mis-
takes or ignorance but as genuine world-building tech-
niques. Or again: Merleau-Ponty (2012) argues that 
mythology or madness is not a case where our objec-
tive connectivity with the material world is underde-
veloped or broken. Rather, a mythological explanation 
or a schizophrenic’s hallucinations, for those subjects, 
involve a way of perceiving and understanding the 
world that is just as intuitive and genuine as our rela-
tionship to science, visual phenomena or speech. A 
schizophrenic woman believes two people with similar 
looking faces must know each other (Merleau-Ponty, 
2012, pp. 298-299). This is an abnormal wiring of 
world-building capacity, but one which makes life pos-
sible and sensible for this woman in the same way some-
thing like physiognomy did normatively for 19th century 
urban dwellers (Pearl, 2010). The normal is full of arbi-
trary connections, too; one example is confabulation, or 

the pre-reflective and non-deliberate fabrication of per-
sonal memory that appears to occur in spontaneous 
ways to achieve self-understanding of what just hap-
pened (Orulv & Hyden, 2006).  

In short, not only are our worldviews often complex 
and contradictory, we are also able to hold a plurality 
of relationships to the world out there through these 
flexible ways of knowing and believing. Why do we do 
this? Because contradiction and even incoherence can 
often be of great use in our ordinary living. Sometimes 
it’s a matter of convenience, or of persuading others 
(and myself), of saving face. Sometimes we persist in 
some kind of belief because to jettison it would change 
our own image of ourselves unacceptably. The “effect” 
of a truth or belief is thus entangled with its “cause”. To 
accuse such activity of inauthenticity is to miss the point. 
Such multiplicity is often critical to our ability to cope 
with our lived reality. It is what gives the subject the 
power to stay cohesive across the battery of situations 
and challenges it faces each day and hour—to maintain 
a feeling that despite everything, the world continues to 
make some minimal sense.  

The next two sections will discuss concrete ways in 
which such world-building is taking place in the wake 
of the Snowden affair. They analyse how public debate 
is producing various narratives of the new surveillance 
world, and importantly, what specific ways of knowing 
and believing are involved in such production. The 
mass media plays what we might call a ritualistic role in 
this process. Media has been classified as ritualistic in 
the sense that media activity itself is often calendrical 
and collectively coordinated for effects of “liveness” 
and participation (Dayan & Katz, 1992). This effect is 
not reducible to the symbolic content of media cover-
age. Even if not everyone watches the same television 
program, even if interpretations of specific messages 
differ, even if some may not take media reports of the 
dangers of surveillance seriously, mass media have a 
phatic effect. The rhythmic pattern with which they 
take a place in our everyday life produces in itself a 
sense of connectivity to a wider world (Frosh, 2011). 
This phenomenological relationship enjoins the public 
not to swallow whatever they are told by the television 
anchor, but to continually adjust their position—
sceptical, believing, critical, supportive—relative to me-
dia representations (Carey, 1975). It is on this basis that 
media performs itself as a “centre” of society, one which 
provides “transcendent patterns within which the details 
of social life make sense” (Couldry, 2003, p. 3). In other 
words, the media is less an indisputable source of factual 
statements about the world, than it is a repository of 
themes, topics and interests against which we form our 
beliefs about how the world works. One might decry 
surveillance coverage in the media as conspiratorial 
nonsense (of the Left, of the Right, of the American gov-
ernment, or the Russian one…) and disbelieve it; but 
that very move often entails trusting that coverage as 



 

Media and Communication, 2015, Volume 3, Issue X, Pages 63-76 67 

some reflection of what “people out there” believe.  
This leads back to the “we” of “we knew already”. 

Insofar as my sense of the surveillance world is framed 
in relation to what I believe is the public understanding 
and experience of surveillance, the public “out there” 
becomes an essential part of this mediated world-
building. Indeed, the modern public, from its very in-
ception in the age of the printing press, has always had 
a virtual and imagined quality. After all, what I can see 
and hear on my own is always only a small part of that 
human multitude, one which extends into the “out 
there” as an indefinite set of strangers (Eisenstein, 
1980; Tarde, 1969; Warner, 2002). We learn to author-
ise ourselves to speak on the public’s behalf, or at 
least, presume what the public thinks and knows, in 
order to produce our own positions (Bourdieu, 1979; 
Hong, 2014). Media discourse, insofar as it is a ritual-
ised promise of a “centre” of society, instructs its audi-
ence not only on what the public allegedly is, but how 
to relate to the public as an object of knowledge and 
belief (Fraser, 2006, pp. 155-156). Media discourse is 
thus the site where multiple ways of knowing and be-
lieving are expressed and legitimated, and it is on this 
basis that we are able to build a sense of surveillance 
as the world “out there”. We now move to two specific 
patterns: subjunctivity and interpassivity.  

4. Subjunctivity 

Your rights matter because you never know 
when you’re going to need them. People should 
be able to pick up the phone and call their family, 
should be able to send a text message to their 
loved one, buy a book online, without worrying 
how this could look to a government possibly 
years in the future. (Snowden in Rowan, 2014) 

I buy fire insurance ever since I retired, the wife 
and I bought a house out here and we buy fire 
insurance every year. Never had a fire. But I am 
not gonna quit buying my fire insurance, same 
kind of thing. (James Clapper in Lake, 2014) 

“You never know” is the ominous mantra that grounds 
both the claims of Edward Snowden, whistleblower, 
and of James Clapper, the U.S. Director of National In-
telligence. “You never know” invokes a looming: a 
threat that is nothing yet, but is very much real in its 
existence as potential (Massumi, 2005, p. 35). The Or-
wellian future where you might be punished for your 
ordinary actions today; the apocalyptic scenario when 
terrorism happens to you and your family. That which 
by definition cannot ever be made certain is invoked as 
presumptively real in order to legitimise action—
whether for or against state surveillance.  

This is the as-if, the subjunctive. Grammatically, the 
subjunctive mood is the flotation of a non-true state-

ment: “if I were…” This very construction produces an 
ambiguity, a split construction of “belief”. Such con-
structions sustain a state of affairs which is neither 
mere illusion nor fully believed to be true. In the 
Snowden discourse, we find the paradigmatic formula-
tion of subjunctivity to be the as if: we must act, think, 
feel, believe, as if I am personally under watch, as if 
terrorism is about to happen to me, as if surveillance 
does help us prevent terrorism. In other words, the 
subjunctive involves a two-pronged handling of 
knowledge and belief, and this very ambiguity is what 
lets us leverage the unknown: “Yes, we don’t know if 
it’s true or not, but we have to pretend it is true”. It is 
telling that one of the few scholarly fields where sub-
junctivity is commonly discussed is in science fiction 
studies, centred on the work of Samuel R. Delany 
(1971). Although deployments of subjunctivity do not 
materially count as “events”, these characteristics 
mark them as highly ritualistic. Rituals have been called 
“time out of time” (Rappaport, 1999, pp. 216-222). 
They are moments when we collectively say, wait: let 
us step out of our rules and rhythms of life for a mo-
ment, so that they may be renewed and reaffirmed, or 
even, adjusted with localised change (such as the 
change in status of an individual member in a rite of 
passage). Similarly, the as-if is a way to step into a limi-
nal (Turner, 1982) zone in one’s thinking and believing, 
but one which is then sutured back into one’s assess-
ment of “reality”. It is a way for us to deal with our ig-
norance, our uncertainty, and other ways in which our 
present and ourselves in that present disappoint us. It 
is a way to cope with the imperfections and vulnerabili-
ties of our exposure to power and danger.  

This subjunctive turn in surveillance has been sub-
ject to much commentary. In risk literature, it is de-
scribed in terms of “precautionary” or “catastrophic” 
risk—enormous uncertainties of climate change and 
terrorism which outstrip the industrial risks of factory 
disasters and chemical contaminations (Aradau & van 
Munster, 2007; Ewald, 1993). Surveillance studies fre-
quently references Brian Massumi’s (2007) pre-emptive 
logic: a radicalisation of traditional causality and proof in 
a world of pure potentiality. My account does not neces-
sarily supplant or contradict these theorisations. Rather, 
it emphasises the world-making aspects of subjunctive 
logic; a world-making which is capable of supporting 
both pro- and anti-surveillance attitudes.  

The first type of as-if that permeates our present 
relationship to surveillance is the uncertainty about 
whether I am being watched at all. This effect is creat-
ed by the juxtaposition of an apparently enormous and 
pervasive surveillance system, and, given its recession, 
the fact that the surveilled subject will rarely know if 
they have ever been “watched” by a human agent. 
Surveillance becomes a Deleuzian virtual. For Snowden 
and other opponents of NSA surveillance, it is critical to 
overcome this felt recession if the public is to “build” a 
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world where surveillance is a keen danger. Ironically, this 
task is undertaken by combating another kind of as-if. 
Anti-NSA discourse consistently interpellate an imagined 
public, one which presumably thinks it is safe as long as 
it has not done anything “wrong”. A New York Times op-
doc, “Why Care About the N.S.A.?” opens thus:  

Narrator: I want to get your response to a few 
things people typically say who aren’t concerned 
about recent surveillance revelations. 
David Sirota: Nobody is looking at my stuff anyway, 
so I don’t care? My argument for that is if you don’t 
speak up for everybody’s rights, you better be 
ready for your own rights to be trampled when you 
least expect it. First and foremost, there are so 
many laws on the books, there are so many stat-
utes out there, that you actually probably are doing 
something wrong….So when you start saying I’m 
not doing anything wrong…you better be really sure 
of that. (Knappenberger, 2013) 

Sirota’s warning is accompanied by a dizzying array of 
legalese in flight (Figure 1). By shifting the subject’s 
gaze onto the bureaucratic and technological depths 
which almost entirely lie beyond everyday experience, 
the subject is divested of the ability to confirm or deny 
his/her own safety. This is distinct from the simple 
claim that we are not safe. It is (also) the claim that we 
do not have the ability or resources to tell in the first 
place. The projected “common sensical” subject is ap-
pealed to through an indeterminate “what if” situation, 
and implicitly, the argument is made that since the 
“what if” is particularly unsavoury, it should be consid-
ered as an “as if”. Thus the reality of surveillance is im-
pressed upon the subject not by recovering concrete 
surveillance practices from their recession, but actually 

by expanding their virtual dimension into an enormous, 
totalitarian as-if. Snowden and his sympathisers argue 
they are informing the public. True. But what they are 
also doing, above and beyond that, is to modulate an 
imagination which is necessarily in excess of the infor-
mation strictly available. 

This same technique is applied to the objective of 
surveillance itself: the threat of crime, and especially of 
terrorism. James Clapper quips that PRISM is no differ-
ent from fire insurance. But insurance developed its 
appeal by quantifying fearful indeterminacy into per-
centages and premiums. The strategic use of disaster 
statistics and risk percentages could claim to provide a 
stable and objectively factual knowledge of danger and 
vulnerability. This is decidedly not the case with post-
9/11 surveillance (Beck, 2009; Ewald, 1993). Terrorist 
attacks are sometimes analysed statistically, but their 
relative scarcity makes it difficult to draw convincing 
conclusions. The danger of being surveilled or falling 
victim to a terrorist attack is generally not parsed in 
terms of estimable “risks” (at least, not in public de-
bate). As has been extensively analysed (and criticised), 
U.S. surveillance and anti-terror policy following Sep-
tember 11 has been predicated on the idea that even 
one attack is too much, and even one percentage a 
chance is too great (Aradau & van Munster, 2007; 
Cooper, 2006; Hannah, 2010). The proponents of state 
surveillance thus rely on the same “excessive” designa-
tion of the as-if. One key metaphor for NSA surveillance 
programs has been the dragnet, traditionally used to de-
scribe police activities like location-wide stop and frisks. 
The dragnet indiscriminately collects data on the inno-
cent as well as the suspicious, highly relevant data as 
well as irrelevant ones—because the innocent can al-
ways turn out to be the criminal, and the most irrele-
vant piece of data may help triangulate his/her identity.  

 
Figure 1. “Why care about the NSA?” 
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Within this rationality, surveillance is not, strictly speak-
ing, proven to be necessary by past terror attacks or 
present identification of concrete dangers. Proof is al-
ways deferred: we must act as if the efficacy of this 
program has been proven by a danger which, if we are 
right, we will prevent from ever actualising. 

Subjunctivity is one name for how public figures 
present the world of surveillance. Importantly, this 
presentation is also a part of public subjects’ wider, 
lived relationship to that complicated and distant 
world. And crucially, our relationship to the media dis-
course on surveillance itself becomes subjunctive as we 
try to navigate this tangle of complex and often con-
tradictory claims. How can we produce a picture that 
makes sufficient sense to us, and how can we say to 
ourselves that we “know enough” to act, to not act, or 
at least to have an opinion about the whole affair? For 
instance, the subject’s ability to assess the legality of 
surveillance becomes challenged by his/her experience 
of this discourse. Snowden’s revelations were, at least, 
generally accepted in the media as solid, reliable in-
formation about the technical process of NSA surveil-
lance. However, the precise legality of each given prac-
tice, and indeed, the question of who actually knows 
about and guarantees each practice, is explicitly des-
ignated as uncertain. As one headline put it: “You’ll 
Never Know if the NSA Is Breaking the Law” (Bump, 
2013). On one level, as David Sirota did above, it is 
suggested that there are so many different programs, 
legal decisions, secret courts and procedures in-
volved, the public as a whole will “always” be left un-
certain as to if the letter of the law is really being bro-
ken. On another level, we cannot presume that the 
reading public is a homogeneous mind with full access 
to every piece of information made available to them. 
The “we” of “we knew already” does not exist in such 
a form. Most subjects are likely to experience a par-
tial picture, based on their limited reading and recall, 
of conflicting arguments and claims made in public. 
One may not keep up with every Snowden leak, tell 
apart XKeyscore from PRISM, or even understand ex-
actly what counts as metadata and what doesn’t. But 
it is more than possible to take away a general pic-
ture: the idea that the legality of surveillance is uncer-
tain, and that any opinion or action we take will have 
to happen in abeyance of that knowledge.  

What these situations suggest is that information 
often begets uncertainty, and in turn, provokes sub-
junctive responsivities. It is indisputable that Snow-
den’s leaks have increased the total amount of 
knowledge we collectively hold about NSA surveil-
lance. But the more Snowden reveals, the more cause 
we have for paranoia and uncertainty—an ironic re-
versal of Shannon’s law of information. When we 
learn that the NSA monitors video game chatter for 

terrorist activity (Ball, 2013), it does not provide reas-
surance that we now know everything there is to 
know about that sordid affair. Rather, it gives us li-
cense to believe that if such a thing is true, surely 
many more things might be as well. Table 1 lists only 
the major additions to “our” knowledge of NSA sur-
veillance between June 2013 and March 2014. It is 
quantitatively beyond what most subjects can afford 
to give full attention to. Indeed, the sheer number of 
documents Snowden has been said to possess—1.7 
million by one count (Kelley, 2013)—makes the 
Snowden files themselves an inexhaustible and virtual 
repository of new revelations, just like the NSA’s port-
folio of surveillance technologies or the manifold 
dangers of the post-9/11 world. As with the question 
of legality, many subjects proceed with a general 
awareness that there is a plethora of leaks, without a 
firm grip on each leak or what they concretely add up 
to. Mary Douglas once asked: why do experts insist on 
educating the public about issues like climate change? 
Don’t they realise that the more information becomes 
available, the more possible interpretations arise, and 
the more intractable a sensitive topic becomes? 
(2001, p. 146) To this, we might add: don’t they know 
that information can feed speculation, rather than ex-
tinguish it? The Snowden leaks have provided addi-
tional ingredients for feeling uncertain and vulnera-
ble. Whatever political position (including apathy and 
a “wait-and-see” prudence) one chooses, whatever 
imagination of surveillance one subscribes to, it must 
be predicated on an uncertain and receded reality 
that one chooses to overcome through the “as-if”. 

Finally, the subjunctive experience even extends to 
cases where subjects do try and take concrete steps to 
protect themselves from surveillance. While Edward 
Snowden espouses the benefits of programs like TOR, 
he admits: 

You will still be vulnerable to targeted surveillance. 
If there is a warrant against you if the NSA is after 
you they are still going to get you. But mass surveil-
lance that is untargeted and collect-it-all approach 
you will be much safer [with these basic steps]. 
(“Edward Snowden SXSW,” 2014) 

Nearly every privacy solution recommended today 
comes with such caveats. As the concerned public 
flocked to existing privacy solutions, one VPN (Virtual 
Private Network) developer—a common alternative to 
TOR—commented:  

If you’re concerned about surveillance agencies 
such as the NSA, their capabilities are shrouded in 
secrecy and claiming to be able to protect you is 
offering you nothing but speculation. (Renkema, 

2014) 
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Table 1. Major revelations on NSA surveillance, June 2013―March 2014. 

14.3.12 Leak: NSA “Expert System” for malware implants allegedly planned 
14.2.10 Leak: NSA metadata & geolocation helps drone attack 
14.1.27 Leak: NSA uses “leaky” mobile apps 
14.1.16 Leak: NSA collects millions of texts 
13.12.13 Leak: NSA cracks cell phone encryption for A5/1 (2G standard) 
13.12.10 Leak: NSA uses cookies to spy 
13.12.9 Leak: NSA uses video games to spy 
13.12.4 Leak: NSA collects 5 billion phone records per day 
13.11.26 Leak: NSA spies on porn habits 
13.11.23 Leak: NSA “Computer Network Exploitation” infects 50k networks 
13.11.14 Leak: CIA collects bulk international money transfers 
13.10.31 Leak: NSA hid spy equipment at embassies & consulates 
13.10.30 Leak: NSA attacks Google & Yahoo data centres 
13.10.24 Leak: NSA tapped 35 world leader calls 
13.10.21 Leak: NSA spied on Mexico’s Calderon, emails 
13.10.14 Leak: NSA collects US address books, buddy lists 
13.10.4 Leak: NSA can hack Tor 
13.10.2 Leak: NSA stores cell phone locations up to 2 years 
13.9.30 Leak: NSA stores metadata up to a year 
13.9.28 Leak: NSA maps Americans” social contacts 
13.9.16 Leak: NSA “Follow the Money” division tracks credit card transactions 
13.9.7 Leak: NSA can tap into smartphone data 
13.9.5 Leak: NSA attacks encryption standards and hacks 
13.8.29 Leak: US intelligence “black budget” 
13.8.23 Leak: NSA employees spy on ex-lovers 
13.8.15 Leak: NSA internal audit shows thousands of violations 
13.7.11 Leak: XKEYSCORE program. 
13.7.10 Leak: NSA “Upstream” fibreoptic spying capacities 
13.6.30 Additional PRISM leaks 
13.6.19 Leak: NSA “Project Chess” for Skype  
13.6.17 Apple, Microsoft, Facebook release details 
13.6.16 Leak: NSA spied on Medvedev at G20, 2009 
13.6.11 Leak: BOUNDLESS INFORMANT for surveillance records globally 
13.6.10 Snowden named 
13.6.9 Leak: NSA record/analysis tool 
13.6.7 Leak: “Presidential Policy Directive 20” for cyberattacks to foreign targets 
13.6.6 Leak: PRISM revealed 

 

In other words, the subject’s feeling safe enough is 
predicated on his/her ability to live on  as if whatever 
tools chosen (including none) has provided sufficient 
protection against this unknown and silent risk. After 
all, one will never know if one’s privacy was in fact 
compromised. The lived experience of interacting 
with privacy tools also contributes to this subjunctive 
situation. Consider AVG PrivacyFix (Figure 2), one of 
many simpler tools which promise to protect against 
(in this case, corporate) surveillance. It is all too easy: 
a few clicks, yellow and white symbols flashing into a 
reassuring green, and one is allegedly safer. Certainly, 
some of this software at least does provide some real 
mitigation against major surveillance techniques. But 
for any subject that is not particularly well informed 
or technologically savvy, the experience of using 

these programs is often a simulation of safety: a simu-
lation against the inscrutable backdrop of a receded 
world. And so, even the subject who does “everything 
possible” to guard against surveillance must subjunc-
tively reassure him/herself that “everything possible 
has probably been done”. 

The as-if is a technique for leveraging the receded, 
virtual enormity of “surveillance” to a produce a pre-
sumptive basis for knowing and believing. Such 
knowledge or belief is ambiguous and complex. One 
acknowledges the probabilistic or speculative nature 
of one’s own belief, but simultaneously applies a 
practical—and sometimes even moral—injunction 
that hardens this belief and qualifies it for speech and 
action. 
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Figure 2. AVG PrivacyFix user interface. 

5. Interpassivity  

Interpassivity originally arose from art and media theory 
as a response to the dominion of “interactivity” (Pfaller, 
2003; Scholzel, 2014; Van Oenen, 2002). It is now appli-
cable as a more general conceit: “not me, but another 
for me”. Someone else believes, so that even if I do not, 
it remains a kind of “truth” (Žižek, n.d.). I Xerox a book or 
VCR a television show, and become satisfied that I have 
nearly consumed it; in a way, the machine has “watched 
it for me” (Pfaller, 2003). This deferral, this “outsourc-
ing” (Van Oenen, 2002), has numerous practical uses. In-
terpassivity allows us to maintain beliefs which may not 
be supported by our own behaviour, identity and envi-
ronment. I don’t believe Obama is Muslim, but there are 
people who do. I don’t find this content morally offen-
sive, but other people might. In such cases, the inter-
passive articulation excuses the subject from being 
bound to the belief in question, even as that belief is hy-
postatised into reality, thereby forming a reliable basis 
for opinions and actions. Indeed, in some cases, “dele-
gating one’s beliefs makes them stronger than before” 
(Pfaller, 2001, p. 37): my beliefs now appear as objective 
fact, something I cannot dismiss as mere flight of my 
fancy. We are familiar with this mechanism, of course, in 
the work of rumour. The conceit “I have heard it said 
elsewhere” holds the truthfulness of the rumour in con-

stant suspense, adding to its resilience. I cannot van-
quish a speaker who is there in absentia.  

It is critical to understand what kind of “belief” is at 
stake in an interpassive movement. When I “act as if 
the Xerox machine were reading the text [for me]” 
(Pfaller, 2003), clearly, I do not “literally” believe that I 
have read the book. But I may well derive satisfaction 
from the act; a satisfaction that says “it is almost as if I 
have read the book, since I can now read it at any time 
I choose.” When canned laughter laughs “for me” in a 
television sitcom, I do not look back and say “I now 
need not laugh.” But, as Žižek (n.d.) points out, the ex-
perience can often leave me feeling “relieved” and 
rested afterwards. Such satisfaction is not necessarily 
reducible to false consciousness or pathological mis-
recognition. Interpassive techniques are ways for sub-
jects to navigate a world which is so often alien to them, 
a world which they must nevertheless and constantly ar-
ticulate as sensible and reliable. We employ interpassivi-
ty on a daily basis because it is a way to cobble together 
some understanding of politics, technology, public opin-
ion, in the face of the harsh fact that so much of it ex-
ceeds our own experience and environment. The very 
ability to believe in surveillance as a part of our world is 
predicated on some noncongruence, some difference, 
between my “here” and the “out there”.  

Interpassivity was commonly leveraged in the 
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Snowden affair to mitigate precisely the recession of 
surveillance practices and knowledge from public de-
bate. Indeed, certain “knowns” were quite explicitly 
evacuated out of the public domain and designated as 
“known elsewhere”: 

Here’s the rub: the instances where [NSA surveil-
lance] has produced good—has disrupted plots, 
prevented terrorist attacks, is all classified, that’s 
what’s so hard about this. (Dianne Feinstein in 
Knowlton, 2013) 

Feinstein and others insisted that the fruits of surveil-
lance could not be proven publicly, lest that too en-
danger national security. Although one or two concrete 
cases have been mentioned (such as Najibullah Zazi’s 
2009 plot), the general trend was to claim that proof, 
too, was classified for the sake of security. Notably, 
these claims do not simply place the public in igno-
rance of “all the facts”; they demand that public delib-
eration take place in full awareness of that ignorance. 
It becomes impossible to simply say “the benefits of 
surveillance have not been proven”, since proof has 
been publicly designated as existing elsewhere. Fein-
stein’s apology asks the reading public to actively hold 
their judgment in abeyance, or to be precise, make 
their judgment by simulating what someone else 
knows in their stead. All this is compounded by admis-
sions that even the special court tasked to know in our 
stead—a court that is itself secret—also judges in igno-
rance. Reggie Walton, the presiding judge of that very 
court at the time, explains: 

The FISC [Foreign Intelligence Surveillance Court] is 
forced to rely upon the accuracy of the information 
that is provided to the Court…the FISC does not have 
the capacity to investigate issues of noncompliance, 
and in that respect the FISC is in the same position as 
any other court when it comes to enforcing [gov-

ernment] compliance with its orders. (Leonnig, 2013) 

The public is thus deprived of even the comforting 
thought that the law or the government “knows” in its 
stead. Rather, it is an indistinct other, dispersed and 
elusive, which promises to guarantee that surveillance 
indeed has been proven. This makes the interpassive 
movement fragile and speculative. When expert 
knowledge is stably instituted, the public can feel that 
it may reliably defer the work of knowing to those ex-
perts, and build a sensible world out of what the public 
itself does not know (Beck, 1992; Giddens, 1990). 
When expertise itself is threatened, as in climate 
change or the Snowden affair, the subject must make 
sense of what is happening in a more speculative and, 
indeed, subjunctive manner: “I don’t know what the 
proof is, but if we presume for a minute that the proof 
is…” Even a cynical stance, which assumes that Fein-

stein and others are lying and there is no proof at all, 
requires some presumptive position to be taken 
against the knowledge that another has “for” me.  

Certainly, the subject is not always forced to pre-
tend to some knowledge of surveillance, interpassive 
or not. Nina Eliasoph’s ethnography of Americans’ eve-
ryday discussion of politics describes communities 
which consistently shy away from talking politics. 
When Eliasoph herself brought such topics up, it was 
seen as “an inert, distant, impersonal realm” too hard 
to get a handle on. It was a shame that political prob-
lems happened, and the “public” should do something 
about it—but that “public”, the people who ostensibly 
knew enough to debate the problem, were not them 
(Eliasoph, 1998, pp. 131-135). Even the refusal to have 
an opinion was qualified by the interpellation of an 
other who participates in publics in my stead. The re-
course to interpassivity is not reducible to voluntary 
“choice” by an autonomous agent. It is a responsivity 
demanded by a situation—a situation which comprises 
of the recession of surveillance, including the logic of 
secrecy and security folded into the debate.  

Not only can the other know for me, but they can 
also do and experience for me. Since surveillance’s per-
vasiveness far outstrips the highly infrequent occasions 
on which it intrudes tangibly into individual lives, inter-
passivity becomes a key technique by which a given po-
litical and affective orientation becomes fleshed out in-
to our reality: 

My older, conservative neighbour quickly insisted 
that collecting this metadata thing she had heard 
about on Fox was necessary to protect her from all 
the terrorists out here in suburbia. She then vehe-
mently disagreed that it was okay for President 
Obama to know whom she called and when, from 
where to where and for how long, or for him to 
know who those people called and when, and so 

forth. (Van Buren, 2013) 

One might read this as typical liberal snarkiness about 
the cognitive dissonance of a stubborn conservative. 
But the general sentiment that there are people out 
there, “bad things” happening out there, that need to 
be watched and stopped is far from an abnormal one. 
Hence my own feeling of safety, my own ability to im-
agine a safer world, arises from a situation where 
someone else is surveilling someone else—myself, not 
being “that kind of person”, one degree removed from 
the whole unpleasant affair. Indeed, interpassivity does 
not stop at projecting “probable factual events”; it also 
leverages downright fictional others. The non-news, fic-
tional media thus participate in the ritualistic function: 

Great Britain’s George Orwell warned us of the 
danger of this kind of information. The types of col-
lection in the book—microphones and video cam-
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eras, TVs that watch us—are nothing compared to 
what we have available today. We have sensors in 
our pockets that track us everywhere we go. (Ed-
ward Snowden in “Whistleblower Edward Snowden 

gives,”2013) 

Snowden’s comparison might have been a little redun-
dant. Sales of Orwell’s 1984 had already rocketed by 
some 6,000% after his initial leaks in June (Hendrix, 
2013). Of course, one cannot claim that the public 
flocked to Orwell, Dick and Huxley in order to take 
them literally as prophecy. But such fictional work 
clearly served as resources for making sense of the 
confused present and the uncertain future. Some of 
this imaginative media also intersected the contempo-
rary surveillance debate with an older tradition of rep-
resenting crime and police work. Jonathan Nolan’s Per-
son of Interest debuted in U.S. television in 2011, two 
years before the Snowden leaks. The series was never-
theless conceived through extensive consultation of 
U.S. state surveillance practices as was known and es-
timated at the time (Gan, 2013). The popular series 
presented the public with an NSA-style dragnet which 
“spies on you every hour of every day”, which the pro-
tagonist would use each episode to track down indi-
viduals before they became perpetrators or victims of 
violent crime. On one hand, “The Machine”, Person of 
Interest’s mass surveillance program, is clearly based 
on and evocative of U.S. state surveillance, providing 
the public with a simulation of hypotheticals. On the 
other hand, its show structure necessarily produces a 
world where urban crime of every kind proliferates and 
may strike any individual without notice. George Gerb-
ner’s famous cultivation theory suggested that media 
can have long-term, sedimented effects—that it can 
train people into presuming phenomena that lie beyond 
their own lives in order to, say, develop a heightened 
fear of criminal victimisation. This is not to say that Per-
son of Interest is alarmist. The point is that insofar as ter-
ror and crime are not everyday realities for many (not 
all) of the population, we turn to fictional as well as 
strictly journalistic representations to develop an idea of 
what we can only assume is happening “out there”. No-
body believes a television show is objectively true. But 
we often do leverage it for our world-building—just as 
we leverage the presumed opinions and actions of “oth-
ers”, and just as we leverage facts and statements we do 
not fully believe and cannot quite confirm. 

6. Feeling-Knowing 

Contemporary online surveillance is one which recedes 
in multiple ways from lived experience. This recession 
accentuates surveillance society’s quality as a world 
out there: a vast, virtual entity which constantly eludes 
our knowing and living. Yet it is something which we 
invest a great deal of belief and passion into, cobbling 

what we know and suspect into a picture of a sensible, 
working world. The mediated public discourse on the 
Snowden affair exhibits two major techniques of such 
world-building. First, it leverages the virtuality and un-
knowability of surveillance as if it were in some way 
true and certain, producing hypothetical, provisionary 
bases for real, enduring actions and beliefs. Second, it 
encourages the notion that if not me, then another will 
know, experience, do in my stead. Even if the world of 
surveillance and terror is not real in my back yard, 
these interpellated others will make it real enough for 
me. The idea of the “public” or “society” provides a 
vast landscape of deferrals and potentials, a protective 
ambiguity for my political beliefs.  

We began with a rhetorical question: “we knew al-
ready”, didn’t we? Well, what has knowing ever done 
for us, anyway? What matters at least as much as what 
we know or not, is what kind of knowing and believing 
has allowed us to engage that information. It is about 
what, affectively and epistemologically, it means to say 
‘I know’. Much has been made of the secrecy that sur-
rounds state surveillance—the arcana imperii—and 
even corporate data-mining operations. The debate 
over Snowden as hero or traitor also revolves around 
this opposition of secrecy and transparency. Scholarly 
commentary often laments the ambiguous, uncertain 
and impoverished kinds of information the public is of-
fered about surveillance. All of this is undoubtedly sig-
nificant. But what this essay suggests is that we must 
also understand what techniques, what habits, of 
knowing and believing proliferate and become legiti-
mated in this political environment. What wirings of 
narrative arcs, tropes, stereotypes, emotive associa-
tions, come into play in the discourse, images and prac-
tices of the surveillance society? It cannot simply be 
unrestrained paranoia or dangerousness. We use these 
symbolic ingredients not only to become afraid or sus-
picious, but also to cope with our subjection to surveil-
lance, to make our daily routines and affects still make 
sense in this new world order. This line of questioning 
asks not what we know, but how we come to feel we 
know. And ultimately, it asks whether, given different 
circumstances, we could have a different relationship 
to knowing and believing surveillance.  

Acknowledgements 

The author would like to thank Carolyn Marvin, the 
anonymous reviewers, and the journal editors and staff 
at Media and Communication. 

Conflict of Interest 

This research received no specific grant from any fund-
ing agency. The author declares no conflict of interest 
owing to funding, employment or institutional mem-
bership. 



 

Media and Communication, 2015, Volume 3, Issue X, Pages 63-76 74 

References 

Adey, P. (2009). Facing airport security: Affect, biopoli-
tics, and the preemptive securitisation of the mo-
bile body. Environment and Planning D: Society and 
Space, 27(2), 274-295.  

Anderson, B. R. (1991). Imagined communities: Reflec-
tions on the origin and spread of nationalism (Re-
vised an.). London: Verso. 

Andrejevic, M. (2013a). InfoGlut: How too much infor-
mation is changing the way we think and know. 
New York: Routledge. 

Andrejevic, M. (2013b). What we talk about when we 
talk about privacy. Paper presented at International 
Communication Association 2013, London, UK. 

Aradau, C., & van Munster, R. (2007). Governing terror-
ism through risk: Taking precautions, (un)knowing 
the future. European Journal of International Rela-
tions, 13(1), 89-115.  

Ball, J. (2013, December 9). Xbox Live among game ser-
vices targeted by US and UK spy agencies. The 
Guardian. Retrieved from http://www.theguardian. 
com/world/2013/dec/09/nsa-spies-online-games-
world-warcraft-second-life 

Bauman, Z., & Lyon, D. (2013). Liquid surveillance: A 
conversation. Cambridge: Polity.  

Beck, U. (1992). Risk society: Towards a new modernity. 
London: SAGE. 

Beck, U. (2009). World at risk. Malden: Polity Press. 
Berlant, L. (2011). Cruel optimism. Durham: Duke Uni-

versity Press. 
Berlant, L., & Greenwald, J. (2012). Affect in the end 

times: A conversation with Lauren Berlant. Qui 
Parle: Critical Humanities and Social Sciences, 20(2), 
71-89.  

Berlant, L., & Edelman, L. (2014). Sex, or the unbeara-
ble. Durham: Duke University Press. 

Berry, D. M. (2011). The philosophy of software: Code 
and mediation in the digital age. Basingstoke: Pal-
grave Macmillan. 

Bourdieu, P. (1979). Public opinion does not exist. In A. 
Mattelart & S. Siegelaub (Eds.), Communication and 
Class Struggle: I. Capitalism, Imperialism (pp. 124-
129). New York: International General. 

Browne, S. (2010). Digital epidermalization: Race, iden-
tity and biometrics. Critical Sociology, 36(1), 131-
150. 

Bump, P. (2013, June 28). You’ll never know if the NSA 
is breaking the law — or keeping you safe. The At-
lantic. Retrieved from http://www.thewire.com/ 
politics/2013/06/nsa-surveillance-legal/66681/ 

Carey, J. (1975). A cultural approach to communication. 
Culture and Communication, 2(1), 1-22. 

Cheah, P. (2008). Cheah Pheng literature what is a 
world? On world as world-making activity. Daeda-
lus, 137(3), 26-38. 

Cooper, M. (2006). Pre-empting Emergence: The Bio-

logical Turn in the War on Terror. Theory, Culture & 
Society, 23(4), 113–135.  

Couldry, N. (2003). Media rituals: A critical approach. 
Abingdon: Routledge. 

Dayan, D., & Katz, E. (1992). Media events: The live 
broadcasting of history. Cambridge: Harvard Uni-
versity Press. 

Delany, S. R. (1971). About five thousand one hundred 
and seventy five words. In T. D. Clareson (Ed.), Sf: 
The Other Side of Realism (pp. 130-146). Bowling 
Green: Bowling Green University Popular Press. 

Douglas, M. (1992). Risk and blame: Essays in cultural 
theory. Abingdon: Routledge. 

Douglas, M. (2001). Dealing with uncertainty. Ethical 
Perspectives, 8(3), 145-155. 

Edward Snowden SXSW: Full Transcript and Video. 
(2014, March 10). Inside.com. Retrieved from 
http://blog.inside.com/blog/2014/3/10/edward-
snowden-sxsw-full-transcription-and-video 

Eisenstein, E. L. (1980). The printing press as an agent 
of change: Communication and cultural transfor-
mations in early-modern Europe, volumes I and II. 
Cambridge: Cambridge University Press. 

Eliasoph, N. (1998). Avoiding politics: How Americans 
produce apathy in everyday. Cambridge: Cambridge 
University Press. 

Ewald, F. (1993). Two infinities of risk. In B. Massumi 
(Ed.), The Politics of Everyday Fear (pp. 221-228). 
Minneapolis: University of Minnesota Press. 

Fraser, S. (2006). Poetic world-making: Queer as folk, 
counterpublic speech and the “reader.” Sexualities, 
9(2), 152-170.  

Frosh, P. (2011). Phatic morality: Television and proper 
distance. International Journal of Cultural Studies, 
14(4), 383-400.  

Gan, V. (2013, October 24). How TV’s “person of inter-
est” helps us understand the surveillance society. 
Smithsonian.com. Retrieved from http://www. 
smithsonianmag.com/smithsonian-institution/how-
tvs-person-of-interest-helps-us-understand-the-
surveillance-society-5407171/?no-ist 

Giddens, A. (1990). The consequences of modernity. 
Cambridge: Polity Press; 

Goffman, A. (2014). On the run: Fugitive life in an 
American city. Chicago: University of Chicago Press. 

Hannah, M. G. (2010). (Mis)adventures in Rumsfeld 
space. GeoJournal, 75(4), 397-406. 

Hansen, M. (2015). Feed-forward: On the future of 
twenty-first century media. Chicago: University of 
Chicago Press. 

Hendrix, J. (2013, June 11). NSA surveillance puts 
George Orwell’s “1984” on bestseller lists. Los An-
geles Times. Retrieved from http://articles. 
latimes.com/2013/jun/11/entertainment/la-et-jc-
nsa-surveillance-puts-george-orwells-1984-on-
bestseller-lists-20130611 

Hong, S. (2014). The other-publics: Mediated othering 



 

Media and Communication, 2015, Volume 3, Issue X, Pages 63-76 75 

and the public sphere in the Dreyfus Affair. Europe-
an Journal of Cultural Studies, 17(6), 665-681.  

Kelley, M. B. (2013, December 13). NSA: Snowden stole 
1.7 million classified documents and still has access 
to most of them. Business Insider. Retrieved from 
http://www.businessinsider.com/how-many-docs-
did-snowden-take-2013-12  

Knappenberger, B. (2013, November 26). Why care 
about the N.S.A.? New York Times. Retrieved from 
http://www.nytimes.com/video/opinion/10000000
2571435/why-care-about-the-nsa.html  

Knowlton, B. (2013, June 9). Feinstein “open” to hear-
ings on surveillance programs. New York Times. Re-
trieved from http://thecaucus.blogs.nytimes.com/ 
2013/06/09/lawmaker-calls-for-renewed-debate-
over-patriot-act/?_php=true&_type=blogs&_r=0 

Lake, E. (2014, February 17). Spy chief: We should’ve 
told you we track your calls. The Daily Beast. Re-
trieved from http://www.thedailybeast.com/ 
articles/2014/02/17/spy-chief-we-should-ve-told-
you-we-track-your-calls.html 

Laskow, S. (2013, July 15). A new film shows how much 
we knew, pre-Snowden, about Internet surveil-
lance. Columbia Journalism Review. Retrieved from 
http://www.cjr.org/cloud_control/a_new_film_sho
ws_exactly_how_m.php 

Leonnig, C. (2013, August 15). Court: Ability to police 
U.S. spying program limited. The Washington Post. 
Retrieved from http://www.washingtonpost.com/ 
politics/court-ability-to-police-us-spying-program-
limited/2013/08/15/4a8c8c44-05cd-11e3-a07f-
49ddc7417125_print.html 

Mansell, R. (2012). Imagining the internet: Communica-
tion, innovation, and governance. Oxford: Oxford 
University Press. 

Massumi, B. (2005). Fear (the spectrum said). Positions, 
13(1), 31-48. 

Massumi, B. (2007). Potential politics and the primacy 
of preemption. Theory & Event, 10(2).  

Merleau-Ponty, M. (2012). Phenomenology of percep-
tion. (D. A. Landes, Trans.). London: Routledge. 

Milner, M. (2013, June 25). Did Edward Snowden tell us 
anything we didn’t already know? Chicago Reader. 
Retrieved from 
http://www.chicagoreader.com/Bleader/archives/2
013/06/25/did-edward-snowden-tell-us-anything-
we-didnt-already-know  

Orulv, L., & Hyden, L.-C. (2006). Confabulation: Sense-
making, self- making and world-making in demen-
tia. Discourse Studies, 8(5), 647-673. 

Parks, L. (2007). Points of departure: The culture of US 
airport screening. Journal of Visual Culture, 6(2), 
183-200.  

Pearl, S. (2010). About faces: Physiognomy in nine-
teenth-century Britain. Cambridge: Harvard Univer-
sity Press. 

Pfaller, R. (2001). Interpassivity and misdemeanors. 

The analysis of ideology and the Zizekian toolbox. 
International Journal of Zizek Studies, 1(1), 33-50. 

Pfaller, R. (2003). Little gestures of disappearance(1) in-
terpassivity and the theory of ritual. Journal of Eu-
ropean Psychoanalysis, 16. 

Pisters, P. (2013). Art as circuit breaker: Surveillance 
screens and powers of affect. In B. Pepenburg & M. 
Zarzycka (Eds.), Carnal Aesthetics: Transgressive 
Imagery and Feminist Politics (pp. 198-213). Lon-
don: I.B. Tauris. 

Rainie, L., Kiesler, S., Kang, R., & Madden, M. (2013, 
September 5). Anonymity, privacy, and security 
online. Pew Research Internet Project. Retrieved 
from http://www.pewinternet.org/2013/09/05/ 
anonymity-privacy-and-security-online/  

Rappaport, R. (1999). Ritual and religion in the making 
of humanity. Cambridge: Cambridge University 
Press. 

Renkema, L. (2014, December 12). Which VPN services 
take your anonymity seriously? Torrentfreak. Re-
trieved from http://torrentfreak.com/which-vpn-
services-take-your-anonymity-seriously-2014-
edition-140315/ 

Rowan, D. (2014, March 18). Snowden: Big revelations 
to come, reporting them is not a crime. Wired. Re-
trieved from http://www.wired.co.uk/news/ 
archive/2014-03/18/snowden-ted 

Scarry, E. (1985). The body in pain: The making and 
unmaking of the world. Oxford: Oxford University 
Press. 

Scholzel, H. (2014). Beyond interactivity. The inter-
passive hypotheses on “good life” and communica-
tion. Paper presented at International Communica-
tion Association 2014, Seattle, USA. 

Schouten, P. (2014). Security as controversy: Reassem-
bling security at Amsterdam Airport. Security Dia-
logue, 45(1), 23-42.  

Tarde, G. (1969). On communication and social influ-
ence: Selected papers. (T. N. Clark, Ed.). Chicago: 
University of Chicago Press. 

Turner, V. (1982). Liminal to liminoid. In V. Turner (Ed.), 
Play, Flow, Ritual: An Essay in Comparative Symbol-
ogy (pp. 53-92). New York: Performing Arts Journal 
Publishing. 

Turow, J. (2013). Branded content, media firms, and 
data mining: An agenda for research. Paper pre-
sented at International Communication Association 
2013, London, UK. 

Van Buren, P. (2013, January 13). 10 myths about NSA 
surveillance that need debunking. MotherJones. Re-
trieved from http://www.motherjones.com/politics/ 
2014/01/10-myths-nsa-surveillance-debunk-edward-
snowden-spying 

Van Oenen, G. (2002). Interpassivity revisited: A critical 
and historical reappraisal of interpassive phenome-
na. International Journal of Zizek Studies, 2(2). 

Veyne, P. (1988). Did the Greeks believe in their myths? 



 

Media and Communication, 2015, Volume 3, Issue X, Pages 63-76 76 

An essay on the constitutive imagination. (P. Wis-
sing, Trans.). Chicago: University of Chicago Press. 

Warner, M. (2002). Publics and counterpublics. New 
York: Zone Books. 

We already knew the NSA spies on us. We already 
know everything. Everything is boring. (2015, Feb-
ruary 9). Clickhole. Retrieved from http://www. 
clickhole.com/article/we-already-knew-nsa-spies-
us-we-already-know-every-1876 

Whistleblower Edward Snowden gives 2013’s alterna-

tive Christmas message. (2013, December 25). 
Channel4.com. Retrieved from http://www. 
channel4.com/programmes/alternative-christmas-
message/on-demand/58816-001 

Wildavsky, A., & Dake, K. (1990). Theories of risk per-
ception: Who fears what and why? Daedalus, 
119(4), 41-60. 

Žižek, S. (n.d.). The interpassive subject. Retrieved from 
http://www.egs.edu/faculty/slavoj-
zizek/articles/the-interpassive-subject 

About the Author 

 

Sun-ha Hong  
Sun-ha Hong is a PhD Candidate at the Annenberg School for Communication, University of Pennsyl-
vania. His current research pursues uncertainty as a world-building resource in the new media socie-
ty. Surveillance and data-mining’s fixation with prediction and simulation show that such world-
building involves a constant rearticulation of the unknown and the uncertain. For more, please see: 
http://sunhahong.org.  

 



 

Media and Communication, 2015, Volume 3, Issue 2, Pages 77-87 77 

Media and Communication (ISSN: 2183-2439) 
2015, Volume 3, Issue 2, Pages 77-87 

Doi: 10.17645/mac.v3i2.281 
 

Article 

The Role of Hackers in Countering Surveillance and Promoting Democracy 

Sebastian Kubitschko 

Centre for Media, Communication and Information Research, University of Bremen, 28359 Bremen, Germany;  
E-Mail: sebastian.kubitschko@uni-bremen.de 

Submitted: 1 April 2015 | In Revised Form: 25 June 2015 | Accepted: 23 July 2015 |  
Published: 30 September 2015 

Abstract 
Practices related to media technologies and infrastructures (MTI) are an increasingly important part of democratic con-
stellations in general and of surveillance tactics in particular. This article does not seek to discuss surveillance per se, 
but instead to open a new line of inquiry by presenting qualitative research on the Chaos Computer Club (CCC)—one of 
the world’s largest and Europe’s oldest hacker organizations. Despite the longstanding conception of hacking as infused 
with political significance, the scope and style of hackers’ engagement with emerging issues related to surveillance re-
mains poorly understood. The rationale of this paper is to examine the CCC as a civil society organization that counter-acts 
contemporary assemblages of surveillance in two ways: first, by de-constructing existing technology and by supporting, 
building, maintaining and using alternative media technologies and infrastructures that enable more secure and anony-
mous communication; and second, by articulating their expertise related to contemporary MTI to a wide range of audi-
ences, publics and actors. Highlighting the significance of “privacy” for the health of democracy, I argue that the hacker or-
ganization is co-determining “interstitial spaces within information processing practices” (Cohen, 2012, p. 1931), and by 
doing so is acting on indispensable structural features of contemporary democratic constellations. 

Keywords 
big data; civil society organization; counter-power; democracy; hacker; locative media; media technologies and 
infrastructures; participatory media; privacy; surveillance 

Issue 
This article is part of the special issue "Surveillance: Critical Analysis and Current Challenges", edited by James Schwoch 
(Northwestern University, USA), John Laprise (Independent Researcher) and Ivory Mills (Northwestern University, USA). 

© 2015 by the author; licensee Cogitatio (Lisbon, Portugal). This article is licensed under a Creative Commons Attribu-
tion 4.0 International License (CC BY). 

 

1. Introduction: A Brief Outline of the Current 

Surveillance Scenario 

Over the past decade, we have witnessed a drastic in-
tensification of both the spread and use of media tech-
nologies and infrastructures (MTI). Education, work, 
politics, consumption, and socialization are but a few 
central spheres of life that are deeply infiltrated by dig-
itization today. Practices related to or oriented towards 
MTI penetrate people’s daily habits and routines to an 
unprecedented degree. This ongoing process has al-
tered and, in many cases, multiplied people’s ability to 
connect with each other, and has had a tremendous in-
fluence on the way people engage with the world at 
large (Couldry, 2012; Hepp, 2012). At the same time, 

networked technologies also enable a wide range of 
agencies and institutions to exercise control at a dis-
tance as well as to collect, sort, analyze and exploit the 
tremendous amounts of data that accumulate across 
mediated interactions. In many cases, this has resulted 
in a “collect everything” approach that is generally un-
derstood as surveillance; which, for now, is broadly de-
fined as attention that is “purposeful, routine, system-
atic and focused attention paid to personal details, for 
the sake of control, entitlement, management, influ-
ence, or protection”(Murakami et al., 2006, p. 4). Sur-
veillance, according to David Lyon, connotes any “collec-
tion or processing of personal data, whether identifiable 
or not, for the purposes of influencing or managing 
those whose data have been garnered” (2001, p. 2). One 
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could look at the past decades and list both the benefi-
cial and the problematic effects of technology. Yet, the 
story I want to tell in this article is somewhat more com-
plicated and tries to avoid making overly sharp fraction-
ations. Steering a middle ground in the current discus-
sion on surveillance is by no means an easy task to 
perform as the debate is (over)loaded with accusations, 
idealizations, and a generous portion of ideology. This is 
particularly the case since Edward Snowden’s revela-
tions have expanded the notion of surveillance beyond a 
rather small expert discourse, and have instead cata-
pulted the issue into the mainstream by increasing the 
level of media, public and political debate. 

An accessible way to begin this analysis is to think 
about the spaces and places we experience surveil-
lance first hand. Here, one might diagnose surveillance 
as a phenomenon that is most pressing in urban envi-
ronments, as it is in the city and its surroundings where 
the highest number of surveillance forms and modes 
come together—video surveillance, license plate scan-
ners, airports screenings, surveillance satellites and 
drones, as well as a number of other remote sensing 
and processing devices. Due to the invention and use 
of complex technical systems, it is no longer impossible 
to track and assess the simultaneous movements of 
tens of thousands of people through a major city. In 
fact, as scholars have argued convincingly, the ever-
increasing surveillance in publicly accessible spaces, 
such as shopping malls, city streets and places for pub-
lic transport, changes the ways in which power is exer-
cised in urban space (Koskela, 2000). As a conse-
quence, surveillance contributes to the production of 
the urban. The city is without a doubt a telling example 
that demonstrates that the intensification of digitaliza-
tion often goes along with the amplification of surveil-
lance (see Graham, 2004). Yet, as the above reference to 
contemporary MTI indicates, the “track record” of sur-
veillance goes far beyond spatial and physical bounda-
ries like urban environments. This, to acknowledge the 
history of the debate, is not necessarily a new observa-
tion as such. In his book on the impact of electronic da-
ta processing on personal privacy in the late 1960s, 
Jeremy Rosenberg stated that, “With the advance of 
technology, centralized data accumulation becomes 
easier, the reward for intrusion is increased, and con-
trol shifts to still fewer people” (Rosenberg, 1969, p. 1). 
Yet, times have changed drastically. In particular, the 
convergence and pervasiveness of MTI that have been 
developed and disseminated over the past two decades, 
enable surveillance attention to be continuous, widely 
distributed, and persistent. Considering today’s vast 
(largely automated) computer power and the quasi-
omnipresence of digital devices, the surveillance appa-
ratuses that are currently in place, as well as those that 
are emerging and spreading, are historically distinctive. 

In the following section, I will explicate what exactly 
makes our times distinctive by highlighting the delicate 

relationship between surveillance, privacy and the 
health of contemporary democratic constellations. I ar-
gue that hacker organizations like the Chaos Computer 
Club are one among a range of actors that counter-act 
contemporary assemblages of surveillance and by doing 
so act on indispensable structural features of democratic 
constellations. To develop this argument, the article is 
divided into three sections. In the first, I discuss three el-
ements—popular online platforms, locative media and 
big data—that I consider determinative for contempo-
rary surveillance contexts, and then analyze the increas-
ingly symbiotic relationship between government agen-
cies and corporations when it comes to surveillance 
tactics and practices. In the second section, I focus on 
the notion of privacy and why it matters for democracy 
at large. Finally, I use these concepts to examine a quali-
tative case study of the Chaos Computer Club. 

2. Online Platforms, Locative Media and Big Data 

Let me start by illuminating three elements that have 
intensified since the early 2000s and that have lastingly 
influenced both the way people experience surveil-
lance as well as the way it is practiced. First, popular 
online platforms. The past years have seen an unprec-
edented triumphal march of a range of platforms that 
are often referred to as “social media” (see van Dijck, 
2013). Considering the ambivalent evolution of the 
term—coming out of a business background—and the 
possible interpretation that all other media might be 
non- or even anti-social, I consider it more appropriate 
to use the term popular online platforms (see Gillespie, 
2010) instead of social media. The main purpose of 
these platforms is to enable and simplify networking 
practices via mediated communication. To accomplish 
their goal, they heavily rely on personal data shared by 
the user. In accordance with this procedure scholars 
consider online “social networking” as a set of practic-
es that are inherently based on self-surveillance (Fuchs 
et al., 2012). In addition, corporations make explicit use 
of online platforms to monitor and discuss strategies 
for responding to activists’ initiatives (Uldam, 2014). In 
fact, popular online platforms have become part of 
people’s daily routines to such an extent that they have 
become an imminent component of and an ideal envi-
ronment for surveillance. This is not least the case be-
cause a small number of centralized communication 
platforms are much easier to browse, analyze and gain 
access to than decentralized infrastructures. 

Second, locative media. With the transformation of 
mobile media from a communication tool into a multi-
modal device accompanied by global positioning sys-
tems enabling users to share information about one’s 
whereabouts, locative media play a critical role in 
emerging modes of surveillance (Hjorth, 2013). Geotag-
ging, location search and detection services amplified by 
portable and wearable devices like smartphones, tablet 
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computers and smartwatches create new forms of co-
presence that disrupt old binaries between online and 
offline (Schwartz & Halegoua, 2014). The potential to 
create new levels of surveillance is further enhanced by 
the fact that locative media intersect with online plat-
forms in many ways because a growing number of ser-
vices harvest their users’ location information. Taking in-
to account that it is exactly the way people use devices, 
platforms and services that create unprecedentedly 
large data bodies, scholars have argued that surveillance 
to a large extent has become participatory (Al-
brechtslund, 2008). One can sharpen this line of thought 
by pointing out that the rhetoric of the participatory 
turn actively exempts surveillance from legal and social 
control, resulting in a model of surveillance that is light, 
politically nimble, relatively impervious to regulatory 
constraint and even casts surveillance in an unambigu-
ously progressive light (Cohen, 2015/forthcoming). Iron-
ically, then, so-called participatory media are intimate-
ly connected with surveillance. 

Third, “big data”. Big data—a notion that not only 
describes the sheer amount of data but also denotes 
automated, software-based data gathering, manage-
ment and analytic capabilities—is best considered the 
missing piece to the puzzle called surveillance. After all, 
that is what surveillance is all about: solving a puzzle by 
bringing the fitting pieces consisting of data material 
together. Contemporary MTI allow for massive, latent 
data collection and sophisticated computational mod-
eling (Tufekci, 2014). As Andrejevic and Gates write 
about the correlations of big data and surveillance: 
“Even if the underlying goal of capturing information 
for the pursuit of some form of advantage, leverage, or 
control remains constant, conventional understandings 
of the operation of surveillance and its social conse-
quences are being reconfigured by the ‘big data’ para-
digm” (Andrejevic & Gates, 2014, p. 185). Due to the 
need to interrogate vast quantities of data in very short 
times, surveillance tactics and strategies today neces-
sarily rely on automated data collection, data analysis, 
and database management to correlate personal be-
havior, carve out relevant patterns and to extract 
metadata. Accordingly, big data is not only reliant on al-
gorithms but also expands their regulatory power (see 
Beer, 2009; Bucher, 2012). While algorithms have been 
part of computing since the days of Turing, what we are 
currently witnessing is the marriage of (big) data and al-
gorithms. One consequence of this convergence is the 
intrusion of algorithms in everyday life, which aim to an-
alyze incredibly detailed physical, transactional, and be-
havioral data about people (Pasquale, 2015). Overall, big 
data play a critical role in turning many aspects of peo-
ple’s daily life into computerized data, thus enabling ac-
tors that have adequate resources to carry out surveil-
lance on an unprecedented scale. 

It is understood that all three elements—popular 
online platforms, locative media and big data—are far 

from disconnected from each other, but do inseparably 
interact with each other when it comes to surveillance. 
One can take popular online platforms as one example 
to explicate this entanglement. Given the enormous 
amount of interactions related to and oriented towards 
popular online platforms across the globe, these plat-
forms are for the most part big data-driven media envi-
ronments. At the same time, platforms today are in-
creasingly accessed via location-based applications and 
devices. One can therefore conclude that surveillance 
as such is a big data endeavor (see Andrejevic & Gates, 
2014; Tufekci, 2014). While the intimate relationship 
between technologies and surveillance goes at least 
back to evidence-producing tools like photography and 
telephone (Lauer, 2011), the pervasive embeddedness 
of media technologies and infrastructures in almost 
any spectrum of human life has introduced both a 
qualitative and quantitative difference. This observa-
tion echoes the principle that Shoshana Zuboff has 
convincingly outlined in her seminal writing on the Age 
of the Smart Machine: Everything that can be auto-
mated will be automated; everything that can be in-
formated will be informated; every digital application 
that can be used for surveillance and control will be used 
for surveillance and control (Zuboff, 1988). To avoid mis-
conceptions about this article’s argument, it is important 
to stress that technology neither emerges out of no-
where nor does it exist in a vacuum (Garfinkel, 2001). 
More to the point, technology by itself does not practice 
surveillance; it is the actor—individual, collective, organ-
izational, institutional—using particular technologies and 
the policies that set the legal frame that condition sur-
veillance. Accordingly, it is important to note that tech-
nology also incorporates the potential for empowering 
citizens, making government transparent, and broaden-
ing information access (Howard, 2015). Then again, tak-
ing into consideration recent developments, this is not 
exactly the way things appear to evolve. 

To start with, governmental surveillance and the 
objective to monitor citizens have a long history (Be-
niger, 1986). Not least since 9/11 and the declaration 
of the “war on terror”, the desire of governmental 
agencies to monitor every possible communication 
channel has further intensified. Based on the argument 
that national security is at risk (Monahan, 2006), gov-
ernments go as far as trying to make it legally binding 
for the tech-industry to install backdoors in their soft-
ware and hardware. For the same apparent reason, 
some democratic governments even aim to explicitly 
counter anonymizing and cryptography services. In ear-
ly 2015, Britain’s Prime Minister David Cameron, for 
example, asked rhetorically: “[I]n our country, do we 
want to allow a means of communication between 
people…that we cannot read?”. Most people in sup-
port of liberal democracy and who believe in the right 
of free expression would answer this question in the 
affirmative. Cameron in contrast stated: “My answer to 
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that question is: No, we must not. The first duty of any 
government is to keep our country and our people 
safe” (see Temperton, 2015). Interestingly enough, in 
his crypto anarchist manifesto Tim May already indi-

cates that “the State will of course try to slow or halt 
the spread of this technology, citing national security 
concerns” (May, 1992). Here it is worth noting that 

“cryptographic techniques have been providing se-
crecy of message content for thousands of years” 
(Chaum, 1981, p. 84). Governmental discourses, as Da-
vid Barnard-Wills (2012) argues in his investigation of 
surveillance in the United Kingdom, tend to privilege 
surveillance as a response to social problems. Tellingly, 
“predictive policing”, for example, is turning crime 
problems into a data problem. Most prominently 
three-letter agencies across the globe have been busy 
developing new methods and tactics to gain access to 
as much valuable information as possible. It is under-
stood that in many cases these agencies collaborate 
across national boundaries. Interestingly, when it 
comes to surveillance, the often stark differences be-
tween democratic and authoritarian governments be-
come more or less negligible (Gomez, 2004). Consider-
ing the concrete practices resulting out of such 
strategies it can be said that institutionalized politics 
makes use of surveillance amongst others to monitor, 
censor, classify, constraining free speech and even to 
put people in danger worldwide (Schneier, 2015). One 
might even go as far as to state that the government’s 
control of informational infrastructures that make its 
territory and population legible has been a feature of 
the modern state since its birth (Beyer & McKelvey, 
2015). All the same, the state is no longer the only or 
most powerful actor in the field of surveillance. During 
the 1970s and 1980s, the general assumption was that 
privacy problems stemmed from the centralized con-
trol of personal information held by governments in 
discrete data banks (Bennett, 2008). Over the past two 
decades, an increasing amount of personal information 
has moved into corporate hands (see Whitaker, 1999). 
More recently, corporations involved in the manufac-
turing and establishing of MTI have forcefully entered 
the field of surveillance as they have realized the mon-
etary opportunities of data gathering, sorting, and pro-
cessing. In fact, with the rise of the data-capture indus-
try, surveillance is becoming more and more privatized 
and commercialized (see Ball & Snider, 2013). Cell 
phone providers track their customers’ location and 
know whom you with. In-store and online buying be-
haviors are constantly documented, and expose if cus-
tomers are sick, unemployed, or pregnant. E-mail 
communication and text messaging reveal sexual ori-
entation as well as intimate and casual friendships. 
Based on estimated income level, interests, and pur-
chase decisions, data broker corporations use surveil-
lance for personalized advertisements, news articles, 
search results and persuasion (Couldry & Turow, 2014). 

Scholars refer to these conditions as “surveillance capi-
talism” (Zuboff, 2015) to underline the substantial 
scope of contemporary dynamics. 

What is critical to note is that government agencies 
are important secondary beneficiaries of surveillance 
capitalism as they routinely access and exploit flows of 
data for their own purpose. In many cases govern-
ments directly offload the surveillance responsibility 
onto private-sector operators, as is the case in teleph-
ony and internet providers’ legal obligation to store da-
ta for a minimum period of time. Overall, the borders 
between surveillance tactics that rely on government 
practices and those that rely on corporate activities be-
come more and more obsolete, establishing a symbi-
otic public-private surveillance partnership. Not only 
are both camps drawing from the same interface and 
information, but their practices also augment each 
other. Again popular online platforms are one promi-
nent example for this tendency as they reveal how in-
dividual, institutional, market-based, security and intel-
ligence forms of surveillance co-exist with each other 
on the same site (Trottier, 2012). Surveillance is often 
illustrated as both a benefit for the development of 
Western capitalism and the modern nation-state (Mu-
rakami et al., 2006). As the Iranian-Canadian author 
and blogger Hossein Derakhshan stated after being re-
leased from a six years incarceration in Evin prison: 
“Being watched is something we all eventually have to 
get used to and live with and, sadly, it has nothing to 
do with the country of our residence. Ironically 
enough, states that cooperate with Facebook and Twit-
ter know much more about their citizens than those, 
like Iran, where the state has a tight grip on the Inter-
net but does not have legal access to social media 
companies” (Derakhshan, 2015). Corporate and gov-
ernmental actors alike—each for their very own rea-
sons—develop, maintain and exploit complex infra-
structures for collecting, storing, evaluating and putting 
to use huge amounts of data to ultimately construct an 
absolute information awareness. 

As the Snowden revelations have shown, surveil-
lance often takes place without consent or agreement. 
At the same time, fitting the notion of participatory 
surveillance, scholars have stressed that much of sur-
veillance is voluntary. To circumvent legal obstacles, 
like the Fourth Amendment in the United States and 
the European Union Data Protection Regulation, the 
data-capture industry relies on so-called voluntary dis-
closure of personal data; written into the terms and 
conditions that users constantly agree to without read-
ing the incomprehensible, small-type, multiple page-
long lists of rules. People actively participate in corpo-
rate surveillance because it promises convenience and 
rewards (Andrejevic, 2007). Millions of people wish to 
have their purchases tracked—and even complain 
when credit or supermarket affinity card transactions 
are missed—to accumulate frequent-flyer miles, loyalty 
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discounts and other forms of “reward”. People to a 
large degree accept the routine collection of their data 
for the convenience of paying for a meal by credit card, 
or paying for a toll with an electronic tag mounted on 
their car (Garfinkel, 2001). As Simson Garfinkel puts is: 
“It’s a simple bargain, albeit a Faustian one” (2001, p. 
5). Similarly, people willingly submit to government 
surveillance because it promises protection (Schneier, 
2015). One informative case of continual voluntary 
self-surveillance is the quantified-self movement. While 
the earnest and geeky initiation of the “movement” by a 
group of technology evangelists was seeking better living 
through personalized control of data, commercial pro-
viders have increasingly entered the scene. The empha-
sis has therefore moved away from control over data 
towards the minutely quantified, intensively monitored, 
feedback-driven trajectories of self-improvement of 
health, diet, and fitness, as well as work habits, sex life, 
sleep patterns, and so on (Cohen, 2015/forthcoming). In 
2014, Kolibree introduced a toothbrush that measures 
brushing patterns that transmit data to your 
smartphone to enable self-control as well as allow par-
ents to monitor their children’s brushing. Also in 2014, 
for example, Generali—a German holding company con-
sisting of about 20 insurance companies—introduced a 
new rate that allows customers to use an application to 
track their behavior, which transmits data to the insur-
ance company. In return, customers who have a “health-
ier” lifestyle according to the company’s algorithmic 
evaluation receive special concessions. 

Bringing the above-said together, it is reasonable to 
diagnose a strong tendency towards increased surveil-
lance as well as the intersection of different forms and 
modes of surveillance. Surveillance—and its attendant 
apparatus, devices and systems—has become a central 
dispositif of our time (Bauman & Lyon, 2013; Gane et 
al., 2007). Today information flows and data monitor-
ing on a mass scale produce a “surveillant assemblage” 
(Haggerty & Ericson, 2000, pp. 614-615) that predomi-
nately serves the interests of powerful entities, both 
private and public. Accordingly, contemporary tenden-
cies complicate common conceptualizations of surveil-
lance as discipline and control. Linking contemporary 
surveillance apparatuses with totalitarian political sys-
tems has become an oversimplified equation to make. 
“[T]he surveillance society is better thought of as the 
outcome of modern organizational practices, business-
es, government and the military than as a covert con-
spiracy” (Murakami et al., 2006, p. 1). Considering the 
way things have developed over the past decades, it is 
reasonable to assume that the coming years will see 
governments and corporations expanding their already 
effective assemblages of surveillance. Yet, as will be ar-
gued in the third section of this article, this does not ex-
clude the fact that other actors like civil society organiza-
tions counter-act current tendencies. Before I will 
explicate this aspect, I will outline why all this actually 

matters when we think of the existing correlations be-
tween MTI and the health of democratic constellations. 

3. Privacy and Why It Matters for Democracy at Large 

The surveillance strategies and practices discussed pre-
viously put into question our deeply rooted sense of 
privacy. According to critical voices, privacy and datafi-
cation simply appear to be incompatible (Lane et al., 
2014). Again, it is vital to stress that “privacy-invasive 
technology does not exist in a vacuum” (Garfinkel, 
2001, p. 6). Taking into account the shifting field of ac-
tors involved in surveillance, Lane and her colleagues 
emphasize that data on human beings today are “less 
often held by organizations with traditional knowledge 
about how to protect privacy” (Lane et al., 2014, p. xi). 
The lack of privacy can become life threatening, for ex-
ample in the case of journalists working in non- or 
pseudo-democratic countries. More generally, the lack 
of privacy puts into question the health of democracy 
per se. Aggressive and wide-ranging forms of surveil-
lance preemptively decimate the possibility of a “right 
to be let alone”, as Gabriella Coleman (2014) has ar-
gued by referring back to Louis Warren and Samuel 
Brandeis’ (1890) classical conception. Warren and 
Brandeis, who were among the first to consider the ba-
sis of privacy law, defined protection of the private 
realm as the foundation of (individual) freedom. “Pri-
vacy” is by all means a deeply contested phenomenon, 
as the discourse and concerns about privacy have var-
ied over time and definitions strongly depend on varying 
interests and agendas. All the same, researchers agree 
that current and emerging technological developments 
in data processing pose serious challenges to societies as 
they destabilize the delicate balance between privacy, 
security, autonomy and democratic rights. 

In this context, a helpful conception of privacy is 
the approach that privacy is the “claim of individuals, 
groups, or institutions to determine for themselves 
when, how and to what extent information about them 
is communicated to others” (Westin, 1967, p. 7). Priva-
cy, in other words, is something that every human be-
ing is in need of to some degree. To avoid misconcep-
tion, it is important to note that privacy here is not 
understood as a reinforcement of liberal individualism, 
but as a phenomenon critical for societal arrangements 
as a whole. In other words, the question for the rele-
vance of privacy is framed in social terms and concep-
tualized as an explicitly political issue. In this context, 
Julie Cohen’s (2012) article on what privacy is for con-
tributes a rich set of arguments to the discussion. As 
she puts it: “Privacy shelters dynamic, emergent sub-
jectivity from the efforts of commercial and govern-
ment actors to render individuals and communities 
fixed, transparent, and predictable. It protects the situ-
ated practices of boundary management through 
which the capacity for self-determination develops” 
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(Cohen, 2012, p. 1905). Accordingly, for Cohen, “free-
dom from surveillance, whether public or private, is 
foundational to the practice of informed and reflective 
citizenship. Privacy therefore is an indispensable struc-
tural feature of liberal democratic political systems” 
(Cohen, 2012, p. 1905). Conditions of diminished priva-
cy seriously weaken practices of citizenship as 

“privacy isn’t just about hiding things. It’s about self-
possession, autonomy, and integrity” (Garfinkel, 2001, 
p. 4). Seen from this perspective, privacy incursions not 
only harm individuals’ capacity for democratic self-
government, but also jeopardize the continuing vitality 
of political and intellectual culture at large (Cohen, 
2012, p. 1906). Tim Berners-Lee, the inventor of the 
World Wide Web, recently stated that the extension of 
surveillance powers translate into a “destruction of 
human rights” (Katz, 2012). Ultimately, as Cohen re-
marks, “A society that permits the unchecked ascend-
ancy of surveillance infrastructures cannot hope to re-
main a liberal democracy” (Cohen, 2012, p. 1912). In 
more practical terms, privacy plays important functions 
within democratic constellations by promoting, 
amongst other things, the freedom of association, 
shielding scholarship and science from unnecessary in-
terference by government, permitting and protecting 
secret ballots, and by serving as a shield for those ac-
tors that operate to keep government accountable 
(Westin, 1967). All in all, the politics around privacy are 
critical for the constitution of democracy. 

Let me now bring this conception of privacy into di-
alogue with the earlier-discussed elements concerning 
the pervasiveness of contemporary MTI that co-
determines both people’s practice of and the capacity 
for citizenship. A large portion of participatory MTI to-
day aim to turn people into predictable citizen-
consumers whose preferred modes of self determina-
tion play out along revenue-generating trajectories 
(Dean, 2009). Along with the spread of MTI, public and 
private regimes of surveillance have become an ordi-
nary and mundane process that in many cases narrows 
critical citizenship and opportunity for it to flourish. 
“Imbuing our networked information technologies with 
a different politics will require both the vision to appre-
ciate privacy’s dynamism and the will to think creatively 
about preserving it” (Cohen, 2012, p. 1933). By implica-
tion, the widespread—if not even omnipresent—
construction of systematic surveillance apparatuses fun-
damentally changes conceptions of what it means to be 
“visible” or “in public” (Haggerty & Ericson, 2006). This is 
particularly highlighted by scholars that explore the 
ways that exposure within surveillance assemblages af-
fects both identity and resistance (Ball, 2009). Privacy 
prevents the absolute politicizing of life and protects the 
ability of actors to develop their identity as well as to 
voice their concerns freely across media environments. 

In summary, the literature on surveillance leaves us 
with the convincing argument that the quantity and 

quality of monitoring have changed drastically over the 
past decades. One not only witnesses increasing sur-
veillance and decreasing privacy, but also that current 
and emerging surveillance assemblages have funda-
mentally altered people’s experience of and interac-
tions with MTI. It is further reasonable to assume that 
the lack of privacy is harmful materially, psychological-
ly, socially, and politically. After taking into account the 
arguments of the above-mentioned scholars, it be-
comes clear that discussing surveillance is also an ex-
amination about the health of democratic constella-
tions. On a more theoretical level, one can distill that 
as surveillance merges into a corporate/government 
joint venture and shifts towards a participatory phe-
nomenon, established conceptualizations of surveil-
lance as discipline and control appear obsolete. So far, 
the array of actors that researchers and journalists alike 
have focused on are the state and the corporate sector 
as well as their consolidation (Ball & Snider, 2013; Be-
niger, 1986). Similarly, the worrying correlations be-
tween participatory media and surveillance have also 
gained considerable scholarly interest (Albrechtslund, 
2008; Fuchs et al., 2012). Likewise, writings discussing 
the societal relevance of whistleblowing and activists’ 
data leaks—both aspects that are connected to priva-
cy—have emerged recently (Brevini et al., 2013). What 
has been much less noticed and investigated, however, 
is the role played by actors who counter surveillance. 

This is all the more astonishing, considering the fact 
that due to all-encompassing surveillance, the question 
asking who is acting “against” surveillance is ever more 
pressing. In his seminal warning about the steady slide 
toward the surveillance society, Lyon (2001, pp. 131-
135) has argued that sustaining privacy depends less 
on mechanisms devised and implemented by elites, 
and more on the extent to which resistance to surveil-
lance practices are enacted through movements and 
organizations in civil society (see Bennett, 2008). To 
discuss exactly this issue is the aim of the following sec-
tion. Throughout the third part of this article, I will 
therefore present findings from qualitative research 
that has been conducted on the Chaos Computer Club 
(CCC)—Europe’s largest and one of the world’s oldest 
hacker organizations—from 2011–2014. The data pre-
sented in this article is based on 40 face-to-face inter-
views, numerous participant observations at public 
gatherings, hackerspaces, hacker conventions and pri-
vate get-togethers as well as on a media analysis that 
took into account self-mediation, practices, media cov-
erage and different forms and styles of media access. I 
aim to make a convincing argument that the CCC coun-
ter-acts contemporary surveillance assemblages in two 
ways: first, by de-constructing existing technology and 
by supporting, building, maintaining and using alterna-
tive media technologies and infrastructures that enable 
more secure and anonymous communication; and sec-
ond, by articulating their expertise related to contem-
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porary MTI to a wide range of audiences, publics and 
actors. The hacker organization here stands represent-
atively for a growing network of activists that feel am-
bivalent and uncomfortable towards the affordances of 
MTI to be used as a surveillance apparatus. 

4. Counter-Acting Surveillance Assemblages  

Since the year of its foundation in 1981, the CCC con-
siders itself a non-governmental, non-partisan, and 
voluntary based organization that is involved in fram-
ing media technologies and infrastructures as political 
phenomena relevant to society at large. The hacker or-
ganization explicitly conceptualizes MTI as being em-
bedded in complex power dynamics and act according-
ly (Kubitschko, 2015a). After a brief identification 
stage, the collective registered as a nonprofit organiza-
tion in 1984 and started to promote their political en-
deavor of advancing more secure communication and 
information infrastructures more explicitly. In addition, 
as a registered lobby group, the Club advocates for 
more transparency in government, communication as a 
human right, and free access to communication and in-
formation infrastructures for everyone. Colin Bennett 
(2008) has referred to these kinds of actors as privacy 
advocates that resist the spread of surveillance and in 
fact explicitly lists the Chaos Computer Club as a priva-
cy advocacy organization. Ever since the late 1990s, the 
Club has seen an exponential rise of membership that 
today figures around 5500 members. To explicate the 
argument that the hacker organization is acting on in-
dispensable structural features of contemporary demo-
cratic constellations, this article will focus on the Club’s 
engagement since the early 2000s. Focusing on a specific 
time frame also allows us to concentrate on an episode 
when the three above-mentioned elements—popular 
online platforms, locative media and big data—were 
coming to life ever more prominently. 

To start with, the CCC, of course, does what one 
might primarily expect from a hacker organization: hack-
ing. Yet, it is worth emphasizing that hacking can take 
many different forms. In the context of the research pre-
sented here, hacking is understood as critical, creative, 
reflective and subversive use of technology that allows 
creating new meanings. This kind of engagement goes 
back to the early days of the CCC and has intensified 
over the past decade. One of the recent example is the 
CCC’s so-called Federal Trojan hack in 2011. By disclosing 
governmental surveillance software that was used (un-
constitutionally) by German police forces, the Club ini-
tiated a heated political debate about the entangle-
ments of technological developments and state 
surveillance in Germany. This was two years before the 
issue of surveillance gained global currency owing to 
Snowden’s revelations about the US National Security 
Agency (see Möller & Mollen, 2014). Here it is helpful to 
note that the notion of “data protection”, which is de-

rived from the German Datenschutz, entered the vo-
cabulary of European experts in the 1960s and 1970s at 
about the same time as the notion of informational or 
data privacy arose. Germany, in other words, can gener-
ally be considered a surveillance aware nation. The no-
tion of Informationsselbstbestimmung (informational 
self-determination), for example, has constitutional sta-
tus in Germany. This example shows that hacktivism, as 
hackers’ political engagement is generally entitled (see 
Jordan & Taylor, 2004), does indeed include digital direct 
action (Coleman, 2014). Hacking in the case of the Fed-
eral Trojan means acting as a watchdog of governmental 
agencies by uncovering surveillance tactics and practic-
es. By deconstructing the abstractness of a given tech-
nology—surveillance software in this case—the CCC ma-
terializes its formerly unrecognized political quality. 

Another principal set of hacker practices to coun-
ter-act surveillance assemblages is the CCC’s financial, 
social and technical support of infrastructural projects 
that establish alternative information and communica-
tion environments. That is to say, the CCC aims to con-
tribute to create (more or less) uncontrolled spaces 
where the regulation of the state and the interests of 
corporations cannot intrude. Developing anonymous 
communication spaces for citizens has been a project 
deeply embedded in hacker cultures for some time. 
The reasons and ideologies of so-called crypto-
warriors, for example, differ, but they align in the de-
sire and development of tools that might ensure to en-
hance privacy (see Greenberg, 2012). In practice, this 
means that besides critically engaging with technologi-
cal artifacts the CCC puts a lot of effort into building, 
supporting and maintaining alternative infrastructures 
that enable more secure and anonymous ways of 
communicating outside the realm of data-hungry, prof-
it-oriented assemblages. During the 2008 Beijing 
Olympics, for example, the Club provided a manual and 
matching tools enabling journalists and other interest-
ed users to circumvent online censorship and surveil-
lance by allowing people free access to information 
and communication. At the time of research, the hack-
er organization was operating five Tor servers and was 
running one of the most used XMPP servers in the 
world. The Onion Router (Tor) is an overlay network 
that has its roots David Chaum’s (1981) notion of mix 
networks and is best considered a privacy enhancing 
technology. More concretely, it is a client software that 
enhances online anonymity by directing internet traffic 
through a volunteer network of special-purpose serv-
ers scattered around the globe. The Extensible Messag-
ing and Presence Protocol (XMPP), formerly known as 
Jabber, is an open technology that includes applica-
tions like instant messaging, multi-party chat, voice and 
video calls. “The right to privacy includes the right to 
anonymity. The only way to protect this right is to ex-
ercise it” (Garfinkel, 2001, p. 172). The two systems are 
designed to protect people’s anonymity while browsing 
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the internet and to conceal information from unwant-
ed listeners. The design of Tor and XMPP makes it diffi-
cult—and potentially even impossible—for govern-
ments to seize the content or to eavesdrop on the 
interactions. It is important to mention that Tor and 
XMPP might be considered alternative MTIs, but this 
does not necessarily imply that they are autonomous in 
an absolute sense, as they still depend on the commer-
cial internet backbone like cables and internet ex-
change points. At the same time, these are initiatives 
that constitute serious alternatives to existing profit-
driven online services highlighting that cryptography 
can be a powerful tool for controlling the unwanted 
spread of personalized information. The Club’s aim is 
to set limits on surveillance assemblages by making 
anonymous access as the standard mode of operation 
across the network’s architecture. 

Tor is amongst others widely used by journalists 
and human rights activists who feel the need to con-
ceal their identity due to the drastic penalties that their 
publications might imply in their home country. Simi-
larly, most aspects of whistleblowing today would be 
unimaginable without anonymizing services. Encryp-
tion is an effective way of avoiding feeding surveillance 
assemblages with data. Some cryptography enthusiasts 
go as far as arguing that the technology is a silver bullet 
for achieving universal privacy, solving virtually all of 
the problems posed by contemporary surveillance as-
semblages. Tim May explains in his manifesto, which 
he read at the first cypherpunk founding meeting in 
1992 in Silicon Valley, and later posted to the group’s 
electronic mailing list: “Computer technology is on the 
verge of providing the ability for individuals and groups 
to communicate and interact with each other in a total-
ly anonymous manner” (May, 1992). According to May, 
“crypto anarchy” would, among other things, “alter 
completely the nature of government regulation,…the 
ability to keep information secret, and will even alter 
the nature of trust and reputation” (May, 1992). Yet, it 
is important to note that cryptography does not neces-
sarily protect privacy, but also protects information 
(Garfinkel, 2001). What cryptography does in the first 
place is to guarantee the confidentiality of a given 
transmission, which is why it is widely used in online 
banking and other confidential transactions today. 
Nonetheless, when it comes to people’s day-to-day 
communication and interactions across media envi-
ronments, encryption is far from being a mass phe-
nomenon. It requires the use of specific services and 
precautions on the side of the users to avoid acci-
dentally disclosing their true identity. So, this article is 
not trying to argue that cryptography is the single best 
or only tool to counter surveillance. All the same, creat-
ing, supporting and maintaining alternative infrastruc-
tures that enable more secure and private communica-
tion means to establish conditions under which ideas 
can be expressed, exchanged and circulated in new 

ways. The examples of Tor and XMPP also underline 
the notion that hacking is best conceptualized as criti-
cal, creative, reflective and subversive use of technolo-
gy that allows creating new meanings. In other words, 
the hacker organization’s practices related to technol-
ogy demonstrate a constructive way of countering sur-
veillance. By doing this, the CCC is part of a global net-
work of activists that enable a large variety of people 
to act with and through more secure MTI. 

To expand on this line of thought, it is also interest-
ing to note that CCC’s engagement in relation to en-
cryption and anonymizing services is double-sided. On 
the one hand, members use alternative technologies 
and infrastructures for inward-oriented communica-
tion. Since many activities—like the above-mentioned 
Federal Trojan hack—need to be coordinated and take 
place “in secrecy”, the Club cannot rely on commercial 
platforms or other readily accessible services. From this 
perspective, privacy is fundamental for the Club to 
practice their political activities. On the other hand, the 
CCC brings its idea of free and secure communication 
to life through developing, supporting and maintaining 
the mentioned alternatives for the larger public. Tor 
and XMPP enable people to exercise anonymity and to 
handle data flows about themselves. Surveillance 
might indeed be “structurally asymmetrical” (An-
drejevic & Gates, 2014, p. 192) as it is generally availa-
ble only to actors with access to and control over data 
collection, data analysis, and database management. 
All the same, as the case of the CCC underlines, there 
are efforts to consciously and purposefully advance the 
cause of privacy protection. Accordingly, by acting on 
digital self-determination and the right to information-
al privacy the hacker organization is co-determining the 
balance of privacy, security, autonomy and democratic 
rights. The Club acts on creating what Warren and 
Brandeis (1890) called a “right of privacy” and—in 
many ways echoing the belief of the two Boston law-
yers—refuses to believe that privacy has to die for 
technology to flourish. As a side effect, so to say, the 
case study presented in this article shows the human 
face of technology as it explicitly demonstrates that 
not machines but individual and collective human ac-
tors establish and maintain particular technologies. 
While the over-whelming majority of contemporary 
media environments is set up to gather, collect and 
manage big data, the CCC supports, builds, maintains 
and uses alternative media technologies and infrastruc-
tures that are set up to respect privacy and to honor 
autonomy. The initiatives that Club members originate 
and encourage are “interstitial spaces within infor-
mation processing practices” (Cohen, 2012, p. 1931) 
that provide “breathing room for personal boundary 
management” (Cohen, 2012, p. 1932) outside the 
realm of routine surveillance. Acting on surveillance as-
semblages therefore is based on critical, creative, re-
flective and subversive engagements with technology 
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that allow creating new meanings. 
Taken together what has been outlined so far, the 

Club’s modes of engagement with MTI can be consid-
ered largely technical; which is to say that they require 
a high level of expertise (skills, knowledge and experi-
ence) related to technology per se (Kubitschko, 2015b). 
The hackers’ contestation of surveillance assemblages, 
however, goes beyond “activism gone electronic” (Jor-
dan & Taylor, 2004, p. 1), since CCC members also ar-
ticulate their expertise related to contemporary MTI to 
a wide range of audiences, publics and actors. They do 
so by means of public gatherings, self-mediation, cov-
erage by mainstream media outlets as well as by inter-
acting with institutional politics. Ever since the early 
1980s the CCC has organized public gatherings like the 
annual Chaos Communication Congress, which today 
attracts more than 6000 visitors. Self-mediation prac-
tices include running individual websites and personal 
blogs, creating radio shows and podcasts, as well as 
posting their views on popular online platform ac-
counts. At the same time, mainstream media not only 
increasingly cover the Club’s activities but also grant 
individual members—in particular the organization’s 
spokespersons—access to their outlets. Articulating 
their expertise across media environments not only 
gives the CCC a voice that is heard by a large number of 
people, it also enables the hackers to raise awareness 
and spread knowledge related to surveillance and oth-
er related issues where politics and technology collide. 
This facet of articulation is particularly important be-
cause being able to act on a given issue first of all pre-
conditions that one is aware of the existence and rele-
vance of the issue at hand. Spreading awareness and 
knowledge, in other words, is a precondition to enable 
other people’s engagement. In addition to interacting 
with different audiences and publics, the hackers also 
carry their standpoint to the realm of traditional cen-
ters of power through advising senior politicians, legis-
lators and the constitutional court in Germany. At the 
same time, articulation also includes legal measures. In 
2014, together with the International League of Human 
Rights, the CCC filed criminal complaints against the 
German Government for its violation of the right to 
privacy and obstruction of justice by bearing and coop-
erating with the electronic surveillance of German citi-
zens by foreign secret services. As matters stand, the 
court proceeding is still taking place. No matter what 
the actual outcome will be, the complaint raised the 
public’s attention towards governmental surveillance 
practices. In fact, making their voice heard in the do-
main of institutionalized politics and gaining recogni-
tion of mainstream media outlets are two dynamics 
that perpetuate each other in interesting ways. 

In the case of the CCC, acting on the notion of pri-
vacy does not only refer to doing “stuff” with technol-
ogy but also the ability to actively deal with both the 
functions and effects of technology. Put in more con-

crete terms, the Club is counter-acting surveillance as-
semblages through direct digital action—de-constructing 
existing technology and supporting, building, maintain-
ing and using alternative media technologies and infra-
structures—as well as publicly thematizing and prob-
lematizing the issue. By merging technically oriented 
operations and discursive activities, the hacker organi-
zation brings forward a twofold strategy: On the one 
hand, the hackers open up the possibility for people to 
use privacy enhancing technology, and on the other 
hand, the CCC spreads awareness and knowledge re-
lated to surveillance and privacy. Instead of exclusively 
relying on cryptography and the science of secret 
communication, the Club practices a form of activism 
that acknowledges the relevance of counter-acting sur-
veillance assemblages on different layers. Accordingly, 
in addition to co-creating interstitial spaces for personal 
boundary management within information and commu-
nication landscapes (Cohen, 2012), the hacker organiza-
tion also takes part in shaping discursive spaces that es-
tablish exchanges of knowledge, flows of information 
and new levels of awareness. Taken together, this 
demonstrates that the CCC’s interventions in the do-
mains of technology can therefore be conceptualized as 
interventions in social and political domains. 

5. Conclusions 

Following the quasi-omnipresent spread of media 
technologies and infrastructures, surveillance has 
turned into a mundane practice enacted by a wide 
range of entities. The approach taken in this article is 
not to discuss surveillance per se, but instead to exam-
ine how one of the world’s largest (and Europe’s old-
est) hacker organizations is countering contemporary 
surveillance assemblages. To do so, I have first illumi-
nated the correlations between online platforms, loca-
tive media and big data—three elements that have 
lastingly influenced the way people experience surveil-
lance and the way surveillance is practiced. Subse-
quently, the article has explicated the growing inter-
section of governmental and private-sector efforts 
related to surveillance. Taking these expanding assem-
blages of surveillance (see Haggerty & Ericson, 2000) as 
a starting point of discussion, the line of argumentation 
followed Cohen’s concept that “freedom from surveil-
lance, whether public or private, is foundational to the 
practice of informed and reflective citizenship” (Cohen, 
2012, p. 1905). By presenting qualitative research on 
the Chaos Computer Club, the article illustrates the 
ways in which the hacker organization is acting on “an 
indispensable structural feature of liberal democratic 
political systems” (Cohen, 2012, p. 1905). More con-
cretely, it has made clear that counter-acting surveil-
lance assemblages and establishing new regimes of 
privacy is taking place through bringing together direct 
digital action and different forms of articulation. That is 
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to say, the Club deconstructs existing technology as 
well as supports, builds, maintains and uses alternative 
media technologies and infrastructures. At the same 
time, CCC members also spread knowledge and create 
awareness towards issues related to surveillance and 
privacy by articulating their “technical” expertise to a 
wide range of audiences, publics and actors. According-
ly, it is argued that hacker organizations like the CCC 
provide an exemplary case study for highlighting the 
efforts of civil society organizations to counter-act con-
temporary surveillance assemblages that infiltrate 
people’s everyday-life. Following the reasoning that 
privacy is critical for democratic citizenship to flourish, 
the Club’s engagement can be considered a contribu-
tion to the formation of indispensable structural fea-
tures of contemporary democratic constellations. 
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1. Introduction 

In 2013 after government contractors Edward Snow-
den and Aaron Alexis used their security clearances for 
purposes other than the government intended (Snow-
den leaked classified information and Alexis gained ac-
cess to a secured facility where he then murdered 
twelve people), the U.S. government began to question 
the BI process that allowed both to be in cleared posi-
tions with access to protected information and pro-
tected places. According to a letter in November 2013 
from U.S. Representative Darrell Issa, Chairman of the 
Committee on Oversight and Government Reform, Issa 
demanded, due to the problems caused by Alexis and 
Snowden, that the agency which conducted both of the 

BIs, the U.S. Office of Personnel Management (OPM) 
should release “detailed information about the policies 
and process” that Alexis and Snowden went through 
for their clearances (Issa, 2013, p. 1). Issa believed that 
by examining these processes, problems with BI would 
emerge.  

While Snowden became a catalyst for the proce-
dure review, Alexis’ case became the model of what 
was wrong with the entire process. After months of in-
vestigation on these practices, in February 2014, the 
Committee came out with a report detailing three ma-
jor flaws to the BI procedure. The first was lack of co-
operation from police departments. The second was 
lack of continuous monitoring. Third, “[r]egulations 
prohibit background checkers from looking at the In-
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ternet or social media when performing checks” (Re-
port, 2014). Each “flaw” reportedly contributed to, at 
least in Alexis’ case, “slipping through the cracks.” Even 
though this report was a case study of Alexis, is has be-
come a guideline for what needs to be changed in the 
industry. 

While each of these points merits additional con-
versation, the third point is the focus of this paper. The 
full House report called “Slipping Through the Cracks: 
How the D.C. Navy Yard Shooting Exposes Flaws in the 
Federal Security Clearance Process” details that OPM’s 
Handbook has not changed since July 2007, and since 
that time, Google searches and social media sites such 
as Twitter and Facebook have become very popular. 
According to the committee, “These three social media 
and search sites, among others, contain a treasure 
trove of information about their users” (H. Rep., 2014, 
p. 36). The report goes on to say how unfortunate it is 
that the handbook denies investigators the ability to 
use the Internet for anything other than minimal in-
formation such as looking up business addresses. The 
document concludes that “[t]his restrictive policy 
keeps nearly every piece of information on a Subject’s 
social networking site outside the reach of security 
clearance investigators” (p. 36), and the report rec-
ommends updated policies which “would allow federal 
investigators to pull information about Subjects from 
of [sic] these and other websites” (p. 37). Merton Mil-
ler, the Associate Director of OPM, addressed these 
criticisms and confirmed the agency was already work-
ing to include use of the Internet in investigations, and 
that appropriate legislation would iron out access to 
the sites and verification of the information from the 
sites. The rationalization is that the sites would assist in 
forming “a more complete picture of the Subjects un-
der consideration for a security clearance than current-
ly exists today” (p. 38). This complete picture, or data 
double, would then be sorted for the purpose of grant-
ing or denying the clearance.  

Incorporating social media into a BI may seem like a 
logical step in keeping up with a candidate considering 
the private sector often utilizes some type of social 
media review (i.e., “Social Intelligence Corp,” n.d.). Not 
everyone agrees with this move though, and the gov-
ernment’s use of this information is being debated be-
tween agencies. While some government officials such 
as those in the U.S. House’s Committee on Oversight 
and Government Reform think information from SNSs 
is a treasure trove of information, others, such as Mil-
ler are more cautious about the validity of that infor-
mation. This tension highlights an interesting area of 
study for those interested in issues of surveillance. 
Largely overlooked in surveillance studies, the area of 
BIs provide a vital illustration for understanding the in-
tersection of surveillance, social media, and policies 
that could pave the way for additional uses of personal 
information. By examining the nature of data doubles 

and SNSs, this paper concludes that social media litera-
cy is needed when incorporating SNS data into a data 
double for the purpose of a security clearance. Other-
wise, information presented in a data double may be 
misinterpreted to the detriment of the subject under 
investigation.  

2. Data Doubles and the BI 

For the BI, the sorting of applicants into either a clear-
ance grant or denial comes down to a data double. Ac-
cording to Haggerty and Ericson (2000), data doubles 
are essentially deconstructed bodies which are frag-
mented into components and reassembled to form a 
kind of virtual self to be used for surveillance. Haggerty 
and Ericson comment that the observed body is “[f]irst 
it is broken down by being abstracted from its territori-
al setting. It is then reassembled in different settings 
through a series of data flows. The result is a decorpo-
realized body, a ‘data double’ of pure virtuality” (p. 
611). The body thus gets taken apart and analyzed in 
different places by different methods; it is removed 
from its original setting, and it is then brought together 
again and a newly-formed way. It is no longer the body 
of the individual, but it contains information from that 
original body. The rhetoric of the data double is de-
scribed in power, among many things, as shifting (Lyon, 
2007, p. 114), moving freely into new representations 
(Gilliom & Monahan, 2013, p. 22), circulating and un-
known (Haggerty & Ericson, 2000, p. 613), transcend-
ent, and “comprised of pure information” (p. 614). The 
data double becomes another version of the self which 
is fluidly reassembled in different ways by different 
people in different places for different purposes. 

By creating this investigative file, the U.S. govern-
ment is basically creating their version of a data double 
for surveillance purposes. Currently, in order to obtain 
a security clearance or be deemed suitable for a spe-
cially designated position of public trust or national se-
curity, an individual must first go through the BI pro-
cess. Applicants either fill out the December 2010 SF-
86 form which is used to conduct BIs for national secu-
rity positions (U.S. Office of Personnel Management 
[USOPM] “Questionnaire for National Security Posi-
tions,” n.d.), or applicants fill out the September 1995 
SF-85P form which is used for public trust positions 
(U.S. General Services Administration, n.d.). As of 2015, 
ninety percent of the US government’s background in-
vestigations are conducted by OPM, and these investi-
gations span over one hundred federal agencies 
(USOPM, “Background Investigations,” n.d.).  

The content of the SF-86 form asks for basic identi-
fiers such as name, date of birth, place of birth, social 
security number, telephone numbers and email ad-
dress (USOPM, “Questionnaire for National Security 
Positions,” n.d.). Candidates also must fill out addition-
al basic background information for the past ten years 
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such as their residences, education and employment 
histories. The form also asks for foreign travel and for-
eign associates, criminal history, credit information, 
mental health history, any history of alcohol or drug 
abuse, and associations with questionable organiza-
tions. The SF-85P asks similar, but fewer questions and 
often reduces the time accounted for to seven years 
(USOPM “Questionnaire for Public Trust Positions,” 
n.d.). According to the SF-86 and SF-85P forms, the in-
formation gathered from these forms serve a basis for 
the subsequent background investigation, and the re-
sults of this investigation are used for adjudication 
purposes. The information obtained from the investi-
gation process is then compiled in this investigative 
file, and the assembled content is intended to provide 
“the full universe of information the adjudicators can 
consider” (H. Rep., 2014, p. 8). This report is forwarded 
to an adjudicator who reviews only this investigative 
file. These investigations are adjudicated based, among 
many things, on criteria such as the applicant’s reliabil-
ity, trustworthiness, allegiance to the U.S., foreign in-
fluence and preference, sexual behavior, conduct, fi-
nancial considerations, alcohol and drug use, 
psychological conditions, and use of information tech-
nology systems (“Adjudicative Guidelines,” 2006). Oth-
er points of consideration are criminal conduct, securi-
ty violations, outside activities, and misuse of 
information technology systems (H. Rep., 1999). 

In terms of the investigative file for the BI, the U.S. 
government makes their version of the data double 
when they compile an investigative file on an applicant. 
The data double would be an assemblage of all the in-
formation gathered on the individual for the purpose 
of the investigation. As mentioned in the directions of 
the SF-85P or SF-86, this data double could be com-
prised of any of the required information for the form 
such as name, date or place of birth, residence or em-
ployment history, personal interview, and any subse-
quent information obtained to verify this information.  

If SNS were included, details that a user would pro-
vide on a SNS align nicely with the SF-86 and SF-85P 
forms, especially regarding name, date or birth, city of 
residence, and educational background. Many of these 
elements are asked for and/or volunteered by SNS us-
ers. All of these elements could be compared, corrobo-
rated, or found to be discrepant from information pro-
vided by a subject during an investigation. Other things 
that might be identified on a SNS are things like under-
age drinking (H. Rep., 2014) or friendship with foreign 
nationals (Kopp, 2014). The SNS could be, as the U.S. 
House of Representatives stated, “a treasure trove of 
information about their users” (H. Rep., 2014, p. 36). 
All this information could flow into one investigative 
file as part of a data double.  

The nature of the adjudication process though, 
complicates the use of a data double in a BI. To explain, 
as shown, the adjudicator would not be talking to the 

subject of the investigation him/herself; the adjudica-
tor would just be looking at this investigative file or da-
ta double. This would be an abstracted, decorporeal-
ized body there to be sorted. Depending on what the 
data double was made up of, the adjudicator would 
decide on position suitability, and this person would be 
sorted into a clearance granted or denied position. This 
is problematic though because as Lyon (2007) reports, 
many times an individual may feel that their data dou-
ble “does not accurately represent them” (p. 90). An 
individual may feel that what shows up in investigative 
file may not fully represent, or misrepresents, their life. 

A quick example of the potential problems that the 
data double could lead to in the BI is alluded to in a 
summary report of the flaws involved in Aaron Alexis’ 
investigation. In a press release, the U.S. Committee on 
Oversight and Government Reform pointed out that 
over 450 law enforcement departments did not fully 
cooperate with the OPM BI process (Report, 2014). In 
Alexis’ case, the Seattle Police Department did not fully 
divulge information about a gun-related arrest, and 
there was also limited information provided about an 
anger-fueled black-out. While Alexis may have been 
able to get his clearance based on this lack of infor-
mation, it may not go this way for others. For instance, 
if a clearance candidate was arrested by a law en-
forcement agency that did not cooperate with the in-
vestigative process, then incomplete information may 
only be available to an adjudicator, and the adjudicator 
may not be able to see that the arrest information was 
only a minor charge or that charges were dismissed. This 
incomplete information may in fact hurt an applicant. 
While an individual may be able to defend and respond 
to questions from an adjudicator about the charge, a 
decorporalized data double cannot answer back.  

The danger of misinformation is especially true for 
SNSs, and adding SNSs to the BI process could offer fur-
ther complications. While the above police report may 
have some semblance of facts, due to the nature of 
SNSs, information gleaned from these sites may be 
even less-reliable than an incomplete police report. 
People don’t necessarily create SNSs with the intended 
purpose of having the government surveil them or look 
at the data they have posted. Users often expect to be 
watched, but it is most often the thought of social sur-
veillance, or the use of social media to see what 
friends, family, and acquaintances are up to (Marwick, 
2012), which guides their paradigm of observation. As 
a result of this, users don’t always just report the truth 
or facts, and sometimes information is posted just to 
be entertaining. Due to the tone of the site, some users 
can be encouraged or feel comfortable posting infor-
mation that isn’t necessarily true in order to match the 
tone of other site interactions. For instance, according 
to boyd and Ellison (2008), “The extent to which por-
traits are authentic or playful varies across both sites; 
both social and technological forces shape these prac-
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tices” (p. 220). Donath and boyd (2004) provide the ex-
ample of a law professor on Orkut who stated his ca-
reer skills were “small appliance repair” and his career 
interests were “large appliance repair” (p.75). In this 
case, this playful post didn’t seem to be problematic or 
purposefully deceptive, but an outsider without really 
knowing the Subject may misinterpret the information 
as a falsehood if it didn’t match up with other infor-
mation. Misinterpretations like this may end up as a 
permanent record though, in one’s investigative file, on 
the way to adjudication, and because data doubles 
cannot talk back, the usefulness and consequences of 
using this information may be detrimental to the sub-
ject of investigation. If one didn’t list “appliance repair” 
in an employment section, they may appear dishonest. 
This example then brings up the importance of having 
some type of basic understanding, or literacy, of the 
practices involved in SNSs. While knowing these prac-
tices cannot verify information, they can provide an in-
terpretive foundation for those that incorporate SNSs 
in to BIs. 

3. SNS Literacy  

According to Brian Street (1984), literacy is “shorthand 
for the social practices and conceptions of reading and 
writing" (p. 1). Knobel and Lankshear (2008) also add 
that literacies are “socially recognized ways of generat-
ing, communicating and negotiating meaning content” 
(p. 255). Implicit in these definitions is that literacy is 
not just reading and writing, and literacy is not just 
mastering a skill set or competencies. Being literate as-
sumes that one knows the social practices that one en-
gages in while reading and writing. Not taking into ac-
count the practices assumes literacy is neutral and not 
affected by situation; once someone learns to read and 
write, this skill will translate across every platform and 
situation. This is not the case though, as even a reader 
switching between a fiction and non-fiction text would 
have to understand the assumptions or practices each 
genre carries. Readers come to realize that fiction 
books are often meant to entertain rather than inform. 
A more robust and thorough understanding of literacy 
then calls for an expanded model which draws on not 
just skills but on the social practices and assumptions 
surrounding skills and spaces—all of which vary with 
context.  

Taking information from SNSs at face value and in-
corporating this information in BIs/data doubles with-
out any type of discretion or filtering process would be 
an example of failing to understand literacies for SNSs 
in BIs. Because SNSs are involved in social practices, 
one must be literate in the ways different assumptions 
alter and shape the content of SNSs. As previously dis-
cussed, an outsider looking at a SNS for the purposes 
other than social surveillance would already be reading 
SNSs out of context, and not understanding the sites’ 

practices would further complicate any claims of objec-
tivity. The following literacies could be used as guides 
for those analyzing SNSs for the purpose of BIs or any 
other type of analysis of SNSs. Understanding each of 
these literacies would be essential for the federal gov-
ernment or outside researchers when considering in-
cluding SNS information into permanent records.  

The example of Chelsea (then Bradley) Manning’s 
Facebook page will be helpful to understand the appli-
cation of these principles to SNS and BIs. Chelsea Man-
ning was convicted in July 2013 of giving classified doc-
uments to Wikileaks. PBS’s Frontline published an 
annotated version of Manning’s Facebook page from 
the opening of his account in July 2007 to its conclusion 
in June 2010 (“Bradley Manning's Facebook Page,” 
2011). Other than Manning and Manning's ex-
boyfriend Tyler Watkins, the site blurs out those that 
comment and post on the page. All posts listed are also 
those authored only by Manning with the exception of 
the final post on June 5, 2010 which is a post from 
Manning’s aunt, posted under Manning’s name, to let 
his Facebook friends know that he has been arrested. 
Although these posts have been annotated, what is left 
provides more than enough information for a case 
study analysis. Manning will be referred to as “he” 
throughout this analysis because Manning was Bradley 
at the time of the postings.  

4. SNS Literacy and Manning 

The first literacy that would be crucial to have would 
be functional literacy. Functional literacy of SNSs would 
provide a basic foundation of what a SNS even is. Sel-
ber (2004) describes functional literacy as imagining 
technology as a tool and participants as users. Func-
tional literacy has often been described as mastering 
techniques, neutral and decontextualized out of the 
social sphere it exists in. A user that can maneuver 
around and be competent with a computer begins to 
be functionally computer literate. This idea is often 
seen in late 1990’s national programs to get students 
ready for business in the 21st century. For instance, 
Cynthia L. Selfe (1999) shows that Clinton and Gore’s 
1996 Technology Literacy Challenge was essentially 
about teaching students skills on how to use a comput-
er. A student would be literate in technology once they 
became competent and learned a set of finite skills. 
Lankshear and Knobel (2008) use the related term 
“standardized operational definition” (p. 3) and add 
this concept centers around the idea that one is digital-
ly literate by acquiring proficiencies which may include 
tasks, performances, and demonstrations of skills. It in-
volves skills like using a computer, understanding its 
components, and navigating the Internet. For SNSs, 
functional literacy could involve understanding how 
sites are set up and the platform limitations of them 
such as Twitter’s 140 character limitations (while other 
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sites such as Facebook are without these constraints). 
boyd and Ellison (2008) also identified three other 

functional characteristics of SNSs which aren’t specific 
to one platform and tend to permeate the overall pur-
pose of SNSs. The first fundamental element is that 
SNSs are online forums which individuals can create 
online presences (private or semi-private) within the 
constraints of a defined system. Second, SNSs organize 
and present a list of other users on the site which the 
user either knows or may have a connection with. 
Third, more than just aggregating a group of connec-
tions, SNSs also let users look at the profiles of these 
connected individuals. For a SNS review, each of these 
characteristics would help frame the overall analysis. 
The sites are not necessarily geared towards a strict re-
counting of life events; they are often forums to dis-
cuss thoughts with connections (public or private) or to 
view other associations.  

An investigator who was functionally literate of a 
SNS would need to understand the basic functions of 
social media or the basic components of what makes 
up a SNS. While this may be the most basic of litera-
cies, being able to understand the overall site funda-
mentals would be an important skill for several rea-
sons. First, functional literacy would help an 
investigator understand the privacy controls of the site. 
Investigators, depending on what restrictions are 
placed on access to a SNS, would want to know if they 
are able to actually view a page or if they would need 
additional access due to technological restrictions on 
the access to the site. They would have also need to 
understand if they would have access to private mes-
sages or if they are obligated to only see public infor-
mation. Functional literacy of the friends on SNSs 
would entail understanding the ways that someone 
else is allowed to provide content by posting on anoth-
er’s page. If one is friends with another, the friends 
may be allowed to submit messages on someone else’s 
page, and this may vary across platforms. For instance, 
photos shared and tagged through Twitter or Insta-
gram can be shared differently or than those shared 
through Facebook. It would also mean being concerned 
with access to the individual’s friend lists. If an investi-
gator has access to one’s SNS, does that mean they are 
able or should be encouraged to look through the list 
of friends? What would be the limits of looking at re-
lated pages? And, are those friends scrutinized too? 
Functional literacy would help set boundaries on ob-
taining information. 

In Manning’s case, Manning set up this Facebook 
page according to Facebook’s constraints. Investigators 
would have wanted to understand that when Manning 
set up his page, only certain elements can go on that 
page in certain ways. For instance, Manning’s first post 
on July 22, 2007 states, “Just created a new Facebook” 
(“Bradley Manning's Facebook Page,” 2011). Through 
the timeline, Manning posts numerous other general 

comments such as July 27, 2008’s post stating, “Home 
today” or August 6, 2007’s “back home from Lollapa-
looza.” Each post is identified as being Manning’s by 
having his photo and name next to it. Throughout the 
timeline he also posts photos of himself like December 
24, 2007’s photo captioned “Just Me” and URLs such as 
June 28, 2008’s link to Bob Barr’s 2008 campaign. Fa-
cebook places the individual’s name and photo next to 
each post, and it allows content like text, photos and 
hyperlinks.  

Also, it would need to be understood that these are 
Manning’s public posts (or at least public to his 
friends), and while these messages may have been ob-
servable to some or all of Manning’s connections, they 
may not be observable to everyone. Facebook allows 
users to limit the audience of posts from the broad 
public to specific users (“When I post something,” 
2015). Additionally, there is also the messenger func-
tion which allows direct messages between users or 
groups of users. Investigators would need to know 
their information limitations.  

It is important too, to understand that Manning’s 
contacts are also able to contribute to Manning’s page. 
For instance, on February 24, 2009, a redacted individ-
ual posted “Hahahah ah I c” and May 26, 2009 another 
redacted individual posted, “Ditto” (“Bradley Man-
ning's Facebook Page,” 2011). While these posts are 
not seemingly consequential, they do highlight others 
can post on the site, and posts like this bring up the 
question of association. If someone wrote something 
inappropriate, would Manning have been responsible 
for those quotes even if he didn’t agree with them if 
they weren’t deleted? It is also worth noting that Man-
ning’s last entry, according to Frontline, was posted by 
his aunt and read, “Some of you may have heard that I 
have been arrested for disclosure of classified infor-
mation to unauthorized persons…” This also begs the 
question of the authenticity of any of the posts; while it 
may be Manning’s page, Manning may not have been 
the direct poster of the entry if someone else had ac-
cess to the account. 

Overall then, Manning’s site shows that due to the 
system architecture, for an outsider to understand the 
content of SNSs, one such as investigator would want 
to know functional matters like what specific techno-
logical constraints could influence the information that 
is contained on the site. This would matter regarding 
presentation of the site, privacy of the site, and contri-
butions to the site. While this literacy may seem the 
most basic of understandings, it would be important to 
understand these elements even begin to start to deci-
pher the information taken from a SNS.  

A second literacy is rhetorical literacy. Bizzell and 
Herzberg (1990) relay that one understanding of rheto-
ric is “the use of language, written or spoken, to inform 
or persuade” (p. 1). Language is thus used to produce 
spaces in which the orator or writer creates areas of in-
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fluence. According to Rheingold (2012), those posting 
in SNSs such as Facebook or Google+ are such partici-
pants which “seek, adopt, appropriate, and invent 
ways to participate in cultural production” (2012, p. 
19). This participation can be anything from making a 
post to remixing or recreating a popular video. For 
Erstad (2008), being able to participate represents a 
shift in society from spaces that are defined by others 
to places where the audience can take “available con-
tent and create something new, something not prede-
fined” (p. 178). SNSs are places where this rhetorical 
production happens. Users, through the constraints of 
a defined system, are able to create a space of their 
own. Having a rhetorical literacy would then entail ex-
amining the design and evaluation of these online 
spaces with the idea in mind that users are producers 
of their environments. 

Further, these users don’t just produce for them-
selves, and rhetorical production takes place in front of 
spectators. On SNSs, users write in certain ways for 
certain perceived audiences. For SNSs, a list of friends 
on the site can be understood as an audience. The SNS 
audience serves a meaningful function because this 
“public display of connections” (Donath & boyd, 2004, 
p. 72) is essential in helping shape the content of posts. 
Having connections on these sites presents a public for 
the user (Baym & boyd, 2012). The users are no longer 
just interacting with an unknown audience; they are in-
teracting with a specific public where for the most part 
they are aware of the groups’ identities. This imagined 
audience further causes a user to engage in behavioral 
norms (boyd & Ellison, 2008), and based off the users’ 
perceived associations, the user may adapt the mes-
sage they are delivering. This awareness of a public in 
social media also changes how people write (Baym & 
boyd, 2012). When dealing with connections, a person 
may vary what they say due to their imagined audience 
of their connections (boyd & Ellison, 2008). According 
to Donath and boyd (2004), “Knowing that everyone 
they interact with knows of and can communicate with 
a group of their acquaintances can influence their be-
havior” (p. 76). Further, people adjust what they are 
going to say based off of their audience (Baym & boyd, 
2012). When SNS users are creating their profiles and 
constructing their identities, “they must consider how 
they will be received by their intimate publics and also 
how the public telling of their stories might affect their 
loved ones” (p. 324). Because of these tailored mes-
sages, an outsider would thus want to understand the 
values that the site and friends have and their influ-
ence upon the user’s posts. Rhetorical literacy then 
would entail also understanding the intended audience 
of a SNS. 

For Manning and rhetorical literacy, Manning was a 
producer of a site in front of his audience. It was often 
clear that he was writing for groups of friends and 
family. His aunt would have been aware of his site be-

cause she posted his final message, so his aunt was 
among his audience. Additionally, he addressed certain 
groups of people on certain occasions. On December 
17, 2009, Manning states, “Thanks for all the birthday 
wishes at my double deuces” (“Bradley Manning's Fa-
cebook Page,” 2011), and two days later he wrote, 
“[T]hanks everyone for all the goodies. I’ve been get-
ting them! Hope to write everyone.” Earlier in the year 
on July 4, 2009, Manning put the word out that “[Brad-
ley Manning] needs 4th of July plan for D.C. Call me.” 
On December 24, 2008, he “wishes you all a Merry 
Christmas,” and on July 27, 2007, he remixed a Fergie 
song and asked, “[I]’d like y’all to give me some feed-
back.” On other occasions, he singled out Starbucks 
coworkers such as the July 26, 2007 post addressed, 
“STARBUCKS PEEPS.” Each of these points presents 
good examples of Manning addressing specific audi-
ences. Manning did not appear to be posting random 
thoughts for outsiders to peruse; instead, these posts 
seem to be directed towards an audience that he knew 
personally.  

While is impossible to know how Manning’s posts 
were adapted to his audience without a direct conver-
sation with Manning, research does show that the con-
tent of posts are influenced by site practices and the 
audience. Understanding Manning’s audience may be a 
key to understanding where important information is 
for investigators. According to Baym (2010), “Any in-
stance of digital language use depends on the technol-
ogy, the purpose of the interaction, the norms of the 
group, the communication style of the speaker's social 
groups offline, and the idiosyncrasies of individuals” (p. 
65). Thus, people write in certain ways through specific 
technologies for certain audiences. The postings then 
are not acontextual occurrences. People are aware that 
others are looking at them and may “feel pressured to 
conform to those groups’ norms” (p. 81). It is thus in-
teresting then to consider why Manning gave infor-
mation to Wikileaks and also, according to Frontline, 
was reprimanded by the Army “for revealing sensitive 
information in video messages to his friends and family 
posted on YouTube” (“Bradley Manning's Facebook 
Page,” 2011), but he did not do the same on Facebook. 
Audience awareness then would help signal where 
possibly more telling information would be divulged. 
For some reason, Manning was more motivated to 
share sensitive information with his audience on plat-
forms other than Facebook.  

A third literacy would be informational literacy. This 
literacy would be a key skill involved in SNS use for the 
BI. Informational literacy deals with being able to lo-
cate, be critical of, and use information found by digital 
means. Being discerning about information would de-
termine what information was important and should 
be included in one’s data double. For Fieldhouse and 
Nicholas (2008), information literacy draws on using 
critical thinking skills in order to decipher information 
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from multiple, competing sources. Since SNSs often 
provide an overabundance of information, being able 
to decipher that information would be exceptionally 
important. Howard Rheingold’s (2012) idea of crap de-
tection fits well into this understanding of literacy. 
Rheingold outlines that a necessary digital literacy is to 
navigate through the crap that may be present on the 
web in order to find and use the most accurate and 
relevant information. This involves looking at authors, 
identifying publishers, and making sure information is 
corroborated by other sources. Rainie and Wellman 
(2012) touch on the same idea with their idea of skep-
ticism literacy. They encourage that one should be able 
to assess the information from multiple sources in or-
der to “weed out the media and people who have out-
dated, biased, incomplete, and agenda-driven or just 
dead-wrong ideas to pass along” (p. 274). Being cynical 
about the information presented then is essential then 
to SNS surveillance. This literacy asks the viewer (or in 
this case investigator) to use discretion in the infor-
mation obtained on a SNSs.  

For investigators involved with surveilling social 
media, understanding what information is valid is im-
portant. OPM’s Merton Miller begins to explore the 
question of validity in the February Alexis report. Even 
though OPM was cooperating with the US House about 
considering whether to incorporate SNSs into the BIs, 
Miller himself pushed back on the incorporation of this 
information. Although Miller acknowledged that there 
may be value in looking at social media sites to identify 
things such as underage drinking, Miller resisted the 
committee’s unrestrained approval of incorporating 
the information by making the following statement:  

Now, so what is the veracity of that information? 
You wrote it. You posted it. Somebody is going to 
have to determine the reliability of that. So that's 
the hard part, I think, in applying the social media 
role in background investigations. It's not collecting 
it, it's not finding it, it's then doing the analysis, be-
cause when you run an investigation you shouldn't 
be incorporating information that isn't true about 
the subject in that investigation. (H. Rep., 2014, pp. 
37-38, emphasis in original)  

This conversation and Miller’s concerns raise a topic of 
conversation for surveillance studies to explore. While 
much analysis of Miller’s statement can be conducted, 
on the surface, his comments at least start to pull back 
the House’s larger prevailing notion that social media is 
a treasure trove of information about a subject.  

For Manning’s Facebook page, there were several 
things that could have been of interest for his BI. One 
category was the more benign but informational data. 
First there is the list of Manning’s connections. Accord-
ing to the House report, this information could be used 
for lead purposes (H. Rep., 2014). Additionally, Man-

ning provided basic working and living information. For 
instance for employments, on July 24, 2007, Manning 
states, “[Bradley Manning is] working at Starbucks,” 
and on July 27, 2008 he announces, “[Bradley Manning 
is] working at Abercrombie & Fitch.” (“Bradley Man-
ning's Facebook Page,” 2011). For residences, on De-
cember 31, 2007 Manning posts, “[Bradley Manning] is 
going back to Ft. Leonard Wood on Thursday,” and on 
April 4, 2008 he states, “[I]’ve now moved on to Fort 
Huachuca in AZ.” He also lists deployment locations 
such as October 29, 2009’s post, “[Bradley Manning] 
has arrived at destination in Iraq.” Since the security 
forms ask for employments and residences, Manning’s 
mentioning of both could be used to corroborate in-
formation he listed on his paperwork. 

Second, there was also other, possibly more derog-
atory information that could be found. For instance, 
Manning alludes to problems at employments. On No-
vember 5, 2007, Manning posts, “[Bradley Manning] is 
still in the Army, but suspended with injuries from 
Basic Training.” Although it was for medical reasons, 
Manning still relays that he was suspended from the 
Army. He alludes to other employment problems, resi-
dence problems, and the feeling of living a double life 
in a November 17, 2008 entry. On this day, Manning 
posts a link to a news story and states, “I got an anon-
ymous mention in this article. How fun!” The article 
links to an article on Syracuse.com in which an anony-
mous soldier (identified as Manning by Frontline) re-
veals, “I was kicked out of my home and I once lost my 
job,” and also, due to the Army’s don’t ask, don’t tell 
policy, “"I've been living a double life….I can't make a 
statement. I can't be caught in an act” (Her, 2008). 
Along these lines, many of Manning’s posts openly 
speak of homosexual relationships which were not al-
lowed at the Army at the time. For instance, in Decem-
ber 2008, Manning updated his Facebook page to an-
nounce, “Bradley is in an open relationship with Tyler 
Watkins.” (“Bradley Manning's Facebook Page,” 2011). 
While not problematic now, at the time it was against 
military policy. It bothered Manning enough that he 
admitted under the condition of anonymity that it 
caused him to feel like he was living a double life. 
Manning also spoke of his desired use of alcohol, and 
on his twenty-first birthday on December 17, 2008, he 
states, “[Bradley Manning] wants to get out of upstate, 
hit the clubs and get wasted as soon as possible!” Oth-
er statements which could be interpreted as questions 
of mental health were Manning’s more dispirited-
sounding posts. For instance, on May 5, 2010, he post-
ed, “[Bradley Manning] is beyond frustrated with peo-
ple and society at large.” On April 30, 2010 he posted, 
“[Bradley Manning] is now left with the sinking feeling 
that he doesn’t have anything left…” On March 10, 
2009, he states, “[Bradley Manning] feels ignored by 
society.” Each of these posts may lead some to believe 
Manning was feeling less than happy with life.  



 

Media and Communication, 2015, Volume 3, Issue X, Pages 88-97 95 

In order to determine the relevancy of any of these 
postings, some sort of established standards on infor-
mation would be needed. While many of these dis-
cussed points may have been of interest to corroborate 
off Manning’s security application or bring up ques-
tions of character, it is questionable if these would 
have flagged him as being a national security threat. If 
these elements were not on his form, he could have 
been flagged as being dishonest, but dishonesty re-
garding few things does not necessarily equate to di-
vulging classified information. In light of functional and 
rhetorical literacies, too, the content of these posts are 
often influenced by external factors like the constraints 
of the site or the audience one is addressing. Just be-
cause Manning felt “frustrated with people and society 
at large,” that doesn’t meant that Manning would go-
ing to commit a heinous act; oftentimes people uses 
SNSs to interact with peers and receive feedback 
(Pempek, Yermolayeva, & Calvert, 2009) or for emo-
tional support in times of stress (Baym, 2010). Infor-
mation literacy then would be important when under-
standing what information is true, important and 
accurate and what information may be less consequen-
tial to a BI. 

5. Discussion 

The points at which humans make assumptions or 
submit “data” is an important place to analyze. In Sci-
ence in Action, Latour (1987) encourages attention not 
necessarily be paid to the final product of scientific re-
search, but instead, attention should be made in the 
negotiation of the process of production. Latour refers 
to the finished product as a black-box, a place where 
practices and assumptions are taken as given. Im-
portant to him instead is to look at the places where 
meaning-making is inscribed before the black-box is 
closed. Similarly, for those studying surveillance of 
SNSs, the practices involved in meaning- making then 
would be important points to examine.  

As shown, when dealing with SNSs for surveillance, 
meaning occurs before an investigator even draws 
conclusions. Those posting in SNSs are engaged in prac-
tices that influence the production and outcome of 
their “completed,” black-box profiles/investigative 
files/data doubles. These influences imbedded in these 
final products would in turn be more solidified as in in-
vestigator uses that black-box profile for their own 
analyses-turn-black-box investigative file. The adjudica-
tor would further add their interpretation on the re-
port for the determination of a clearance. Each point of 
scrutiny further inscribes more meaning.  

This is especially true for any outsider (i.e., one who 
knows little background information about the Sub-
ject). Without knowing the exact meaning of posts, an 
outsider doing a content analysis of a SNS may not un-
derstand the practices an SNS user is engaged in. Re-

search shows that most users are on SNSs to maintain 
already existing contacts (boyd & Ellison, 2008). A peer 
then would, for the most part, be someone that had a 
least a little context of who was being examined. An in-
vestigator or any other outsider, however, would be 
someone with little or no prior knowledge of the Sub-
ject or associations. This lack of context positions the 
outsider as an agent of surveillance compiling infor-
mation about a Subject based on minimal, if any, per-
spective on the Subject other than the SNS profiles 
themselves. For investigations, this outsider status may 
even be favored; for instance, the idea of an impartial 
outside observer without close personal ties to a sub-
ject of investigation is usually the preferred construct. 
Just the term conflict of interest in law enforcement 
would imply an unwanted situation. In reality though, 
this lack of context may actually make it harder to 
identify the veracity of the information presented.  

This lack of perspective for SNS may make achieving 
SNS objectivity in a BI difficult, problematic, and possi-
bly with lasting consequences. In the context of BI’s, 
surveillance information from SNSs could be solidified 
into the data double and used for sorting. This could all 
be based off of information that is influenced by social 
practice and needs to be verified and validated. The 
ramifications of not getting a clearance are strong, and 
a denial just one time may jeopardize an individual 
from future employment; question 25.2 on the SF-86 
form asks if one has been denied a clearance (USOPM, 
“Questionnaire for National Security Positions,” n.d.). 
Ultimately, then, any assumptions about SNS infor-
mation based on a content analysis may be less than 
accurate. However, as Bowker and Star (1999) remind 
us, though, validity does not always matter. They state, 
“Equally, as good pragmatists, we know that things 
perceived as real are real in their consequences” (p. 
53). The data double, full of investigative information, 
could come to be more real than the actual individual 
under consideration for a clearance. This is why a basic 
understanding of SNS literacies would be essential to 
even begin to use SNSs in BIs. 

6. Conclusion 

Civilian and government agencies use and contemplate 
using social media assemblages as part of their version 
of a data double. Looking at the nature of social media 
through a literacies lens shows though that many times 
the individual in control of a SNS profile manipulates 
that profile due to the constraints and norms of the 
communities they are part of. While this does not nec-
essarily mean social media profiles are deceptive, it 
does make one question the incorporation of SNSs into 
the BI process which would have real consequences for 
those denied a position due to information on a SNS. 
Due to the importance of these ramifications, it would 
be beneficial then for those doing surveillance to have 
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a solid understanding, or literacy, of the functional 
matters of what social media is comprised of, the prac-
tices it engages in, what is created and for whom, and 
how users and investigators shape interpretations of 
social media profiles. Beyond the BI, this would be im-
portant for any outsider trying to surveil SNSs for any 
purpose. Even academics using SNSs as spaces of study 
would want to be literate of these sites.  

While this paper raised the need for literacies, it did 
not go into more specific criteria could be used. Fur-
ther research into appropriate and relevant criteria 
would need to be conducted. The conclusions of this 
paper lead to a desire for more analysis of ethical con-
siderations and of what policies should be used for ex-
amining a SNS for the purpose of the BI data double. 
Not understanding social network limitations ultimate-
ly may affect the sorting of profiles and eventual ac-
ceptance of employment, and as SNSs grow in popular-
ity, these questions only become more important. 
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