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Abstract
The datafication and platformization of social processes further the overall shift from an open, public, and decentralized
internet towards a private and siloed realm that establishes power asymmetries between those who provide data and
those who own, trade, and control data. The ongoing process of datafying societies embraces the logics of aggregation and
automation that increasingly negotiate transactions between markets and social entities, informing governance systems,
institutions, and public discourse. This thematic issue presents a collection of articles that tackle the political economy of
datafication from three main perspectives: (a) digital media infrastructures and its actors, data structures, and markets;
(b) the articulation of data power, public access to information, data privacy, and the risks of citizens in a datafied society;
and (c) the policies and regulations for effective, independent media institutions and data sovereignty. It concludes with
a reflection on the role of media and communication scholarship when studying sociotechnical processes controlled by
giant technological companies.
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This editorial is part of the issue “A Datafied Society: Data Power, Infrastructures, and Regulations” edited by Raul
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1. Introduction

Societies become datafied by virtue of extensively
turning more and more aspects of everyday life into
machine‐readable data (van Es & Schäfer, 2017). In other
words, “to datafy a phenomenon is to put it in quan‐
tified form so that it can be tabulated and analyzed”
(Mayer‐Schönberger & Cukier, 2013, p. 78). Behind this
seemingly unstoppable development, there are mul‐
tifaceted explanations that cater to different philo‐
sophical understandings of sociotechnical constructions
(van Dijck, 2014). Despite their stance toward datafica‐
tion, proponents and critics alike tend to agree that col‐
lecting, analyzing, and utilizing data in various aspects of
life provides various actors with the necessary resources

for data‐driven decision‐making (Kennedy, 2016; Kitchin,
2014; Redden, 2018; Ruppert, 2016) under the (often
misplaced) banner of efficiency, accuracy, and effective‐
ness in various processes.

Much of the media and communication scholarship
on datafication has focused on the reasons, objects,
and outcomes of the datafication project. Balancing the
benefits of data utilization with the potential dangers of
data practices becomes a significant challenge. On the
one hand, research has shown datafication can be a
source of empowerment by democratizing knowledge
and decision‐making processes, enabling citizen par‐
ticipation and engagement in various domains, such
as open data initiatives and participatory governance
(Baack, 2015) and structuring patterns of engagement
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(Ferrer‐Conill et al., 2023). On the other hand, eth‐
ical concerns over citizens’ privacy and surveillance are
at the forefront of datafication scholarship, as gov‐
ernments, organizations, and other entities may have
access to vast amounts of personal data, potentially lead‐
ing to surveillance practices that impact civil liberties
and individual autonomy (Cheung & Chen, 2022; Hintz
et al., 2018).

In this thematic issue, we are less interested in the
who and why, and instead, we focus on the structures
that support the datafication of society. We agree with
Pellegrino’s assessment that datafication amplifies and
enriches contradictions already present in modern soci‐
eties that “are not born with datafication, but rather
emphasized and consolidated by it” (Pellegrino, 2019,
p. 92). We argue that regardless of intent, the datafic‐
ation project is supported and enabled by digital infra‐
structures, power asymmetries that reside in data, and
regulatory frameworks. These structures are the sym‐
bolic and material constraints that shape how social
processes become data points. We believe that our
field is not paying enough attention to these three
aspects of datafication, and this thematic issue contrib‐
utes to exploring and highlighting the importance of
infrastructures, power, and regulation in the datafied
society. Technologies like machine learning, artificial
intelligence, and data mining have shown that some‐
times intent and outcome are not necessarily correl‐
ated during datafication processes. What may start as
the marketization of personalized experiences and ser‐
vices tailored to individual preferences and needsmay be
the source of security vulnerabilities, algorithmic biases,
data monopolies, and exacerbating existing inequalities.
We thus believe that increased attention to the political‐
economic aspects of datafication—the material condi‐
tions, the power relations, and the regulatory frame‐
works under which datafication processes take place—
will move the field forward as we consider the con‐
sequences of increasingly datafied societies.

2. Digital Infrastructures

Digital infrastructures are technological structures with
multiple owners, actors, and stakeholders that serve as
the backbone for data flows and datafication processes
(Parks & Starosielski, 2015) as well as the social pro‐
cesses and practices that organize mundane communic‐
ation (Hesmondhalgh, 2021). The datafication and plat‐
formization of the digital infrastructure, however, shifts
the open, public internet towards the private realm, cre‐
ating power asymmetries between those who provide
data and those who own, trade, and control data. This
is done through a complex interaction between the
political economy of data and the logic of aggrega‐
tion and automation that increasingly negotiate trans‐
actions between markets and social entities, informing
governance systems, institutions, and public discourse
(Sjøvaag & Ferrer‐Conill, 2023).

In their article in this thematic issue, Hesmondhalgh
et al. (2023) draw from legal studies research to inform
media studies and science and technology studies on
the intricate relationship between digital platforms and
infrastructures through the lens of political economy and
internet governance. Through the case of music, they
demonstrate that long‐term analysis of infrastructural
politics provides a macro‐historical account of change
and continuity in the shaping of culture.More concretely,
they show how platforms have become the main agent
of eroding and diminishing the democratizing and eman‐
cipatory affordances of an open internet infrastructure.

The role of platforms in capturing the infrastruc‐
ture that supports datafied societies is also the center
of Kristensen and Hartley’s (2023) contribution to this
thematic issue. As they map the elements that form the
digital infrastructure of news media organizations, they
offer a compelling overview of how data flows beyond
the reach of these organizations and into the infrastruc‐
ture of platforms and tech companies. This approach
reveals how the infrastructures that connect media
organizations with the rest of the internet create a set of
interdependencies in which the logics of standardization,
classification, and datafication articulate manifestations
of power between internal and external actors.

To drive the connection between digital infrastruc‐
ture and power, Flensburg and Lai (2023) elaborate
on the concept of “infrastructural power” by following
how data flows through the internet infrastructures in
Northern Europe and showing how the actors who have
control over data can mobilize it into economic profit
and societal power. As the flows of data cut across
various geopolitical contexts, sectors, and institutional
arrangements, they visualize the macro structures that
control how data is generated, distributed, and utilized
in datafied societies.

3. Data Power

Studying infrastructures of datafication keeps revealing
the many ways in which the power and functions exer‐
ted by platforms (i.e., Google, Facebook, Apple, and
Microsoft) continue to pervade most aspects of every‐
day life. Governments and advocacy groups have raised
concerns about privacy and surveillance fears, threats
to freedom of expression, and technological and infra‐
structure capture (Gillespie, 2018). These issuesmanifest
both at the macro and micro levels, and even on how dif‐
ferent actors articulate their understandings of data.

A clear example of how a tech giant such as Google
creates a digital innovation that exerts power and cre‐
ates a dependency on media innovation is at the core
of de‐Lima‐Santos et al. (2023) article in this thematic
issue. Through an innovation challenge, theGoogleNews
Initiative supports projects in Africa and the Middle East
as a form of “philanthrocapitalism,” in which Google
sets the terms and conditions of the financial and tech‐
nological grant by expecting projects that replicate the
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entrepreneurial approaches of tech companies. As news
outlets build technological solutions based on the plat‐
forms’ technologies, they further depend on platforms’
structures to operate, widening the power asymmetries
between the tech giants and the news organizations.

These different values and understanding among act‐
ors managing datafication processes suggest diverging
patterns of decision‐making in organizations. In the con‐
text of the smart city, Okafor (2023) suggests that the
value of data does not reside in the volume of data,
but rather in the quality of the data, which is directly
connected to its capacity to deliver impactful decision‐
making and hence its societal power. Importantly, the dif‐
ferences in how technical and governance actors under‐
stand datafication, provide a more complex dynamics of
power negotiation within organizations.

The power asymmetries are not only felt at the organ‐
izational level but also at the micro level. Dutt (2023)
shows how Norwegian students negotiate their own
experiences with datafication as the entire digital eco‐
system pushes social interaction to bemediated through
data‐driven processes. As the structures of datafied soci‐
eties shape communication, citizens must contend with
digital risks that challenge their perception of wellbeing.
Despite internal strategies to manage these risks, con‐
cerns at the slow‐paced response by governments and
digital policies regarding risks over which users have
neither control nor power.

4. Regulations

Relying increasingly on platforms and proprietary
resources of tech giants places too much responsibil‐
ity on private actors, threatening to curtail government
power (Flynn, 2004). As citizens grow more dependent
on corporate platforms for communication, they become
bound by the benevolence of private actors, to which
states have little recourse for action to regulate the abuse
of market power (Hintz et al., 2017).

This becomes particularly apparent in Salonen et al.
(2023) research, in which they demonstrate that news
workers’ editorial decision‐making processes are iterat‐
ively shaped by the constraints of audience data, plat‐
form affordances, working practices, and regulations.
More concretely, the authors suggest that broader reg‐
ulatory frameworks, such as General Data Protection
Regulation exert a post‐publication gatekeeping power
on Finnish media organizations. Enforcement of legisla‐
tion is seen as a key lever of change and an explicit artic‐
ulation of data ethics upon which media self‐regulation
is not equipped to act upon.

But despite the notion that regulation has an import‐
ant role to play, the reactionary stance of policy initiat‐
ives is often perceived as late and fragmented. In their
aim to translate normative dimensions ofmedia diversity
into a framework for operationalizing exposure diversity
into tangible policy goals, Ranaivoson and Domazetovikj
(2023) expose the challenges in which EU regulation

finds itself in a time of digitalization and datafication.
Through a review of policy initiatives and interviews
with policy experts in various countries, the authors
acknowledge the many potential benefits of regulatory
frameworks, but they caution policymakers to include
measures, metrics, methods, and data requirements to
achieve more diversity.

And while current regulatory practices seem to dis‐
advantage small media organizations in favor of tech
giants, Seipp (2023) argues thatmedia concentration law
is the relevant legal tool to curb the scale and power
gained by platforms due to datafication. The research
emphasizes exposing the gaps and promises for a digital
media concentration law from the macro to the micro
levels. This contribution proposes a united piece of legis‐
lation that draws from multiple policy fields with shared
policy goals such as normative public values (media plur‐
alism, equality, power dispersal, and transparency) and
fair competition.

5. Conclusions

This thematic issue contributes to the debate on datafic‐
ation by: (a) making the infrastructures that support
datafication visible, enabling insight into the power
dynamics, data control, and regulatory frameworks that
shape citizens’ access to information on which inclus‐
ive decision‐making relies; (b) expanding the empirical
basis on which to critically interrogate what the privat‐
ization of communication infrastructures and what the
data structures mean for citizens’ inclusion and commu‐
nication rights within datafied societies; and (c) provid‐
ing policymakers insight into the complex dynamics in
which datafication rests so that they can incorporate
the impact of foreign players on the diversity of the
media landscape, and maintain universal communica‐
tions provisions in policy formations. Together these con‐
tributions shed new light on the depth of infrastructural
dependencies (cf. Plantin & Punathambekar, 2019) that
media organizations face as they datafy their practices.

While datafication has an undoubtedly technological
background, the articles in this thematic issue have
approached the underlying social and economic dynam‐
ics of a process that is rapidly questioning the current
social order (Couldry, 2020). In the final commentary of
this issue, Gillespie (2023) uses the case of content mod‐
eration as a call to social scientists to caution against
“solving the platforms’ problems for them.” We agree
with his assessment thatmedia and communication stud‐
ies is a discipline institutionally caught between its crit‐
ical commitment to social issues and the actors that
set in motion those issues. We hope we have not over‐
played the sense of urgency and that instead of solving
problems, this thematic issue has deconstructed some
of the often unseen issues, failings, and risks associ‐
ated with datafication, and made them visible for reg‐
ulators and policymakers, who are tasked with address‐
ing them.
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Abstract
The concepts of (digital) platformand (digital) infrastructure have beenwidely used and discussed in recentmedia research,
and in neighbouring fields such as science and technology studies (STS). Yet there is considerable confusion about these
concepts and the relations between them. This article seeks to bring these concepts together more coherently by show‐
ing how “platformisation” might be understood in terms of its impacts on information infrastructure, including on the
principles of openness and generativity underlying early internet architecture, and potential further effects on media and
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to political contestation; and (c) in the work of Julie Cohen, interprets digital platforms as strategies for disciplining infras‐
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1. Introduction: Infrastructural Turns and
Platformisation

Infrastructure appears to be a concept for our times. It is
increasingly central to national politics and global geo‐
political power struggles (“Is an infrastructure boom,”
2021). It is now common to hear terms such as “infras‐
tructure studies” or “infrastructural turn” in academic
research, not only in media and communication studies,
but across the social sciences and humanities (Edwards
et al., 2009). A rich body of research has emerged around
the concept in media and communication studies, often
fuelled by interest in digital information infrastructures.
Valuable ethnographic media research has helped to illu‐
minate theways in which people in postcolonial contexts

have adapted imported infrastructural information and
communication technologies (ICTs), decentring western
understandings of them (Parks, 2015b; see also Larkin,
2008). Some of the new infrastructural research (e.g.,
Winseck, 2017) builds on a long history of engagement
with media and information infrastructures, for exam‐
ple, political economy research on privatisation and mar‐
ketisation of telecommunications (e.g., Schiller, 2000).
Digital information infrastructures have also been of
interest to scholars working in other fields, perhapsmost
notably anthropologists in science and technology stud‐
ies (STS; e.g., Bowker & Star, 1999; Burrell, 2018).

Yet there appears to be great confusion among
researchers across these fields about how to conceptu‐
alise and use the term. Whereas many non‐academics
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would understand it as referring to something like “the
basic systems and services that are necessary for a
country or an organisation to run smoothly, for exam‐
ple buildings, transport and water and power supplies’’
(Infrastructure, n.d.), social science and humanities
researchers increasingly seem to use it in a bewildering
variety of ways, including quite often as a synonym, or
perhaps a metaphor, for “system” or even “importance,”
implicitly understanding infrastructure merely as some‐
thing which has important implications for something
else (see Hesmondhalgh, 2022, which catalogues some
of the confusions).

Perhaps as a result of this definitional and conceptual
vagueness, curiously little of this rich body of research
has engaged explicitly and in detail with some fundamen‐
tal infrastructural aspects of the development of ICTs in
the 21st century. One key aspect, relatively neglected in
recent research, is that the internet infrastructure that
underpins so much contemporary media and communi‐
cationwas initially framedby its developers as a common
resource available to all (regardless of private or public
ownership of any elements of it), enabling the creation
of an international network of networks, based on val‐
ues of open‐ness and more broadly what Zittrain (2008,
p. 70) called “generativity”: a “system’s capacity to pro‐
duce unanticipated change through unfiltered contribu‐
tions from broad and varied audiences.”

Such principles of open‐ness in internet architecture
were discussed widely in writing about the internet and
web in the oughties (e.g., Gillespie, 2007) but have largely
been neglected since in media studies and STS. During
that decade, the term “platform” was hardly used, but
from around 2010 onwards, internet and digital schol‐
ars began to employ it very widely and it is now per‐
vasive in a range of disciplines and fields (see Gillespie,
2018, pp. 18–21, for a helpful discussion of definitions).
Researchers frommedia studies, urban studies, and geog‐
raphy have highlighted the importance of evolving rela‐
tions between digital platforms and infrastructures, and
between “platform studies” and “infrastructure studies”
(Plantin et al., 2018). A large number of media scholars
have implicitly or explicitly followed thismove (Eriksson et
al., 2019; Lobato, 2019; Poell et al., 2022; see also a num‐
ber of contributions discussed in Section 2). Yet in spite of
Plantin et al.’s (2018) suggestive efforts to put these two
previously separate domains into dialogue, much of the
research citing their important article has not sought to
conceptualise the relationships between digital infrastruc‐
tures and digital platforms. Indeed, confusion reigns here
too. It is common to read or hear, in the wake of Plantin
et al.’s (2018) influential article, phrases to the effect
that “platforms have become…important infrastructures”
(Sadowski, 2020, p. 567). But this appears only to mean
that platforms are used as the basis of some other set of
activities: infrastructure as a vague metaphor rather than
a conceptualised tool for analysis. This article seeks to
bring these concepts together more coherently by point‐
ing to ways in which “platformisation”—a currently very

popular and yet poorly conceptualised notion in media
studies, internet studies, STS, and beyond—might be
understood as having impacts on information infrastruc‐
ture. This includes effects that, drawing on debates about
open‐ness and generativity in internet and web architec‐
ture, might be characterised as “closure” or “enclosure”
(Cohen, 2019). Such a view is arguably implicit in Plantin
et al.’s (2018) discussion of Google and Facebook’s impact
on the openweb, but it does not seem to have beenmuch
taken up in discussions of that very widely‐cited article.

To develop this perspective further, we make two
important moves. First, we draw on research (e.g.,
Cohen, 2019; Frischmann, 2012; van Schewick, 2010)
that helps to conceptualise these values and principles
much more fully than has been the case in recent media
studies and STS. This research mainly comes from legal
studies, but its remit is by no means exclusively or even
primarily concerned with law. Second, we apply it to an
actual case study of the impacts of platformisation on
the possibilities made available by open internet infras‐
tructure, by examining what happened in the realm of
online music. Normatively, our concern is that the inter‐
net (with access to content provided by the World Wide
Web) was designed as an “open” network that for all its
problems brought about “an explosion in innovation and
content, which in turn is why the openness is considered
to be worth protecting as something that has an intrinsic
public‐interest value” (Horten, 2016, p. 9).

The case of music is particularly illuminating in terms
of the above issues, because for a period in the late
1990s and 2000s open internet infrastructure seemed
to provide a major challenge to the problematic institu‐
tional framework that had sustained the recorded music
industry for decades. Yet the same lack of attention to
the politics of infrastructural systems and their place
within the changing political economy of capitalism is
also apparent in research on changes in music produc‐
tion and consumption.

In Section 2, we expand and nuance the above claims
by demonstrating the limitations in even the current
leading research on digital infrastructure and digital plat‐
forms inmedia and communication studies, and in digital
music studies (we note in passing that studies of music
and digitalisation have tended to paymuch greater atten‐
tion to media studies than media studies has to digital
music research). In Section 3, we turn to the (mainly)
legal studies research justmentioned to develop a frame‐
work for understanding the (en)closure of internet archi‐
tecture’s open‐ness via platformisation and othermeans.
In Section 4, we show how music serves as an early and
revealing case study of the closing down of infrastruc‐
tural potential by platformisation.

2. Recent Treatments of Infrastructure and Platforms
in Research on Media, Culture, and Music

In spite of the widespread use of infrastructure as a
rather vague metaphor or synonym for “system,” as
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noted in the previous section, surprisingly little research
on media infrastructures has actually analysed media
infrastructures as systems. The recent “infrastructural
turn” in media, communication, and internet studies has
provided fine studies of particular infrastructural items,
such as the server farms that are part of general IT
infrastructure (Holt & Vonderau, 2015; Mayer, 2019), or
the pipelines that serve inter‐continental digital traffic
(Starosielski, 2015). Such analyses have produced signifi‐
cant insights regarding matters such as the environmen‐
tal consequences of IT infrastructure and the implica‐
tions for the labour of where particular infrastructural
sites are located. But aswe showbelow, very few authors
have sought to delineate the systems of internet infras‐
tructure or architecture in a way that illuminates recent
and current developments in media content and distri‐
bution. This includes a lack of attention to the infrastruc‐
tures underpinning the streaming platforms that increas‐
ingly shape media consumption today.

The necessarily brief review that follows focuses on
those rare in‐depth treatments of media infrastructural
systems that we have been able to locate. A chapter by
Ramon Lobato (2019) on the infrastructure underpinning
Netflix helpfully delineates how that platform relies on
two different kinds of infrastructure: public and private
telecommunications networks, and its own internal IT
networks and systems. He shows how this leads Netflix
to lobby for state investment in internet infrastructure
(cf. Elkins, 2018) and he relates this to the debates about
net neutrality in the US, especially whether internet ser‐
vice providers (who essentially control telecommunica‐
tions infrastructure) should be able to charge services
that are dependent on them, such as video streaming
services. Lobato shows that while many major web ser‐
vices use a commercial content delivery network, Netflix
has established their own, bringing this vital infrastruc‐
tural element under its control. Such issues concern‐
ing speed of delivery have undoubtedly been the main
way in which the infrastructures underpinning video dis‐
tribution have featured in public debate (cf. Johnson,
2019, pp. 70–72). But Lobato’s conclusion suggests that
the main value of an examination of infrastructure is to
remind us that phenomena such as Netflix are depen‐
dent on many “longer‐term, larger‐scale social and tech‐
nical transformations” (2019, p. 103), from the history
of electrification and lighting to modern architectural
forms and changing family practices. Lobato’s point is
that recognition of this dependence in turn might throw
light on the uneven availability and uptake of Netflix
across the globe, helping us see that Netflix is a very cul‐
turally specific phenomenon, dependent on television’s
longer history as a domestic technology.

This is valuable, but Lobato does not explicitly
address the infrastructural principles underlying the
internet, as indicated above and discussed below, nor
howplatformisation, alongwith associated changes such
as datafication, have reshaped them. Poell et al. (2022)
come closer to addressing this topic in a chapter exam‐

ining the implications of platform infrastructure for cul‐
tural producers, and they do so by ranging across a num‐
ber of sectors, including games and social media. Their
main argument is that the relationship of platform com‐
panies to neighbouring industries, including the cultural
industries, are characterised by an oligopoly of major
tech firms that base their goals on “infrastructural inte‐
gration” and “interoperability.” For many decades, cul‐
tural producers have been dependent on infrastructures
owned by companies as well as by states, but Poell et al.
(2022) claim the balance has become far more tilted
towards privately‐owned networks in the era of plat‐
forms. And because platforms curate, organize, archive,
and moderate content, this means that, according to
Poell et al. (2022), tech businesses nowhave a potentially
profound effect on cultural producers.

Poell et al. (2022) deserve great credit for delineating
a number of elements that are relevant to understanding
changing relations between platformisation and infras‐
tructure, including the need to differentiate particular
platforms (e.g., Facebook Messenger) from the platform
ecosystem that they operate within (i.e., Facebook’s
systems); and the way in which “boundary resources”
such as application programming interfaces and soft‐
ware development kits operate not only as “support” for
cultural producers, but also as ways of securing or con‐
trolling them. However, their main normative focus is
on the potentially pernicious effects of ownership rather
than on infrastructural principles per se, and on the prin‐
ciple of open‐ness mentioned in the previous section.

The most significant writing we have found that
applies understandings of infrastructural principles to
the distribution of media content is a chapter by
Christian Sandvig (2015), which explains how inter‐
net architecture, based on a “point‐to‐point” system
oriented towards communication between two nodes,
more akin to postal services than to television, had
to be radically amended to accommodate a new sec‐
tor of business organised around the distribution of
online videos. The thinkers behind internet architec‐
ture, and the commentators that followed them, in
Sandvig’s words, “expected that providing television via
the Internet would transform television, but instead
it caused the Internet’s distribution architecture to
become like television in significant ways” (2015, p. 237).
Sandvig outlines multiple efforts to solve the problem of
video distribution, via compression, streaming, buffering,
server farms, and so on, but how in the end “changes to
standards, protocol, and system architectures” had to be
made in order to shift to “a more familiar model of mass
communication,” exemplified by the rise of content deliv‐
ery networks, methods of caching files to ensure the pri‐
oritisation of those that required vast bandwidth (2015,
p. 238). The result was a hybrid of open‐ness and closure,
but increasingly centred on a “closed” mass audience
model. Sandvig’s is a vital precedent for our take here
but it makes strangely little mention of audio content.
While video content required much greater change to
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accommodate itsmuch greater bandwidth,music served
as a key testing ground for the transformative potential
of internet architecture’s open‐ness in the realm of infor‐
mation, entertainment and culture (in addition, radio has
arguably been as important historically as television in
terms of broadcasting infrastructures).

So how has music featured in debates and research
about internet infrastructure? There was a huge amount
of media coverage of music in the period following the
widespread take up of the internet in wealthy countries
in the late 1990s and early 2000s, when various websites
made it possible for ordinary internet users to share and
download digital files of music, threatening the system
of copyright that had sustained the recordedmusic indus‐
try. Polarised positions arose between thosewho empha‐
sised the need to protect copyright, often expressed
in terms of the interests of musicians, and those who
considered copyright to be a problem. In response to
these heated public debates, copyright emerged from
the specialist shadows to become a fashionable and
widely discussed topic across a range of academic dis‐
ciplines including media and communication studies,
law, and music studies (among many contributions, see
Lessig, 2004; Vaidhyanathan, 2001). There were also
numerous studies of “piracy,” peer‐to‐peer file shar‐
ing, and other related phenomena, some with a strong
emphasis on music (Andersson Schwarz, 2013; David,
2010). The dependence of such developments on the
open‐ness of the internet featured fairly prominently in
these accounts.

However, by the time music streaming platforms
had emerged as a new lasting basis for recorded music
commerce, from about 2015 onwards, the open infras‐
tructure of the internet seemed to disappear from the
academic agenda. Morris (2015)’s important book on
the digitalisation of music refers to infrastructure many
times but barely mentions the infrastructural ideals
behind the “open web” or its closure. In more recent
accounts, the first decade of the 21st century is often
treated as a brief period of chaos before order was
re‐established, first in the form of Apple’s iTunes and
then in the form of music streaming platforms such
as Spotify (Sun, 2019), with little reference to internet
infrastructure.Morris (2021) has a later article on “infras‐
tructures” of discovery, mainly in relation to podcasting
on audio platforms, but he seems to use the term as a
metaphor for “system.” The agenda of recent research
has been overwhelmingly to understand the new order
based on streaming, and little reference is made to the
period preceding it. But even in those accounts of dig‐
italisation published before 2015, which attempted to
tell the story of disruption, infrastructural politics were
almost entirely missing from the picture. There was con‐
siderable attention to particular sites and applications
such as Pirate Bay and Napster, but little consideration of
the information infrastructure that made them possible
(though Andersson Schwarz’s, 2013, excellent account of
how file‐sharers understand and justify their practices

recognises the importance of internet architecture). This
neglect seems all themore remarkable given howwidely
the term infrastructure is used in much recent writing on
media, music and culture.

On first sight, writings by Paolo Magaudda seem to
blend consideration of digital media infrastructures with
attention to the concept of platformisation, while mak‐
ing specific reference to music—in line with the aims
of this article. For example, Magaudda (2020) explores
how the concept of infrastructure might help develop
further the notion of music scenes, very widely used
in popular music studies to refer to the musical activ‐
ity built around particular genres in particular geographi‐
cal areas, mainly cities. Magaudda recounts instances of
the use of the term infrastructure in earlier research on
music scenes, where it was used to refer rather vaguely
to music venues and other institutions such as record
shops, and he asserts the need to understand how “new
kinds of digital infrastructures and platforms did much
more than offer a new space for fandom or new oppor‐
tunities to link together artists and listeners from dif‐
ferent countries and regions” (2020, p. 33). However,
it is not clear what Magaudda means by “digital infras‐
tructures and platforms,” nor how he understands their
different roles and their relationship. Instead, his dis‐
cussion of platforms is confined to a brief mention of
the increasing use of recommendation algorithms based
on user data, and some speculative comments about
the use of blockchain technology. A later contribution
(Magaudda, 2021) includes the thoughts of users on algo‐
rithms and musical taste, but the role of infrastructures
in such developments and the precise conceptualisation
of infrastructure in operation is not made clear there
either. As with so many treatments of implications of
“digital infrastructure” for media, as indicated in this sec‐
tion, there is no discussion of how the principles and val‐
ues underlying internet infrastructuremight have helped
to reshape music, and how later dynamics of platformi‐
sation, including the rise of recommendation algorithms,
etc., relate to those principles.

One detailed account of the infrastructure underpin‐
ning music streaming that we have been able to iden‐
tify, from a critical social science and humanities per‐
spective (rather than a purely technical one) is a chapter
on infrastructure in Eriksson et al.’s Spotify Teardown
(2019). The approach of that chapter is based on the
authors’ view that “to understand the logic and ratio‐
nale of streaming services such as Spotify, we need to
ask what exactly happens when data are turned into
music and vice versa” (Eriksson et al., 2019, p. 80). Their
analysis addresses specific elements of infrastructure in
some detail. For example, they outline Spotify’s “event
delivery system,” “one of the foundational pieces” of
Spotify’s data infrastructure—i.e., how data gets trans‐
ferred between different elements and places within the
company. They also discuss (pp. 82–88) data exchange
and interaction with other companies, such as the music
information retrieval company Echo Nest, which allowed
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for automated music recommendation to be integrated
into the service (Spotify eventually bought this com‐
pany); and Spotify’s collaboration with Facebook and
its opening of its application programming interfaces to
external developers, as Spotify attempted to mutate for
a while into more of a social media service. They analyse
Spotify’s systems for storing and retrieving data, includ‐
ing their shift from using their own servers to using
Google’s cloud services—though the significance of this
shift is not elaborated. The role of aggregators (Eriksson
et al., 2019, pp. 91–96) or digital distributors is also dis‐
cussed as part of their consideration of infrastructure
though it is not clear why the authors consider such dig‐
ital distributors or aggregators to be part of infrastruc‐
ture as such—possibly they too are using infrastructure
primarily as a metaphor for importance, here applied to
organisations rather than infrastructures per se. Yet the
role of Spotify and other platforms in closing down cul‐
tural possibilities thatwere fundamentally dependent on
key features and principles of internet and web infras‐
tructure are not addressed.

3. Infrastructural Systems as Resources and Digital
Platforms as Disciplinary Mechanisms

Our approach in this article is premised on the view
that details of particular infrastructural technologies are
rarely illuminating with respect to public culture and
media outcomes. Instead, our view is that if infrastruc‐
ture is going to be mobilised as part of truly critical
media studies, and to contribute to the understanding
of the potential for a more democratic, vibrant media
system that serves human flourishing for all, it is nec‐
essary to focus on the politics of infrastructure and
its place within evolving modes of capitalism (whether
understood as “informational capitalism,” “platform cap‐
italism,” or some other formulation; here we borrow
Cohen’s use of the former term but remain agnostic on
its merits).

In line with this approach, we highlight two aspects
of infrastructure that have only infrequently been recog‐
nised as central issues in the recent infrastructural turn
inmedia and communication studies: theway that infras‐
tructures potentially function as resources for many indi‐
viduals, organisations, communities, and groups; and the
infrastructural politics involved in disputes over their
provision. We derive this dual focus partly from legal
scholar Brett Frischmann’s (2012) book Infrastructure, a
source that has been largely ignored in media, commu‐
nication, and internet studies. While Frischmann’s work
addresses a range of infrastructures, including trans‐
port and environmental ones as well as “intellectual
infrastructures,” it is his work on internet infrastruc‐
ture that offers the most potential for understanding
the implications of information infrastructures for pub‐
lic culture, because of its emphasis on infrastructure as
a resource and on the politics surrounding the provision
of that resource.

Frischmann’s (2012) approach also happens to
offer routes for moving beyond the definitional and
conceptual chaos surrounding academic understand‐
ings of infrastructure already discussed, and he clar‐
ifies the specificity of information infrastructure. Like
many recent analysts of infrastructures, Frischmann’s
approach recognises that they involve more than just
pipes and tubes, the “stuff you can kick” (Parks, 2015a).
In the context of the internet, Frischmann (2012) bor‐
rows a distinction between the physical infrastructure
(“a wide variety of physical networks interconnected
with each other,” p. 319) and the “logical infrastructure”
(“the standards and protocols that facilitate seamless
transition of data across different types of physical net‐
works,” p. 319). This is consistent with the emphasis on
standards and protocols in internet governance research
that considers infrastructural questions (e.g., Musiani
et al., 2016); media studies and STS literature tends to
be rather less precise (Hesmondhalgh, 2022).

Compared with the internet governance literature,
the approach of another legal scholar, Julie Cohen, is
much more macro‐historical in focus, and shares our
concern (and that of political economy) with changing
relations between capitalism, technology, and culture.
Drawing on Frischmann’s understanding of infrastruc‐
ture (Cohen, 2019, pp. 40–41), she analyses the role
of (US) legal systems in laying the ground for three
large‐scale shifts characterising what she calls “informa‐
tional capitalism.” The first shift is capitalism’s drive to
produce property out of intangible resources, includ‐
ing the expansion of intellectual property across copy‐
right, trademark, and branding, the way for which has
been paved by a massive expansion of legal entitle‐
ments of rights owners. The second is that labour, land,
and money (the basic factors of production in a cap‐
italist economy in the classic work of economic histo‐
rian Karl Polanyi) have been reconfigured into “datafied
inputs to new algorithmic modes of profit extraction”
(Cohen, 2019, p. 25), centred on digital platforms. Cohen
(2019) sees this as a process of de facto appropriation
and enclosure with implications as profound for human
well‐being as the earlier enclosures of land and labour
that marked the beginning of the industrial phase of cap‐
italism. The third shift identified by Cohen as characteris‐
ing the rise of informational capitalism is theway that the
emergence of platforms from the new emphasis on data
has created a new layer of infrastructure, with huge ram‐
ifications for economic exchange. For Cohen, digital plat‐
forms do not just enter markets, but replace and rema‐
terialize them (2019, p. 42). Digital platforms have thus
come, in Cohen’s view, to serve as “strategies for bound‐
ing networks and privatizing and disciplining infrastruc‐
tures” (Cohen, 2019, p. 41).

What might Cohen mean by this latter formula‐
tion? A key element (though not the only one) con‐
cerns the lost potential of the original principles under‐
lying internet infrastructure or architecture, as dis‐
cussed by another legal scholar, Barbara van Schewick
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(2010). The term “architecture” is potentially as vul‐
nerable to misunderstanding and conceptual confusion
as “infrastructure,” but van Schewick uses it to mean
“the fundamental structures of a complex system as
defined during the early stages of product development”
(van Schewick, 2010, p. 20); we follow Frischmann in
translating van Schewick’s “architecture” into “infrastruc‐
ture.” Van Schewick (2010) shows that internet architec‐
ture depends on three fundamental principles: modular‐
ity, layering, and the end‐to‐end principle. Modularity is
the design principle ofmaking elements of a system inde‐
pendent of each other. Layering represents a particular
version of modularity, whereby themodules or elements
are organised hierarchically. Scholars nearly always use
layered models of the internet to understand the rela‐
tions of dependence and complementarity underlying
its functioning, and, drawing on van Schewick and oth‐
ers, Frischmann (2012) adopts a five‐layer model (see
Table 1) whereby the physical and logical infrastructure
layers provide the foundations for “higher” layers of
applications and content (third and fourth layers) but
also a “social layer” of networks, affiliations and groups
(see Zittrain, 2008, pp. 67–69, for a similar model).

The important point is that the end‐to‐end principle
(or strictly speaking, a particular, “broad” version of it;
see van Schewick, 2010) organises this layering so that
the lower layers of the network are as general as possi‐
ble, while all application‐specific functionality is concen‐
trated in higher layers at “end” hosts. Thismeans that the
lower layers are in effect “blind” as to the way in which
the internet is used, and to the identity of the user.

Crucially, in terms of the politics of the internet,
end‐to‐end design “sustains an infrastructure commons
by insulating end‐users from market‐driven restrictions
on access and use of the infrastructure” (Frischmann,
2012, p. 322). It does so because if infrastructure
providers follow end‐to‐end principles strictly, they “can‐
not distinguish between end uses, base access deci‐
sions or pricing on how packets may be used, or opti‐
mize the infrastructure for a particular class of end‐uses”
(Frischmann, 2012, p. 322). It is this and other related
aspects of internet infrastructure that Cohen is refer‐
ring to in seeing platforms as “strategies for bounding

networks and privatizing and disciplining infrastructures”
(Frischmann, 2012, p. 322). Ten Oever (2021) also cap‐
tures the tangle of issues here by distinguishing three
key elements of the “internet architecture imaginary”:
the end‐to‐end principle, but also permissionless innova‐
tion (that there are no barriers to the development of
new protocols), and open‐ness (for example, that new
computers can be added, and that information can travel
freely from node to node).

It perhaps goes without saying that this set of values,
which are both technical and ethical, were rapidly com‐
promised, even in the early internet, by forces such as
privatisation and the erosion of such principles in gov‐
ernance organisations. And they can be applied in dubi‐
ous ways by powerful actors, for example by justifying
problematic applications of ideas of liberty and auton‐
omy, as shown by Cath’s (2021) ethnographic study of
the Internet Engineering Task Force’s attitudes to the
relationship between technological development and
human rights. Our goal in this article is not to celebrate
these infrastructural principles but to analyse the fate of
their potential in terms of media, communication, and
culture, focusing on the domain of music.

As indicated in Section 1, one way of summarising
this set of values or principles is “open‐ness” (though ten
Oever, 2021, lists this as merely one of the key elements
of the “architecture imaginary”); another is Zittrain’s
“generativity.” Early utopian accounts of the emancipa‐
tory potential of the internet made frequent reference to
such open‐ness (Russell, 2014, traces the emergence of
open standards and associatedways of thinking). Perhaps
because the internet has so clearly fallen short of the
aspirations of its idealistic early proponents, discussion
of these principles and their lost potential is rarely found
in recent media research on the impact of the internet
on culture and communication. Yet it is surprising that,
in a media studies context where infrastructure is such a
fashionable term, this vital and consequential aspect of
internet infrastructure has been so ignored.

The role played by digital platforms in “closing down”
this open‐ness or generativity also seems poorly under‐
stood. Of course, many observers, from inside and
outside academia, have a sense that the internet has

Table 1. Five‐layer model of the internet.

Layer Description Examples (music streaming)

Social Relations and social ties among users Integration with social networking platforms
(i.e., Facebook)

Content Information/data conveyed to end users Music files, playlists

Applications Programs and functions used by end‐users Desktop and mobile media players

Logical Standards and protocols that facilitate transmission Content delivery networks, event delivery
Infrastructure of data across physical networks systems

Physical Physical hardware that comprises interconnected Cable and satellite networks, data centres,
Infrastructure networks routers, and servers
Source: Adapted from Frischmann (2012, p. 320).
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“gone wrong” in some way and a huge number of crit‐
ical accounts have appeared, in academic and trade
publishing, in recent years, dealing with both infras‐
tructure and platforms. In some political economy ver‐
sions analysis of digital platforms, this is sometimes
reduced to questions of ownership, to control by mas‐
sive tech corporations, often with excessive focus on the
famous GAFAM (Google, Apple, Facebook, Amazon, and
Microsoft) oligopoly, or on the dependence of platforms
on the collection of data (e.g., Smyrnaios, 2018; Srnicek,
2016). Ownership and datafication are extremely impor‐
tant, involving vital problems of democratic control and
power, and such accounts do attempt to analyse how
digital platforms are embedded in a broader context of
the evolution of capitalism in the digital age. But they
do not in themselves address how the infrastructural
open‐ness or generativity of the internet, just outlined,
has been affected by platforms, nor do they make any
sustained attempt to theorise the relationship of digital
platforms to media or internet infrastructures. Indeed,
many of these accounts, including some of those char‐
acterisable as political economy (such as Srnicek and
Smyrnaios) often resort to using the term “infrastruc‐
ture” in the vague metaphorical way that we critiqued
earlier. Much more helpful in understanding the dynam‐
ics ofmedia infrastructure is research frompolitical econ‐
omy of media on telecommunications, including that
already mentioned above (Schiller, 2000; and Winseck,
2017, also demonstrates the problematic focus on the
GAFAM oligopoly in some of the other political econ‐
omy accounts just mentioned). Also worth noting is
work from critical geography media infrastructures on
how telecommunications infrastructures such as broad‐
band and mobile telephony powerfully delineate space
(Easterling, 2016). But none of these resources concep‐
tualises the role of digital platforms in closing down
the architectural principles of open‐ness and genera‐
tivity that underlay the early internet (though Srnicek,
2016, pp. 110–112, makes brief reference to Amazon
and Google as “closed platforms”). One way of explain‐
ing this move is that platforms “often just work better
or fit better” into the lives of consumers (“the screen
comes to them, they don’t have to go to the screen,” in
thewords of aWorld Economic Forumpublication [Drake
et al., 2016, p. 53]). But we still need an understanding
of how platforms were able to offer this convenience to
consumers, and what was lost in the process. Cohen’s
(2019, p. 41) vision of platforms as “strategies for bound‐
ing networks and privatizing and disciplining infrastruc‐
tures” opens the door to a greater engagement bymedia
research with such questions, which we now pursue in
the section that follows.

4. The Platformisation of Music as a Closing Down of
Infrastructural Possibilities

Cohen’s macro‐historical and densely theorised account
does not examine the implications of the enclosure and

commodification she identifies for particular domains of
culture and communication, at least not in any detail.
How then might a version of such an account of infras‐
tructure, embedded within a political economy of infor‐
mational capitalism, and centred on the three shifts iden‐
tified by Cohen (which we might cautiously summarise
as propertisation, datafication, and platformisation) be
developed and applied to media and culture, here using
the specific case study of music?

Whatmakes the case of recordedmusic a particularly
revealing one is the stark historical contrast it presents
between the current situation and a not‐so‐distant past
when huge amounts of musical activity were afforded by
digital architecture organised according to a very differ‐
ent logic, andwheremusic acted as a test case for radical
changes that might take place in other culture and infor‐
mation sectors. Music had this role foisted on it because
it does not take up much bandwidth, at least compared
with video, and also because CDs already contained huge
amounts of “unprotected” music which could be shared
online, once (easily) compressed into the highly portable
MP3 software format. This mademusic technology a site
for experiments in how to use the internet as the basis
for new ways of exchanging information and entertain‐
ment, based on the infrastructural features and princi‐
ples outlined in the previous section, including permit‐
ting commons‐based use of computing resources.

One notable such experiment was the use of peer‐to‐
peer computing, based on the principle that each node in
the network is an equal peer which simultaneously func‐
tions as both a client and a server. The famous Napster
website was not actually based on peer‐to‐peer but it
offered easy search via a display of the files currently
available from the computers of logged‐on users. This
made it popular but its centralised nature meant that
courts held it responsible for not preventing infringe‐
ment. This did not apply to peer‐to‐peer sharing proto‐
cols such as BitTorrent, and these were a much greater
threat than Napster. The recorded music industry took
action to protect its copyrights against these various
technologies by criminalising their use, including the
prosecution of ordinary file‐sharing users (David, 2010).
But the bad publicity generated by such developments
meant that rights‐holders shifted to different solutions.

Let us now apply a version of Cohen’s triad of prop‐
ertisation, datafication, and platformisation to the case
of online music. Propertisation involved a mix of legal
and technological means. Following intense lobbying by
rights‐holders, courts, especially in the US, issued judge‐
ments that predictably affirmed these owners’ views
about intellectual “property” (a term that had by the
late twentieth century become naturalised as a way of
thinking about cultural products, itself the culmination of
a long ideological battle by cultural‐industry businesses,
going back decades). Meanwhile, record companies
introduced means of preventing the kinds of circulation
that internet infrastructure permitted, through the intro‐
duction of encryption software that sought to control
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reproduction and sharing, at least for ordinary users, in
the form of digital rights management controls. Publicity
about prosecution and “illegality,” along with growing
problems of spam in the chaos of the open web, helped
to create a climate of anxiety amongmore nervous,more
dutiful, and often older groups of citizens, who sought
out “safer,” more secure, and more seamless online
musical experiences, though digital rights management
proved clunky and unpopular with consumers.

An even more significant technological develop‐
ment, in terms of the role of propertisation in clos‐
ing down the generative potential of internet architec‐
ture, was the introduction of what at the time were
called “trusted systems,” which offered copyright own‐
ers greater and more precise control over their prod‐
ucts (Gillespie, 2007). By contrast with the relatively
open protocols associated with connected PCs, these
often involve what Zittrain (2008, p. 101) called “teth‐
ered appliances,” more centrally controlled devices such
as mobile phones and games consoles, which no one
can tinker with. As Tarleton Gillespie (2007) showed in
an excellent account seemingly overlooked by nearly all
music scholars and more recently by media and inter‐
net researchers, the reason behind the word “trusted”
is that software rules protecting files from copying and
sharing are built into devices and software systems built
around particular devices. Such “black box” devices do
more than respond to infringement, they allow for “an
incredibly subtle and parsing of the use of information
so as to be sold” (Gillespie, 2007, p. 55).

“Trusted systems” in the realm of music paved the
way for what soon came to be known as “datafication,”
in this context meaning the ability to extract profit from
the collection and analysis of data. The enormous value
of data had been made clear via a whole set of separate
developments, including the discovery by Google of the
vast profits to be made from what Zuboff (2019, p. 81)
has called the “behavioural surplus,” the accumulation
of vast behavioural data beyond that needed to improve
services, instead oriented towards predictions for accu‐
rate digital targeting, especially via search and recom‐
mendation algorithms. In music, Apple’s iTunes system
began to provide personalised experiences of recom‐
mendation in 2003 and operated as a trusted system, far
removed from peer‐to‐peer. Even more significant was
the iPhone (Apple do not sell data to third parties but
experimented with personalisation technologies).

Crucially, these tethered devices were increasingly
linked to websites operating on similar principles
(Zittrain, 2008, pp. 101–106), which eventually came to
be known as digital platforms. In music, the innovation
of firms such as Spotify and Deezer was to build trusted
system architectures on top of internet infrastructure,
making it impossible for all but the most sophisticated
users to share or tinker, rendering them hardly platforms
at all on the user side (cf. Sandvig, 2015). At the same
time, they developed business models based on either
advertising (already proven to be successful and lucra‐

tive in the form of YouTube) or subscription (Rhapsody
and the “legal” reincarnation of Napster both showed
the potential of this model). Once a tipping point of secu‐
rity for content providers and seamlessness for users was
achieved, most notably by Spotify, rights‐holders (mainly
the major multinational record companies, and their
“publishing” arms, i.e., those dealing with song rights)
began to license their content to streaming platforms—
though at a premium.

The platform model, based on “technical protocols
and centralized control to define networked spaces in
which users can conduct a heterogeneous array of activi‐
ties and to structure that space for ease of use,” (Cohen,
2019, p. 41) eventually produced substantial revenues
(though rarely big profits) for companies and products
able to create and exploit “first mover” (or first win‐
ner) advantages, across a range of sectors. Vast amounts
of investment were necessary to build platform infras‐
tructures on top of the internet, but as investor con‐
fidence gradually started to build, financing poured in.
Music technology companies became able to attract very
high levels of financial investment, nearly a billion dol‐
lars between 2011 and 2013 (Mulligan, 2015). Just three
music technology companies (Spotify, Deezer, and Beats)
accounted for 70% of this sum. All operated on the plat‐
form model.

Concurrently, themassive data needs of the platform
model required enormous computing power, and the
solution that emerged was outsourced “cloud” storage
and retrieval. While listening to a track on Spotify always
involves musical files being transferred from remote
servers to a personal computer, back in the early 2000s,
music consumption through BitTorrent only involved file
transfer between individual personal computers, with‐
out the need for the centralised infrastructure system
that underlies the Amazon and Google cloud empires
that serve streaming platforms.

The result is a musical ecosystem that now essen‐
tially consists of two parallel oligopolies: music platforms
owned and controlled by technology companies (with
Spotify, Apple, Google, and Amazon dominant across
much of the world, and Tencent in China) and a record‐
ing sector with corporate rights owners scarcely less prof‐
itable anddominant thanbefore the internet.Whilemusi‐
cians can now try to make their music available to global
audiences without passing through record companies,
they are unlikely to be heard or paid much at all with‐
out them. Certainly, successful musicians stood to have
their share of earnings from rights eroded by the chaos
unleashed by internet generativity. But new payment sys‐
tems would surely have emerged and perhaps under dif‐
ferent terms than those in which the major‐dominated
recording and publishing industries prevail. The threat
temporarily posed by the “open” and “generative” archi‐
tecture of the internet was well and truly contained, and
while this “enclosure” preceded platforms, it was only
with platformisation, underpinned by propertisation and
datafication, that it was more or less fully realised.
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5. Conclusions

The perspective developed here is intended to illumi‐
nate the politics of information infrastructures in terms
of public culture and media, here demonstrated by the
case of music. This, we would argue, is a particularly
illuminating case study, firstly because it was in the
realmof onlinemusic that the infrastructural potential of
“open” or “generative” architecturewasmost fully appar‐
ent, and secondly, because music represents a remark‐
ably successful and rapid instance of platformisation,
across much of the world. But beyond that, our per‐
spective points us to the normative implications of the
incorporation of music into information capitalism that
the legal studies perspective helps to illuminate. This
has involved networks becoming mainly platforms, sup‐
ported by infrastructure designed to ensure security and
seamlessness, rather than the generativity, interactiv‐
ity, and open‐ness envisaged by an earlier generation of
internet enthusiasts. While some of the predictions of
democratisation were naïve and even silly, they recog‐
nised something extraordinary about internet infrastruc‐
ture, which has in many respects been lost. Instead,
platformisation has allowed something more than just
oligopolisation of ownership. It has enabled the incorpo‐
ration of music into what Durham and Born (2022) have
called a “rentier” model of musical exchange. Rent here
means something different from the rent paid to a land‐
lord by a tenant; it refers to a specialist economic sense
that has been defined in a mass of sometimes contradic‐
tory ways. At the heart of this use of the term “rent,” as
Brett Christophers (2020, p. xvi) shows in his bookRentier
Capitalism, is economic actors receiving rewards “purely
by virtue of controlling something valuable.” In this case,
it involves not only intellectual property assets, long cen‐
tral to music, but also platforms and infrastructures, the
latter a resource organised not on a generative and open
basis, but as assets to be milked by providing a service
that only a very small number of corporations can afford
to offer.

How does infrastructure influence or shape culture,
if at all? In this article, on the basis of a case study of
music, we have sought to demonstrate that one impor‐
tant way to consider infrastructure as part of an account
of how culture is shaped and influenced is to examine
developments in infrastructural politics over a relatively
long duration, as part of a macro‐historical account of
change and continuity. Specifically, we use the case of
music to show how platforms have operated as the main
means by which the democratising and emancipatory
possibilities afforded by the (always partial) commons‐
based open‐ness of internet infrastructure were eroded
or “closed down.” What seems strange, in terms of aca‐
demic research, is that, in spite of the popularity of terms
such as platforms and infrastructure, this erosion has
hardly been recognised, let alone analysed, in recent
media and communications research on those topics.
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1. Introduction

At a meeting in the spring of 2022, directors of sev‐
eral departments and two of the key developers at
the Danish tabloid Ekstra Bladet discussed various tax‐
onomies for describing and categorising news content,
for example by topic. They discussed the pros and cons
of the industry‐standard taxonomy developed for dig‐
ital marketing by the Interactive Advertising Bureau
(IAB) and the taxonomy of the International Press
Telecommunications Council (IPTC). Among the more
than 700 members of the IAB are Microsoft, Amazon,
Nielsen, Spotify, Yahoo, and Twitter, while the IPTC
standard is developed for media companies. The edi‐
tors agreed that some 80% of the categories and sub‐

categories were usable but that new categories had to
be added, as the taxonomy seemed “overly commercial.”
Hence, they embarked on the task of adjusting this tax‐
onomy to their own context. They coded thousands of
articles, removed categories, added their own, and even‐
tually negotiated an adjusted taxonomy, which was a
combination of categories from the IAB, IPTC, and their
own categories adjusted to the needs of Ekstra Bladet
and the specific context of news.

This scene from our fieldwork took place almost
50 years since Tuchman (1973) convincingly showed how
journalists categorise the news in order to “routinise the
unexpected” in everyday news production. In her sem‐
inal sociological study of newsrooms, she showed how
news stories were categorised and hierarchised and how
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a given news flow (and thus reality, she argued) is socially
constructed in journalistic practice. Today, news are still
categorised according to internal journalistic criteria and
economic news values, but they are also categorised
to allow the application of performance metrics and to
ensure distribution to increasingly personalised digital
news sites, search engines, and social media platforms.
Thus, the opening example from our fieldwork illustrates
how the news media link themselves to larger infrastruc‐
tures and thereby adapt to certain logics of platformisa‐
tion, thus negotiating their own autonomy, norms, and
values in the process.

It is no understatement that in the past 15 years,
we have seen an intensified datafication of news indus‐
tries. Most significantly, the distribution of news has
experienced a radical change, as the communicative
system and the infrastructural conditions of distribu‐
tion have moved from being operated by media com‐
panies themselves, as was the case with the printing
press, or by states, such as with much of telecom and
postal infrastructures in the Western context (Flensburg,
2020). Due to its complexity and ability to transfer data
on a global scale, much of the material infrastructure
is owned by large technology companies, resulting in
what van Dijck et al. (2018) termed “platform societies.”
Research has begun to examine how this development
affects other spheres of society, for example, by show‐
ing how the news media adapt to these logics of datafi‐
cation by increasingly basing decision‐making practices
on the algorithmic processing of audience and user data
(Christin, 2020; Kristensen, 2021; Petre, 2021).

In this article, our focus is on how these technologies
become deeply ingrained into the organisational struc‐
ture of the news organisation. We argue that it is impor‐
tant to examine the material basis of news production,
scrutinising the interdependencies between newsmedia
and infrastructures to understand how new logics are
entering the processes of media production and distri‐
bution (Simon, 2022, p. 1833). As such, they are not
simply value‐free plug‐and‐play packets of software but
actants with purposes and values built‐in (Friedman &
Nissenbaum, 1996; Thurman, 2011). They exist in what
Poell et al. (2022) call “spaces of negotiation,” which
means that news media to a varying degree adapt to
the inherent logics and audience constructions andmake
them fit their own values and norms, for example how
they perceive the audiences. These “fittings” are impor‐
tant because they also make the values and norms
durable, as they become part of the technical systems.

The article first positions our research question in the
existing literature, arguing that we need to look closer at
how the materialities and technologies of news distribu‐
tion are implemented, but also negotiated along the way.
Next, we present the conceptual‐theoretical framework
of infrastructure capture (Nechushtai, 2018) and media
logics (Altheide & Snow, 1979), which leads to the for‐
mulation of our research question. This is followed by a
methods section. The first part of the analysis maps the

infrastructural elements of news production, news dis‐
tribution, and commercial viability of news. The second
explores how media organisations negotiate power over
dominant logics by designing their tech stacks. Building
on this, we argue that infrastructure capture is negoti‐
ated and manifested through three overall logics: logic
of datafication, standardisation, and classification.

2. Literature on the Infrastructures of News
Distribution

In recent years, scholars have theorized and examined
the increasing dependency between news organisations
and the infrastructures supplied by commercial plat‐
forms, a trend which has resulted in the “platformisation
of the news” (van Dijck et al., 2018, p. 49). Drawing on
software studies, political economy, and business stud‐
ies, Poell et al. (2022, p. 5) argued that platforms can
be understood as “data infrastructures that facilitate,
aggregate, monetize, and govern interactions between
end‐users and content and service providers.” This defi‐
nition illustrates that platforms simultaneously operate
as multi‐sided markets, data infrastructures, and gover‐
nance frameworks.

Several scholars have addressed howvarious systems
sustaining news production and distribution influence
the work of journalists. For example, studies of how
audience measurement data impact editorial choices
(Anderson, 2011). Furthermore, an increasing number
of studies are examining the use of recommender sys‐
tems by news organisations. This research emphasises
that news organisations vary regarding the use of recom‐
menders (Møller, 2022) and contradict public service val‐
ues, such as universalism (Sørensen, 2022). In addition,
how they impact diversity (Neyland&Möllers, 2017) and
can bedesigned to support democratic values (Helberger,
2019). We argue that the literature has to some degree
overlooked the material aspects of both metrification
and personalisation, in that it involves building complect
tech stacks and tech systems inside media organisations.
By taking an infrastructure approach, we contribute with
new knowledge on how decisions concerning the imple‐
mentation of these systems are negotiated in a news
organisation domain, questioning more broadly how the
autonomy of news organisations is negotiated in the
implementation of systems for production, distribution,
and monetisation. Poell et al. (2022) theorised the rela‐
tionship between news media and the providers of tech
solutions as a space of negotiation and argued that
the relationship between platforms and news media is
not one‐sided, as news organisations also adopt the
platformisation that they encounter. We find this valu‐
able for examining how news organisations approach
the development of tech systems and AI‐driven distri‐
bution differently, depending on their size and type of
news organisation.

We take a material rather than a relational approach
to the study of infrastructure, in line with what has been
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called for by Flensburg (2020) and FlyverbomandMurray
(2018). This entails focusing on the interplay between
the technologies and organisational cultures to under‐
stand how the technologies shape the institutions and
practices they sustain. This approach also helps us under‐
stand that the infrastructures are “stacked” via a large
number of smaller systems or tech stacks, as they are
referred to in the industry. This means including every‐
thing from the deepest levels of hardware (e.g., data
storage) to themore dynamic layers of software develop‐
ment. Hence, the development of AI within news organ‐
isations requires us to analytically go beyond observing
relationships between publishers and “traditional” social
media platforms to include emerging data, code, and
model‐sharing platforms such as Github, PyTorch, and
HuggingFace. Of interest to this study is work that exam‐
ines the emergence and implications of cloud infras‐
tructures as preconditions for platformisation. Narayan
(2022), for example, provided an analysis of the plat‐
formisation of computing assets in which she exam‐
ined how platform infrastructures expand through cloud
infrastructures. She referred to this tendency as “radical
outsourcing” andpointedout that very little is still known
about cloud providers and their practices of expansion
through these outsourcing processes (Narayan, 2022,
p. 916). From a social perspective, these infrastructures
also give rise to new practices. Such studies show how
the development of AI analytics is financed through cre‐
ative practices of reusing data, codes, and models from
one context and fitting them into a different context, as
well as how these creative practices involve new con‐
ditions of infrastructural dependency and vulnerability
because of the risk of infrastructural lock‐in, infrastruc‐
tural decay and new licence models (Thylstrup et al.,
2022). The present article contributes to these studies by
expanding knowledge about how infrastructural devel‐
opment and platformisation processes unfold in the field
of news and the social practices they engender.

3. Theoretical Framework: Media Logics and
Infrastructure Capture

Infrastructure, in crude terms, refers to an “underlying
foundation or basic framework” (Infrastructure, n.d.).
In our research, we zoom in on the media backend as
an infrastructure of the individual media organisation
and its relation to the larger infrastructure of the inter‐
net and platforms (Plantin et al., 2018). Although we
fully recognise the importance of tangible large‐scale
infrastructures, such as undersea cables, this study lim‐
its its empirical scope to focus on the media backend,
an infrastructural micro‐perspective onemight say. Thus,
we position ourselves in previous research that exem‐
plifies infrastructures as “software, data, and technolo‐
gies from outside newsrooms” (Ananny & Finn, 2020,
p. 1600), “search engines and related systems” (Feuz
et al., 2011, para. 13), or “protocols (human and com‐
puter), standards, and memory” (Bowker et al., 2009,

p. 97). Infrastructures are often defined in terms of their
affordances and characteristics (Flanagan et al., 2008;
Star & Bowker, 2002). They are built on top of previously
installed infrastructures; thus, it can seem that we are
dealing with a patched systemwith infinite versions (Star
& Ruhleder, 1996). A functioning infrastructure requires
standardisation across systems and former versions of
systems. This also means that elements of infrastructure
are embedded in—and therefore cannot be viewed as
separated from—the values of former and current struc‐
tures. Lastly, following Star and Ruhleder (1996), we view
infrastructures as shaped by conventions of a community
of practice, but simultaneously, they shape practice.

To connect the infrastructural focus to our interest
in media, a conceptual lens is provided by the concept
of “media capture” and, more specifically, Nechushtai’s
(2018) concept of “infrastructure capture.” This notion
refers to “circumstances in which a scrutinising body
is incapable of operating sustainably without the phys‐
ical or digital resources and services provided by the
businesses it oversees and is therefore dependent on
them” (Nechushtai, 2018, p. 1043). The capture can be
both material and non‐material, with the first referring
to instances in which a regulator is benefitting finan‐
cially from the industry it is overseeing (Nechushtai,
2018, p. 1046). Non‐material forms are cultural and cog‐
nitive capture, which refer to capture through formal
channels, for example, public relations efforts, and cap‐
ture through informal relations, for example, personal
relationships (Nechushtai, 2018, pp. 1046–1047). Simon
(2022) demonstrated the usefulness of Nechushtai’s con‐
cept of infrastructure capture in his analysis of how AI
technologies are increasingly permeating the phases of
journalistic gatekeeping. Simon argued that the capture
and potential loss of control and media autonomy occur
at different paces in the news industry and in news pro‐
duction (Simon, 2022, p. 1843). Eventually, news organ‐
isations risk adopting the logics of the external plat‐
forms and actors that are sustaining news production
and distribution while simultaneously being competitors
in seeking the attention of users. Autonomy is one of the
key dimensions upholding the journalistic profession and
refers in this article to the ability of the media and jour‐
nalists to carry out professional routines without being
influenced or having obligations to external actors, here
the providers of infrastructure (Singer, 2007). In line with
Simon (2022, p. 1833), we consider infrastructure cap‐
ture and autonomy to be on opposite sides of a theo‐
retical continuum which delineates the level of depen‐
dence between media and platforms. We acknowledge
that our mapping does not give us an exact answer as to
whether media are “captured” by infrastructure. Instead,
our mapping and subsequent analysis make use of the
concepts to illustrate the negotiations happening within
news organisations regarding infrastructure.

To operationalise infrastructure capture, we apply
an adaptation of the theory of media logic first intro‐
duced by Altheide and Snow (1979). Media logic
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theory concerns itself with the “assumptions and pro‐
cesses for constructing messages within a particular
medium” (Altheide, 2016, p. 1). Altheide and Snow
(1979) employed the term “logic” in the singular, but
as Thimm et al. (2018, p. 3) noted, today’s networked
media landscape is far more complex than in the mass
media tradition fromwhich Altheide and Snow departed.
As such, several logics have been proposed in later
years to account for the changes in media technolo‐
gies and conditions (Couldry, 2008; Klinger & Svensson,
2018; van Dijck et al., 2018). In this study, we align
with Klinger and Svensson (2018, p. 1244), who argued
that “media logics as specific norms, rules and processes
both influence and are influenced by the involved actor.”
Journalistic logics thus influence and are influenced by
multiple competing logics. Extending this thinking, our
goal is to investigate which logics are at play in infras‐
tructuring as news media implement and develop sys‐
tems in their tech stacks. Following this, the study aims
to answer the following research question: How are the
autonomy and infrastructure captured vis‐à‐vis external
tech providers negotiated in the process of implement‐
ing and developing tech systems as infrastructure for the
production and distribution of news?

4. Methodology

This research rests on a combination of interviews,
fieldwork, and desk research. The first analytical part
presents a mapping of the backend systems of several
media organisations. This is based on a policy and doc‐
ument analysis, combined with our interviews, field‐
work, the StackShare website (https://stackshare.io),
and searching the web for software solutions mar‐
keting themselves for the media industry. We also
attended industry conferences, WebSummit in 2021 and
TechSummit in 2021, and participated in industry net‐
works such as the Nordic AI Network, where news
media collaborate and exchange ideas on how to imple‐
ment various tech systems and put together their “tech
stacks,” meaning the composition of systems on which
news sites, news work, and news distribution are built.
Methodologically, the aim of this study is not to provide
a full picture of the extent to which these systems are
used by different organisations, but the methods allow
for an overview of the vast types of systems in all infras‐
tructural corners of the news organisations, including
production, distribution, and the commercial part of the
news industries.

The mapping and the subsequent analysis are also
based on in‐depth interviews with 13 European and
US‐based publishers and intermediaries, an analysis of
press releases and software documentation from system
providers, and ethnographic observations in the devel‐
opment departments of two large Danish news organisa‐
tions. We selected these two news organisations based
on their publicly announced aim of developing indepen‐
dent data infrastructure platforms and personalised rec‐

ommender systems. For the interviews, we included US‐
and UK‐based media to assess potential similarities and
links in the deployed backend infrastructures in our map‐
ping, and they provided us with a backend understand‐
ing helpful for choosing cases for the focus points in
the ethnographic observations. The initial fieldwork took
place at Jysk Fynske Medier (JFM) from May 2019 to
May 2021. JFM has around 1,850 employees and cov‐
ers parts of North Zealand, all of Fynen, and most of
Jutland. It has 15 regional subscription newspapers and
63 local free weeklies. The second fieldwork phase took
place at Ekstra Bladet in JP/Politikens Hus from February
to November 2022. Ekstra Bladet is a national newspa‐
per in tabloid format and is one of the most read in
its online version. It has around 300 employees, but a
total of 2,100 people are employed at JP/Politikens Hus.
The observations focused on the development depart‐
ments and analytics departments and the managerial
level to understand which and how systems were cho‐
sen, developed, and implemented. For this reason, we
focused less on the newsrooms of the two organisations,
although the journalists were implicitly present in both
the observations and interviews as the “users” of many
of the systems implemented during this period. We par‐
ticipated in meetings on project management as well as
on everyday work two to three times per week during
the observation period.

The interviews were conducted from May 2020 to
November 2021 (see Table 1). The news organisations
were selected following desk research on which news
organisations were and are experimenting with AI in var‐
ious forms and designs of, for example, recommender
systems or in‐house metrics and data analytics tools.
The system providers were chosen because of their ser‐
vices being aimed at and employed by media companies.
The interviews lasted from 40 to 60 minutes and were
transcribed shortly after and analysed thematically using
the NVivo software package (Braun & Clarke, 2006).

5. Analysis

5.1. Mapping the Backend of News Organisations

In Table 2, we present our mapping of the infrastructural
systems sustaining the media. We categorised the sys‐
tems and services into three levels: (a) production and
publishing technologies, (b) distribution technologies,
and (c) technologies that sustain the commercial viability
of media (monetisation). Publishing technologies refer
to the systems that form the basis of the workings of
the news site. Production technologies refer to the sys‐
tems used by journalists in their production processes.
A characteristic of these is that they have a user interface,
for example, typing in article text in a content manage‐
ment system, choosing photos from a photo library, and
using audience measurement systems. There are multi‐
ple ways of reaching the audience and we know from
previous research that users access content on social
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Table 1. Informants.

Identifier Organisation Country Position/Field

1 TV2 Denmark Journalist and developer
2 Chartbeat US Account executive
3 Amedia Norway Head of digital development
4 Amedia Norway Head of engineering
5 Ekstra Bladet Denmark Head of research and innovation
6 JFM Denmark Editor of data and analysis
7 Mitt Media Sweden Data scientist and project manager
8 The Guardian UK Director of engineering
9 Midtjyske Media Denmark Head of digital development
10 The New York Times US Data science lead
11 Information Denmark Head of digital development
12 Altinget Denmark Editor of IT and development
13 Ekstra Bladet Denmark Data science developer
14 Ekstra Bladet Denmark Data science developer
15 JFM Denmark Digital editor
16 JFM Denmark Developer
17 JFM Denmark Developer
18 Google Spain Partner manager
19 Infomedia Denmark Head of data science

media, via search engines, newsletters, and, of course,
via the media website itself. These are categorised as
distribution technologies. In our mapping, we included
technologies that enable monetisation. They may not be
directly involved in journalistic practice, but they are key
points of exchange of data and standards between sys‐
tems used in production, distribution, and advertising.

As is the case when dealing with infrastructures,
individual technologies sometimes cross categories. For
example, content management systems often “solve”
several tasks, and other systems are embedded into
them. In addition, some technologies, such as cloud ser‐
vices, are foundational for all other systems to run. These
deeply rooted infrastructural interdependencies are cat‐
egorised here as “production and publishing technolo‐
gies” for simplification purposes.

First, we find it striking that there are so many sys‐
tems involved on various levels of the newsmedia, which
indicates a high level of infrastructuring via tech systems
overall. While the printed newspaper also had to be
printed and delivered, the infrastructural systems today
are increasingly complex and involve many more actors
and providers of such services and systems. Interestingly,
the mapping further highlights that platform companies
are present in all three categories of infrastructural tech‐
nologies sustaining the media. The representation of
Google products is especially striking, suggesting that
infrastructure capture can take place on multiple levels.
Zooming in on a case from each of the levels of tech sys‐
tems in the following second part of our analysis allows
us to show how different infrastructural logics are at play

in the process of implementing, highlighting logics of clas‐
sification, standardisation, and datafication.

5.1.1. Infrastructure Capture Through Classification
Logics

In Section 1, we presented the Danish tabloid Ekstra
Bladet. Here, the team of developers experimented with
large languagemodels, which aremachine‐learning algo‐
rithms that can recognise, predict, and generate human
languages on the basis of very large text‐based data sets.
Automated textual analysis is particularly useful for the
implementation of recommender systems, as well as for
pairing certain forms of content with advertisers or for
coupling articles with supplementary relevant informa‐
tion from the internet. The development usually involves
several steps, the end goal being to automatically analyse
articles, content, or pictures and to categorise them so
that they can be paired with the interests of the specific
user and this user’s history and profile. By automatically
creating ways for content to flow through the systems,
the news media link themselves to larger infrastructures
of data. Hence, the purpose of the standardised cate‐
gories is that they allow for integrationwith, for example,
search engines, whose web crawlers require standard‐
ised data categories to “understand,” store, and subse‐
quently make news content visible:

Our ranking systems for news content across Google
and YouTube News use the same web crawling and
indexing technology as Google Search to continually
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Table 2. Technologies sustaining news media.

Categories of Commonly used
technologies Facilitation in practice Technologies service providers

Monetisation
technologies

Advertising; handling of
subscriptions, log‐ins, customer
profiles, and customer
engagement; audience insights
and business intelligence;
strategy/resource allocation

Ad exchange server, customer
data platform, audience
measurement (for marketing
purposes), customer
relationship management,
data warehouse

Google ads, Oracle responses,
Twilio, Tealium, Adform,
Google Analytics, BigQuery
(Google), ElasticSearch

Production and
publishing
technologies

Content storage and content
delivery

Server/database and content
delivery network

Amazon DynamoDB, Fastly,
AWS, CloudFront (Amazon),
Cloudflare, Akamai, Microsoft
Azure, Firebase

Producing and publishing news
to the news site and/or
news app

Content management
system/publishing platform

Stibo CUE, Wordpress VIP,
Sitecore, Drupal

Adding storytelling elements
and data to news articles

Storytelling and visualisation
tools

Infogram.com, Google Fusion
Tables, Tableau Public

Testing different versions of
headlines on news articles

A/B testing Chartbeat, Optimizely, Google
Analytics

News selection and
prioritisation of day‐to‐day
editorial resources

Audience measurement system
real time and aggregated over
time (for editorial purposes)

Google Analytics 360 (Realtime
Content Insights), Chartbeat,
Parse.ly, ComScore, Gemius,
Moat, Facebook Insights

Content organising, analysis for
automation, and tagging

Transformer models (NLP) and
topic/language modeling

Think Analytics, Cxense,
Contentwise, GDP 1, 2, 3
(OpenAi/Microsoft), Google
(BERT), Facebook (XLM
Roberta), Huggingface
(Huggingface), Google Tag
Manager

Automatic curation of news on
the website

Recommender systems Think Analytics, Cxense,
Contentwise

Distribution
technologies

News links shared to external
platforms (by users and
journalists)

Social media/debate fora and
message apps

Facebook, Twitter, SnapChat,
WeChat, Instagram, TikTok,
Reddit

Newsletters Email newsletter services MailChimp, HubSpot, SubStack

Making news articles available
on external platforms

Aggregation services (including
podcast apps), voice assistants,
pre‐load article solutions

Apple News, Google News,
Nachtrichten.de, Apple
podcasts, Alexa, Google
Assistant, Google AMP,
Facebook Instant Articles,
News APIs

Search Search engines Google Search (Alphabet), Bing
(Microsoft), Yahoo

Source: Authors’ work based on fieldwork and interviews, provider websites, StackShare, and Newman et al. (2021, 2022).

identify and organize news articles from across the
web, taking note of key factors—from keywords to
website freshness—and keeping track of it all in the
Search index. (Google News Initiative, n.d.)

Our interview with the Danish broadcaster TV2 showed
how the organisation was conscious about being able
to adapt to outside standards to ensure compatibility
across time, platforms and devices: “When we build our
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model, we try to look at the open models on the inter‐
net, like Google’s, work. We try to apply those standards
instead of our own tomatchmodels and connect content
more easily” (journalist and developer at TV2).

In both media organisations in our fieldwork, Ekstra
Bladet and JFM, the development and implementation
of automated text analysis followed a similar pattern.
This involved finding a suitable categorisation vocabu‐
lary, a taxonomy of content, and suitable tags for con‐
tent. On a simple level, such tags could be “sports,”
“finance,” or “entertainment,” but on amuchmore finely
grained level, text recognition (automated or manual)
also involves finding places, names of specific sources, or
categories in stories that are linked to a previously cov‐
ered story. As we indicated in Section 1, the final tax‐
onomy created at Ekstra Bladet (originally for different
purposes than building transformer models), was a com‐
bination of content categories from the IAB, IPTC, and
the paper’s own categories, a negotiation between out‐
side and inside values.

These negotiations of media autonomy in relation
to the taxonomies offered by global marketing organisa‐
tions, often developed for social media platforms in par‐
ticular, mainly surfaced as a clash in topics that the audi‐
ences were interested in and the interests of the specific
audiences of Ekstra Bladet, which were somehow not
part of the more commercially built taxonomy. As the
taxonomy is put into production and used as a corner‐
stone to train the large language models, it is included
and embedded into a larger infrastructure, for exam‐
ple, linked up to databases and existing models provided
by other actors available via a site like Huggingface or
Github. If a category of content is left out in the first
phase, no users will receive the content on this topic,
neither as recommended nor as part of a personalised
front page, and the developers are acutely aware of this.
At both media organisations, the editors often discussed
how they would solve the problem of new emerging
content, which would then not be recognised by the
large language models. For example, it would take a
new tag to categorise content on Covid‐19, which they
argued was of as much democratic importance to the
users as other news content, though it did not fit well
with the advertising categories in the commercial mod‐
els. “The IAB taxonomy tends to focus on cars and wash‐
ing machines, which is far from the content we publish
here at Ekstra Bladet,” a developer said one afternoon,
as we discussed how much work had gone into building
the adapted taxonomy.

The trained models of text recognition and auto‐
mated classification are interwoven into complex struc‐
tures of data, both data on content and audiences, mov‐
ing users in certain directions through the available
content. As touched upon above, industry organs such
as the IAB and IPTC, along with platforms such as Google,
Facebook, and Yandex, are involved in streamlining cate‐
gories of content on news websites. This partly pertains
to the need to deliver accurate reports of audience data

to advertisers. For media and their potential advertisers
tomake comparisons on themarket, themethod ofmea‐
suring and reporting audience data cannot be entirely up
to each media organisation. The interdependency here
is driven by the industry level by these classification log‐
ics, as seen above, but it is also at the level of both com‐
mercial and non‐profit actors that agree on standardisa‐
tions for metadata and structured data markup. As pre‐
vious research has shown, this, however, means that a
news organisation might miss out on being distributed
via search engines, for example, if it does not follow the
mark‐up standards provided, for example, by Google and
Schema.org (Kristensen & Sørensen, in press). In the fol‐
lowing section, we look more into how these standards
work and manifest themselves in negotiations around
infrastructure capture.

5.1.2. Infrastructure Capture Through Standardisation
Logics

As discussed in the previous section, media organisa‐
tions are facedwith outside technical standards required
to produce, distribute and monetise news. An interest‐
ing case to examine is the audience measurement sys‐
tems used in the newsroom and for making editorial
decisions. These are not, per se, required to fit outside
the standards of measuring methodology and taxonomy.
However, in our empirical data, we observed that the
systems used often originate or migrate from the mar‐
keting departments, which adhere to formal standards,
such as the IAB, to allow for comparing measurements
across media outlets. Furthermore, most systems used
for real‐time editorial insights, for example, Chartbeat
and Parse.ly, are developed with newsrooms and mar‐
keters in mind as end users. Whereas the former (e.g.,
IAB) involves formal standards, here we see a case of
informal standards applied through the use of the same
system in multiple settings—for example, online mar‐
keters focusing on making “content” rather than “news.”

The media organisations in our data were try‐
ing to different degrees to negotiate and deal with
this. The second‐largest media organisation in Norway,
Amedia, was working to both eliminate external sys‐
tems that provide access to their own data (e.g., Google
Analytics) and to better tailor the measurements to a
media organisation with public service ideals:

What we saw was that the questions we wanted to
ask about our data, we couldn’t answer in those kinds
of systems and, also, we wanted the ability to cus‐
tomise both the data collection and the observations
and how data flowed through our systems. And we
really didn’t want to be sort of sitting there, just as
customers of a third‐party product and be limited by
the solutions that they offered. But, of course, it’s
still like every cost, or I’m not sure how many man
hours or employees are dedicated to working on this,
that wouldn’t have beenworking or that wewouldn’t
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need it if we have another system. (Head of digital
development, Amedia)

As such, Amediawas trying to reclaim its autonomy in set‐
ting the standards for operationalising what news is and
what could be considered empirical evidence of the “suc‐
cess” of a news story and themedia organisation at large.
At JFM, the audiencemeasurement systemwas designed
in‐house in terms of the user interface, but the data
came fromGoogle Analytics and Facebook. Although this
meant that the organisation was relying on outside stan‐
dards of measurement methodology, and content cate‐
gories, it allowed them to present the data in ways that
helped them “qualify how to evaluate the journalism”
(head of analytics, JFM). This entailed developing a point
system that pooled together relevant metrics and devel‐
oping custom dimensions in Google Analytics, for exam‐
ple, whether users had spent at least one minute and
30 seconds on the article page.

Standardisation logics come from both universally
applied standards, such as taxonomies of Schema.org
and Dublin Core, as well as from the systems applied
in newsroom analytics. These are grounded in measure‐
ment methodologies and fixed metrics, along with visual
representations of data with an interface designed by
external system providers. Our empirical data reveal that
a degree of infrastructure capture is in place. However,
media organisations are aware of the potentially contra‐
dictory logics between them and the system providers.

5.1.3. Infrastructure Capture Through Datafication Logics

As Ekstra Bladet embarked on the project of personali‐
sation and NLP (PIN project) in 2021, they realised that
this alsomeant building their own data platform, eventu‐
ally named Longboat. The purpose was also to share the
data between the different publishers in the samemedia
organisation, in this case, Ekstra Bladet, Politiken, and JP,
who are all part of JP/Politikens Hus. Further, it was an
attempt to gain autonomy vis‐à‐vis Google, as the plat‐
form was built with its own data analytics system. As the
Head of Strategy at Ekstra Bladet KasperWorm‐Petersen
explained in a press release:

It’s no secret that data is a very central element in
the realization of our strategy for the coming years.
It is therefore important to us that we have con‐
trol over and ownership of our data throughout the
value chain from collection to processing to activa‐
tion. Relevance ensures us ownership of the activa‐
tion. With the PIN project, we are investing heavily in
the processing, and with Longboat, we are now also
taking ownership of the collection itself. This gives us
some completely unique opportunities in the media
reality that Ekstra Bladet is moving into.

Across media organisations, we observed an awareness
of how developing and maintaining one’s own infras‐

tructure is expensive and even risky in the case of soft‐
ware and hardware breakdown. As was the case with
Amedia, at The Guardian, and JFM, developing propri‐
etary systems was at the forefront to avoid technology
“giants” profiting from the media’s own data and to
be able to define measurement categories themselves
to a higher degree. However, the audience data infras‐
tructure “pipeline” remained the same, but the visual
and statistical presentation of data and the organisa‐
tional discourse changed following a push to incorporate
audience behaviours and preferences through web mea‐
surement reports on email and newsroom dashboards.
As another example, the Danish daily Information expe‐
rienced a shutdown of its email automation platform,
which also interfered with its ability to send purchase
receipts to subscribers. Information abandoned their
major US‐based provider following the incident:

We cannot have a system that is so critical to our busi‐
ness where the provider does not have a phone num‐
ber…so, first of all, I want a provider I can call, prefer‐
ably in Denmark, but Germany, Norway or Sweden
would also be okay. (Head of digital development at
Information)

Eventually, they chose a Danish/Swedish email platform
that had more functions but was also more expensive.
This suggests that media organisations are aware of
interdependencies, constantly negotiating their auton‐
omy vis‐à‐vis these infrastructural systems and providers.
Outsourcing infrastructural tasks to external software
providers was a way to minimise spending, as the three
people employed in the technical department did not
have the resources to develop and maintain systems for
subscriber login and payment, but functionality and con‐
trol were still a priority.

Building transformer models and personalisation
algorithms at Ekstra Bladet alsomeant negotiating infras‐
tructure capture by not using an external dataset for
machine learning and the training of models. Thus, a
great deal of work goes into developing various datasets,
including those of content, articles, and different kinds
of users. This was not only due to the fact that datasets
on open source platforms were often not in Danish but
also because they did not feel adapted enough to the
specific media organisation. For example, Ekstra Bladet
has more users who are men and of a certain age and
thus the baseline dataset used to recommend content
needed to reflect this.

When building the transformer models at Ekstra
Bladet, it was often discussed how much they could
rely on open‐source models and data provided via the
free platform Hugginface, as it created an infrastruc‐
ture dependence, which it was hard to foresee the con‐
sequences of. When a manager questioned this in a
meeting, asking whether Huggingface would, at some
point, capitalise on the models and code available, the
answer from the developer was: “If Hugginface dies, we
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die.” Interestingly, although the primary aim of building
transformer models is to retain autonomy, they make
themselves dependent on other providers for the code,
datasets, cloud services, etc.

6. Discussion

In the following, we discuss consequences, based on our
findings, for journalistic production, monetisation, and
the distribution of news.

Autonomy is a key ideal in journalism and through
our analysis, we illustrated the extent to which external
systems are sustaining parts of the journalistic produc‐
tion process, creating a form of infrastructural interde‐
pendence of these systems. The systems also bring with
them certain logics. In the pre‐digital age, categorisa‐
tions of news (e.g., in terms of genre and subject matter)
and audience members were to a certain degree stan‐
dardised across the media industry itself. Today, these
standards also occur across fields that operate with dif‐
ferent logics than is traditionally the case in journalism.
The consequence of this could be that news categorised
through the same or similar taxonomies as “content” in
general might be assimilated. In the case of audience
measurement systems, we observed how metrics and
visual representations could be standardised, but the
large media organisations in our study acknowledged
and negotiated the degree of infrastructure capture by
implementing their own systems and tweaking the ones
they bought externally.

We observe that audience measurement systems
and other tech systems used in media organisations are
inseparable from other infrastructures. These interde‐
pendencies are expressed, for the most part, through
logics of standardisation, that is, an alignment of and
path dependencies pertaining to practices around the
use of systems, methods and data flow, data reporting,
and discourses around the practice in and around the
media. As illustrated by our cases, infrastructure capture
of the news through the tagging of news content using
(often open‐source) algorithms, audience measurement
metrics, and statistical representations becomes a nego‐
tiation between media organisations and the providers,
that is, the composition of technologies behind media
production and distribution.

In the literature on platformisation, we often see
the loss of autonomy over distribution on external plat‐
forms. This includes Facebook’s changes to algorithms
in 2016 to focus more on friend relationships and the
2023 revealing of a function within TikTok that allows
employees to override the factors that normally deter‐
mine the position of posts in the feed. Distributing con‐
tent on these external platforms thus means conforming
to external logics of what content is popular and what
the platform owner or employees prefer, resulting in a
potentially high degree of infrastructure capture.

We found that the picture is somewhat more com‐
plex and that media organisations are aware of infras‐

tructure capture through potentially competing logics.
It is worth noting that the organisations in our sample
are relatively well‐resourced and that smaller or digital
native media likely do not have the same opportunities
to negotiate the degree of capture. Contrarily, thismeans
that they potentially lag behind legacymedia in their visi‐
bility on external platforms for not adhering to standards,
leading to a lesser degree of infrastructure capture, per‐
haps at the expense of monetisation of news.

Dependence on advertising platforms is a key indica‐
tor of infrastructure capture (Nechushtai, 2018). In our
empirical mapping, we observed how platforms are
deeply enthralled in sustaining monetisation through
advertising onmedia websites and externally through ad
exchanges. Email services, login, and customer platforms
are also deeply intertwined with the media and across
systems. This would be considered material infrastruc‐
ture capture in the sense that the media has the role of
a scrutinising body (Nechushtai, 2018) and, at the same
time, depends financially on platforms for both adver‐
tising and distribution. A future avenue for research is
thus the potentially impaired ability to scrutinise the very
companies that sustain news distribution and operation.

Although infrastructure capture is indicated to a cer‐
tain degree in our empirical data, our analysis similarly
points to the potential benefits of media organisations’
backends being related to and embedded into existing
systems. For instance, “outsourcing” technology allows
media organisations to abandon maintaining servers for
hosting and to use programming resources for tasks
other than keeping a user database, for example. In the
sense that journalism is important for democracy, oppor‐
tunities to save money and ensure system stability by
buying cloud services and embedding externally main‐
tained and developed software from outside system
providers can be a positive shift. Based on our empirical
data, large media corporations often have the resources
to decide whether to “outsource” their infrastructure,
which might not be as accessible for digital native out‐
lets and other smaller publishers. In addition, if media
organisations did not structure data on news content
to be recognisable to search engine web crawlers, they
would not be visible in the search results, which would
affect their access to users. The representation of Google
products in our mapping is especially striking, suggesting
that the company is as involved in sustaining the news
media industry as it is in sustaining other parts of soci‐
ety (van Dijck et al., 2018). As such, we might not only
see a case of infrastructure capture, but a case of what
Plantin et al. (2018, p. 4) described as the “platformiza‐
tion of infrastructure” and “infrastructuralization of plat‐
forms.” Thus, if we consider journalism in the form of
legacy media news as a pillar of democracy, Google and
the tech providers that are sustaining the backend of
media could be approaching the status of the infrastruc‐
ture of democracy. We find media logics to be a valuable
framework to understand these developments while, for
the same reasons, a concept that needs to be expanded
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on. We believe that we have contributed to the theory
by suggesting classification, standardisation, and datafi‐
cation as entry points for this.

7. Conclusion

By mapping the elements of the digital infrastructure
of media organisations from systems that handle the
sales and distribution of advertising to systems that
classify news, we have illustrated (Table 2) how data
flows through systems originating from both within and
outside media organisations. Our findings suggest that
the latter is most often the case, illustrating that news
and news production are increasingly and inevitably
part of the larger infrastructure of the internet, pro‐
vided by big tech companies, which have been theo‐
rised elsewhere as infrastructure capture (Simon, 2022;
Nechushtai, 2018). Through case studies centering on
the development of different parts of the backend tech
stack of news distribution, we have shown that these
tasks that were previously performed within the news
organisation are now “outsourced” to external systems
and providers. The analysis of the interviews and field‐
work illustrated how news organisations deal with this
reality and how they are negotiated.

Finally, we discussed the consequences of these
interdependencies on the autonomy of news media.
To summarise, the dominant logics of media organisa‐
tions’ interdependencies with larger infrastructures are
(a) standardisation and (b) embeddedness in former and
parallel systems and infrastructures—materially and in
terms of values and practices. The interdependencies are
evident in our mapping and are of concern to media
organisations across our fieldwork and interviews. This,
in turn, highlights that infrastructure capture should not
be seen as a one‐way information highway, but as spaces
of negotiation in which the infrastructural power man‐
ifests itself through logics of standardisation, classifica‐
tion, and datafication.

With the increasing use of AI in news organisations,
the network of backend infrastructures is likely to be
even bigger, and, from a research perspective, we need
to analyse how this infrastructuring unfolds in different
media settings. After all, if news media and journalism
were ever the backbone of democracy, the infrastructure
supporting them should not be overlooked.
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1. Introduction

The ubiquitous presence of Big Tech companies and
recent political backlashes against their global market
dominance have sparked a call for critical studies of
the economic transactions and power structures that
shape digital communication environments. Over the
last decade, we have, for instance, seen a growth in
“critical data studies” (Iliadis & Russo, 2016; Kitchin
& Lauriault, 2014) aiming to denaturalise processes of
datafication (van Dijck, 2014) and surveillance capitalism
(Zuboff, 2019), along with an increasing interest in the
infrastructures that underlie and support digital societies
(Hesmondhalgh, 2021; Plantin & Punathambekar, 2019;
Sandvig, 2013). Calling attention to the shortcomings of
established methods and analytical frameworks devel‐
oped in and for analogue media systems, this research

has revealed a range of epistemic problems related
to obtaining reliable knowledge on the often opaque
and black‐boxed market structures and modes of gov‐
ernance surrounding digital communication (DeNardis,
2020; Mansell, 2017). As a response to these urgent
research challenges, the article suggests that the first
step for “following the money” is to “follow the data.”

In developing this argument, we first discuss the
theoretical implications of studying data infrastructures
as political economies by combining classic media and
audience studies with perspectives from infrastructures
research, thereby advancing the concept of infrastruc‐
tural power (Mann, 1984; Munn, 2020). Applying this
key concept, we then move on to present a walkthrough
of the critical components of data infrastructures, argu‐
ing that access networks, backbone systems, (first‐party)
applications, and (third‐party) data services provide
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valuable insights into how digital power is obtained, exer‐
cised, maintained, and amplified in contemporary com‐
munication environments. To illustrate the strategy, we
provide examples of how the various layers of internet
infrastructures are organised and controlled within the
context of Northern Europe and discuss how control
over data is translated into economic profit and societal
power. This leads us to conclude that increased attention
to data infrastructures is needed to advance both critical
data and infrastructure studies, improve digital market
monitoring, and ground future regulation and policy.

2. Data Infrastructures as Political Economies

The “follow the data” strategy builds on and contributes
to the legacies of political economist media studies
by seeking to understand how capital “changes hands”
between various stakeholders, and how these economic
exchanges influence the structural conditions in (digital)
communication environments (Garnham, 1979; Mosco,
2009). Broadly inspired by DeFleur’s (1971) efforts to
draw up a “schematic representation of the mass media
as a social system,” we seek to understand the institu‐
tional arrangements that shape the internet as a key
communication infrastructure in contemporary societies.
Like DeFleur, our goal is ultimately to shed light on
the crucial but often overlooked “money arrows” that
enable the production and flow of information in mod‐
ern digitalised societies, influencing the capabilities of
public and private institutions as well as individual citi‐
zens. That is, we look beyond the creation of (symbolic)
content to study the production, distribution, and con‐
sumption systems as they are shaped by a wide range
of (conflicting) interests and business models. In doing
so, we answer recent calls for a strengthening of the
bond between the classic political economyofmedia and
communication and state‐of‐the‐art infrastructure stud‐
ies (Hesmondhalgh, 2021).

2.1. Follow the Money

As the main innovation of DeFleur’s model, the “money
arrow” broke with decades of media research by chal‐
lenging the emphasis on one‐way flows of mass com‐
munication content from senders to receivers and point‐
ing to the flows of information going in the opposite
direction—from audiences and back to media institu‐
tions in the form of audience measurements includ‐
ing target group analyses and rankings (DeFleur, 1971;
Ettema & Whitney, 1994). The mapping of financial
transactions connecting viewers, listeners and readers,
media institutions, measurement companies, and adver‐
tising agencies, among others, served as an important
foundation for analysing the structural conditions for
(analogue) media and for explaining how some media
companies gained dominant market positions and con‐
tinuously expanded their communicative power (Wasko,
2011). As such, DeFleur’s efforts tomap out the “hidden’’

transactions and dependencies underlying the produc‐
tion and publishing of legacy media content serve as a
guiding inspiration for critically assessing and uncover‐
ing the underlying value chains and dependencies that
shape digital markets.

The gradual shift from analogue to digital distribu‐
tion ofmediated communication has significantly altered
the conditions for studying these money arrows since
digital outlets are embedded in ecosystems of external
service providers, intermediaries, and global distribution
networks (Nielsen & Ganter, 2018). Digital business mod‐
els, value chains, and market structures are notoriously
difficult to map, with multitudes of money arrows criss‐
crossing in complex and often obscure ways. While, for
instance, ads are a vital source of income formany online
service providers, the economic crossfires supporting
contemporary audience measurement and ad sales are
not easily drawn up. One reason, among many, is that
these services are often supplied in a “freemium” man‐
ner, making it difficult to trace their business models and
money flows. The task of identifying and following key
assets in contemporary digital markets is, in other words,
both urgent and critical for political economists in the
fields of media, communication, and internet research.

While identifying the economic circuits between
user measurement, content provision, and advertising
is as crucial as ever for understanding contemporary
media and communication structures, such studies often
neglect to consider the multitude of underlying produc‐
tion and distribution systems. In effect, the “datamarket”
is often seen as detached from the broader digital econ‐
omy, while it is, in fact—as we will discuss in the exam‐
ples below—increasingly entangled in the broader infras‐
tructures supporting digital communication. As such, the
remainder of this article discusses and explores how an
enhanced understanding of the infrastructures that con‐
trol digital data flows can help researchers and regulators
make sense of and ultimately monitor economic power
structures in digital environments.

2.2. Critical Data Infrastructures

Following DeFleur’s argument above, data exchanges
have always been incremental to the double‐sided
marketplace of attention (Webster, 2014)—in analogue
media systems, data came in the form of representa‐
tive panels that have evolved into today’s census counts,
or what is often simply referred to as big data. While
former approaches collected under the headings of, for
instance, “digital tracing” or “digital footprints” have
focused on what the comprehensive collections of big
data can—or cannot—be used for (Golder &Macy, 2014;
Lambiotte & Kosinski, 2014; Lewis, 2015), infrastruc‐
tural approaches draw attention to the ways data flows
are handled and controlled. The “turn to infrastruc‐
ture” (Hesmondhalgh, 2021; Parks et al., 2015; Plantin
& Punathambekar, 2019; Sandvig, 2013) in media and
communication studies thus broadly entails a renewed
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attention to thematerial structures rather than the sym‐
bolic content of digital communication.

When following the data, we thereby refer to a
broader, much more fundamental, and infrastructurally
embedded resource in digital ecosystems. Whether peo‐
ple make an online appointment with their doctor,
search for shoes via Google, or turn on their smart TV
to watch the latest episode of their favourite show on
Netflix, their activities are materialised in the form of
data flowing back and forth in a distributed network of
servers. “Data” is thus defined as the packages that all
types of digital content are broken down to when trans‐
ported over the internet—regardless of whether they
contain media content in a conventional sense and flow
from content providers to individual users, or if they
flow from users to content providers carrying meta‐data
about the users’ online behaviour, browser history, loca‐
tion, and other valuable information. When sketching
out what we refer to as data arrows in digital ecosystems,
we focus on the infrastructures that allow these data
packages to be distributed between dispersed devices,
applications, and computer networks rather than on the
specific information they contain.

We thereby contribute to a growing research field
aiming to uncover and critically assess the ways archi‐
tectural and technological arrangements shape human
capabilities and societal development and vice versa—
be it through, for instance, the everyday governance
of monumental data centres (Velkova, 2019), the plan‐
ning, laying, andmaintenance of global submarine cables
(Starosielski, 2015), or the control over operating sys‐
tems, web and mobile applications (Dieter et al., 2019;
Gerlitz et al., 2019; Weltevrede & Jansen, 2019), and
third‐party data services (Binns, Lyngs, et al., 2018; Helles
et al., 2020). Building on the broad and diverse literature
within the field of infrastructure studies, the strategy
of following the data opens up for cutting across other‐
wise separate infrastructural (and academic) domains—
for instance, the backbone industry and the platform
economy (Plantin et al., 2018)—and engaging in empiri‐
cal investigations of the spaces in‐between them and the
critical dependencies they share.

2.3. Infrastructural Power

While refraining from going into a lengthy, albeit inter‐
esting, debate about the theoretical definition of “infras‐
tructure” (see, e.g., Lee & Schmidt, 2018), we will
employ a more narrow and conventional use of the
concept than what is often referred to as a “deeply
relational” understanding that leads researchers to ask
not “what” but “when” is an infrastructure (Star &
Ruhleder, 1996). When using the concept, we instead
refer to the physical resources that enable key soci‐
etal functions—such as communication. Communication
infrastructures, in this sense, constitute the components
that senders and receivers continuously rely on, regard‐
less of how or when they are used in practice. These

components can be controlled by a variety of stake‐
holders and be more or less transparent to individuals,
nation‐states, and researchers. Following perspectives
from classic media ecology (Innis, 2007), our ultimate
goal in uncovering and studying data infrastructures is to
understand how the evolution and institutionalisation of
these new infrastructures reshape fundamental societal
power structures.

In approaching the relationship between infrastruc‐
tures and societal power, we build on Mann’s (1984)
work on infrastructural power. Mann distinguishes
between despotic power, understood as the ability of
states to exert direct power over individuals (e.g., by
imprisoning them), and infrastructural power, under‐
stood as the ability to “penetrate and centrally coor‐
dinate the activities of civil society through its own
infrastructure” (p. 190). Similar to the related con‐
cept of institutional power, infrastructural power is
exerted through the organisation of societal structures
that inevitably influence what people can and cannot
do—and not least what choices they have as well as
their abilities to imagine alternatives (Mansell, 2002).
But while institutional power is discursively constructed
and serves as a legitimising and self‐regulatory mecha‐
nism that naturalise behavioural control through phys‐
ical means (Foucault, 2008), infrastructural power is
materially manifested in the organisation of the phys‐
ical world (the design of buildings, networks, code,
and so forth). The efficacy of institutional power is
thereby interchangeably dependent on the infrastruc‐
tural arrangements that prevail at any given time and in
any given context—not least in periods where infrastruc‐
tures undergo significant changes (Beniger, 1986).

While Mann originally used the concept in relation
to nation‐states and political systems, we argue that it is
highly relevant for understanding political and economic
power in a broader sense and, in particular, for making
sense of the ways digital infrastructures are organised
and controlled by both private and public stakeholders.
As we will argue further below, Mann’s understanding
of states’ infrastructural power resembles the current
role of so‐called Big Tech companies in that it cuts across
sectors and, through the design of the physical world,
influences the capabilities and activities of individuals
and institutions that rely on their systems and services.
Prominent examples of this include Meta’s decision
to close down the Facebook Application Programming
Interface, which caused ruptures across the digital indus‐
try as so many companies (and academics) had come
to rely on it for their business (Bruns, 2019); Alphabet’s
requirement that phonemanufacturers include their ser‐
vices in return for licensing the Android operating sys‐
tem; and their insistence that app developers abide by
the rules of the world’s largest app store in order to pub‐
lish their products (Lai & Flensburg, 2021).

The following sections provide a systematic walk‐
through of how the concept of infrastructural power can
be explored by following the data through the different
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layers of the internet and investigating how they are
owned and controlled.

3. Sites of Infrastructural Data Power: Perspectives
From Northern Europe

In mapping the infrastructural arrangements that
underly our increasingly datafied societies, we build
on former research (Flensburg & Lai, 2019) identifying
fourmain infrastructural layers of digital communication,

namely: access networks that allow users to connect to
the internet and thereby send and receive data; back‐
bone systems that enable these networks to exchange
data with other operators and networks; applications in
the form of, for instance, websites and mobile apps that
present the data for the user through an interface; and
finally, technologies for storing, processing, analysing,
and distributing (meta) data, often provided by external
third‐party services. The four layers of internet infras‐
tructure are illustrated in Figure 1, which also depicts
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app stores
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…
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op�cal fibre
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…

Backbone networks
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content delivery networks (CDNs)

…

Figure 1. Four layers of internet infrastructure and their infrastructural components.

Media and Communication, 2023, Volume 11, Issue 2, Pages 319–329 322

https://www.cogitatiopress.com


examples of their specific components (e.g., the differ‐
ent types of access networks, backbone systems, appli‐
cations, and third‐party data services).

This perspective enables us to map out infrastruc‐
tural dependencies in and across the digital ecosystem.
We can, for instance, uncover how access networks
depend on backbone systems when exchanging data
with other network operators or how providers of online
services rely on externally provided tools for data pro‐
cessing, storage, and distribution. We can also begin to
shed light on and question the various economic trans‐
actions involved in exchanging data between different
layers. For example, when access networks charge users
but pay other operators for routing and peering; when
applications put up paywalls and sell ads but also pay
for, for instance, content delivery networks (CDNs), cloud
solutions, and analytics; and when third‐party services
offer tools and services “free of charge” while monetis‐
ing them in other ways.

Illustrating how the strategy can be applied, the fol‐
lowing sections provide examples from the context of
Northern Europe to discuss how the different compo‐
nents of the internet serve as economic assets and sites
of infrastructural power within specific societal contexts.
More specifically, we provide examples of (a) how the
economic conditions for running and using a digital ser‐
vice are framed by the data infrastructures in which they
are embedded, and (b) how dominant market actors in
the digital realm use these data infrastructures to obtain,
maintain, and expand their infrastructural power.

3.1. Access Networks

Local access networks constitute the first stop—or last
mile—of the internet by allowing individual internet
users or services to send and receive data through, for
instance, a fixed (copper wire, coaxial, fibre optic) or
mobile (e.g., 5G or satellite) connection as sketched out
in the upper right corner of Figure 1. Having the power
to connect or cut off individual users, specific communi‐
cation services, or entire communities (Benjamin, 2022;
Krapiva et al., 2022), internet service providers (ISPs)
are crucial gatekeepers in the digital ecosystem. As a
result, the access network layer is rigorously monitored
in statistics of internet penetration, connectivity, and
coverage (Access Now, n.d.; European Commission, n.d.;
ITU, n.d.; OECD, n.d.), making this layer of internet
infrastructure relatively transparent to both researchers
and regulators.

Since the structural conditions for supplying, and
thus using, broadband services differ significantly
depending on the underlying technology, access net‐
works are prime cases for investigating the relation‐
ships between physical infrastructures and political
economies. The earliest forms of broadband connec‐
tions in the Nordic region were, for instance, based on
extensive landline (copper wire) telephone networks
and later (coaxial) cable TV systems, making it fairly easy

for legacy telecommunications companies to position
themselves in the emerging ISP market. As the market
has matured and the demand for high‐capacity connec‐
tions has grown, optic fiber networks have been rolled
out, many of which utilise existing electricity grids, while
mobile networks have gradually improved to the point
that they can nowoffer an alternative to fixed broadband
subscriptions. The increasing competition over network
traffic has evoked intense power struggles between net‐
work operators, who are investing billions of euros in
updating and developing their services.

The competition between fixed andmobile networks
constitutes one of the clearest examples of infrastruc‐
tural power at the access network layer and, unlike what
we will see in the next infrastructural layers, it is largely
politically determined. Since the electromagnetic spec‐
trum used for mobile networks is a scarce resource, it
is allocated and assigned by state authorities, meaning
that questions about whether or not to release spec‐
trum for mobile communication and how to price and
assign frequencies are highly political matters (Ala‐Fossi
& Bonet, 2018; Martínez‐Santos et al., 2021). By hold‐
ing back the allocation of frequencies or selling them off
at high prices, governments can—deliberately or not—
delay the spread of mobile broadband and thereby cre‐
ate an advantage for fixed broadband providers. In con‐
trast, the current investments in and rollout of 5G are
making mobile data subscriptions a strong alternative to
fixed internet, thereby possiblyweakening the incentives
for users to pay for an additional (fixed) internet sub‐
scription. In the Nordic region, these tensions are appar‐
ent: Finland tops the global charts in terms of mobile
data consumption and subscriptions as a direct result
of the country’s early allocations of spectrum, which
made mobile networks widely available. In contrast, ter‐
restrial (fibre optic) networks are scarce compared to
neighbouring countries such as Norway and Sweden,
which largely rely on fixed connections (International
Telecommunication Union, n.d.). In Norway, in particu‐
lar, spectrum has been auctioned off at a high cost and
mobile data subscriptions are expensive, making fixed
broadbandmore attractive for users as well as operators.

As another example of how infrastructural arrange‐
ments play into economic power structures, the inter‐
net’s success and the Nordic countries’ comprehensive
digitalisation have altered the basic conditions for devel‐
oping and supplying access networks. While legacy tel‐
cos such as Danish TDC, Finnish Elisa, Norwegian Telenor,
and Swedish Telia continue to dominate the ISP market
in the Nordic region, their original sources of income
and, for some, their ability to make new infrastruc‐
tural investments have been severely debilitated by the
rise of so‐called over‐the‐top services that provide web
and app‐based alternatives to classic telecommunica‐
tion services such as telephony and traditional TV dis‐
tribution. While the access network market, for now,
continues to be controlled by traditional telecommu‐
nications operators, Big Tech companies originating in
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the applications and data layer show increasing inter‐
est in building and running access networks outside the
Nordic region. Facebook’s mother company Meta is, for
instance, collaborating with established network opera‐
tors onmobile connectivity projectswhere basic versions
of Facebook’s products can be accessed free of charge
(Eisenach, 2015), while Google (owned by Alphabet) sup‐
plies high‐speed fibre networks in selected American
cities (Lam, 2017).

These examples illustrate a central tension in the
digital ecosystem where former network operators lose
their exclusive positions as service providers, while digi‐
tal service providers increasingly invest in underlying net‐
work infrastructures (Plantin et al., 2018). These invest‐
ments can be seen as proprietary efforts to control the
entire value chain underlying data traffic: from the col‐
lection and initial transport of data packages to service
operations and third‐party service provision. By supply‐
ing and controlling their own access networks, Big Tech
companies can obtain independence from other ser‐
vice providers while also potentially channelling users
towards their own services (e.g., the Google search
engine or Facebook’s website). Interestingly, these com‐
mercial strategies largely resemble the former busi‐
ness models of legacy telcos that would also control
entire value chains: from the supply of vital commu‐
nication services (such as telephony) to the underly‐
ing network infrastructures connecting dispersed termi‐
nals. As telephone companies increasingly become ISPs,
they inevitably give up this market advantage and grow
dependent on other infrastructure operators enabling
them to enter the global network of networks. Returning
to Figure 1, this creates a direct data (and money) arrow
between the infrastructural layers of access and back‐
bone networks and the companies that control them.

3.2. Backbone

Often described in vague and obfuscating terms such
as the “cloud,” the extensive cable networks, exchange
hubs, and data centres located beyond the last mile of
access networks constitute a materialisation of what the
internet essentially is—a (global) network of networks.
For this article, we stress three backbone components
serving as key sites of infrastructural power in contempo‐
rary digital societies, namely: internet exchange points
(IXPs), submarine fibre optic cables, and CDNs, each of
which is represented in the second branch of Figure 1.
While these examples do not provide a comprehensive
account of the highly complex global backbone infras‐
tructure (e.g., terrestrial dark fibre networks and data
centres are difficult to map), they make up key physical
resources supporting the exchange and transport of data
and canbe studied through various types of publicly avail‐
able information sources and databases.

Providing the (physical) facilities that enable dis‐
persed access networks to exchange data with each
other without having to establish individual peering

points, IXPs make up a critical component of the con‐
temporary internet infrastructure. In the Nordic region,
the first generation of IXPs was established by national
institutions (often universities) in the 1990s, following
the growing demand for internet peering and rout‐
ing. In recent years, the number of exchange points
has increased significantly, with some of the largest
being placed in Amsterdam, Virginia, and Hongkong,
and a number of multinational companies such as the
US‐based Equinix and Russia‐based DATA‐IX running facil‐
ities in, for instance, Denmark, Finland, and Sweden (see
Internet Exchange Map, n.d.). The IXPs hold tremendous
infrastructural power by determining the conditions for
peering and thereby influencing the global economy of
the internet (e.g., what ISPs and other network operators
need to pay to interconnect).

As another critical backbone resource, submarine
fibre cables create links within and between countries,
regions, and continents separated by sea, thereby allow‐
ing for the transfer of global internet traffic (Starosielski,
2015). Constituting an important infrastructural foun‐
dation for the spread of the internet—and not least
the exponential use of US‐based services in the 2000s
and 2010s—the first generation of submarine internet
cables were laid between the late 1980s and early 2000s
by large consortia of national telcos. With an antici‐
pated lifespan of 25 years, many of them are currently
being retired or superseded by higher‐capacity cables
(Routley, 2019), often funded by other types of corpora‐
tions and institutions—including American Big Tech com‐
panies such as Alphabet and Meta that in recent years
have invested significantly in global cable routes (Clark,
2016). The submarine cable market, however, continues
to be inhabited by a diverse group of stakeholders reflect‐
ing geopolitical contexts and national power structures
(Winseck, 2017, 2019). In Northern Europe, Norway is,
for instance, characterised by a relatively high degree
of national infrastructure ownership, unlike Denmark,
where foreign investments are more common. Further
research is needed to conclude whether these differ‐
ences result from regulation and policy decisions, geo‐
graphic features, or economic interests.

The final example of backbone infrastructures creat‐
ing important data—and money—arrows in the digital
economy are the CDNs used by, for instance, stream‐
ing services to prevent network congestion when dis‐
tributing high‐capacity content. As a crucial innovation
in the evolution of the internet, CDNs solved an inher‐
ent challenge of the internet’s point‐to‐point architec‐
ture by moving content away from the producer and
placing it (temporarily) at the opposite edges of the
network, close to the end‐user (Sandvig, 2015). This
requires significant collection and analysis of user data
since CDNs need to know—and predict—what content
to store where (Helles & Flyverbom, 2019), linking this
part of the backbone directly to the data layer, described
later in the article. The first and globally leading CDN
company is US‐based Akamai which supplies services
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to a multitude of content providers (BasuMallick, 2022),
followed by Amazon’s CloudFront, which offers integra‐
tion with its immensely popular cloud solution (AWS),
while Microsoft Azure, CasheFly, and Cloudflare pro‐
vide alternative CDN solutions. In the highly digitalised
Nordic region, the users’ growing preference for stream‐
ing pushes up the expenses for media outlets and pub‐
lic service institutions, who have to both maintain their
original distribution system (e.g., broadcasting and print)
and invest in digital network services (including, but by
no means limited to, CDN).

All in all, the control of backbone infrastructures con‐
stitutes one of the most critical and black‐boxed forms
of infrastructural power. Without access to central peer‐
ing points and data highways, access network operators
would not be able to exchange data, and users would
be unable to use services located beyond the confines
of their local networks. Service operators wishing to
make use of the global market potentials created by the
internet are, in other words, highly reliant on efficient
and accessible backbone infrastructures and their ser‐
vice conditions. This, along with the capacity‐demanding
ambitions such as developing the internet of things and
the metaverse, provides explanations for so‐called plat‐
form companies’ recent investments in the backbone
market while also creating a link to the next layer of the
internet infrastructure, namely that of applications.

3.3. Applications

Moving to the third infrastructural layer of Figure 1, dig‐
ital applications provide the interfaces and services that
make the internet useful for individuals and thereby
essentially trigger the sending and receiving of data.
Whenever a user activates a digital service, data is
sent to the servers hosting the application, request‐
ing that the applications return data to the individual.
Application infrastructures thereby refer to the physi‐
cal servers of websites and apps but also to operat‐
ing and domain name systems, web browsers, and app
stores. Since the content of these services is often hosted
on external servers and in CDN caches, cloud services
and CDNs are closely linked to the application layer.
For this article, however, we emphasise the infrastruc‐
tural and economic relationships between websites and
browsers and betweenmobile apps and app stores since
these constitute clear examples of how infrastructural
power is obtained and exercised in contemporary digi‐
tal economies.

As the “killer application” of the early internet
(Naughton, 2016), the World Wide Web (www) holds an
important key to understanding the public breakthrough
of digital communication and the rise of the digital polit‐
ical economy. Providing a common coding language and
hyperlink protocols, it allowed for website programming,
web searches, browsing between data stored on differ‐
ent servers, and much more. To access a website, users
need a web browser that presents the requested con‐

tent in a comprehensible format and allows the user
to enter URLs and navigate between different websites.
As a key characteristic of web‐based communication,
websites are not browser‐specific,meaning that anyweb‐
site can be accessed from any browser and that the sup‐
ply of browsers does not constitute a business model as
such. Most browsers are therefore owned by corpora‐
tions that are based on other related revenue streams
such as advertisement (in the case of Alphabet’s Chrome
browser), device manufacturing (in the case of Apple’s
Safari browser), or software development (in the case of
Microsoft’s Edge).

The introduction of smartphones, mobile networks,
and apps constitutes another key moment in applica‐
tion history as it released digital services from their pre‐
vious reliance on (stationary) computers, fixed network
connections, and web browsers. The success of mobile
apps has evoked an infrastructural rearrangement of the
basic conditions for supplying—and using—digital ser‐
vices sincemobile apps are installed on the users’ devices
and, therefore, must be custom‐made for the different
operating systems. This means that app stores take over
from browsers as the main gatekeepers in the applica‐
tion ecology—butwith the important difference that indi‐
vidual apps must develop specific versions for different
operating systems and make them available in different
app stores (e.g., Google Play for Android devices and
AppStore for Apple devices). Contrary to web browsers,
app stores require apps to pay a percentage of their profit
(typically 30%) and can remove apps as they see fit. As
such, mobile apps are developed and published in more
closed‐off environments than initially imagined with the
development of the open web (Berners‐Lee et al., 1992).

The implications of these infrastructural differences
stand out clearly when we turn to the specific context
of Northern Europe, where the web and app ecologies
are characterised by similarities but also significant dif‐
ferences. While the national web ecologies, to a wide
extent, reflect historically anchored market structures in
the different Nordic contexts with a strong presence of,
for instance, legacy media institutions (e.g., Norwegian
Schibsted, Swedish Aftonbladet, Finnish Alma Media,
and Danish JP/Politiken) and national public service insti‐
tutions, the app ecologies are more similar and glob‐
alised across the region. Looking at, for instance, the
most used apps, Google (Alphabet), Facebook (Meta),
Samsung, and Microsoft dominate, while apps devel‐
oped for and by state authorities (e.g., health services,
identification, public communication platforms) make
up most of the (minority) of nationally specific apps
amongst the most used.

The application layer, in other words, constitutes a
clear arena for studying contemporary infrastructural
power exertion, where the architectonical principles and
design choices are intrinsically linked to the political
economies that evolve around them. Since the preva‐
lence of free of monetary charge services makes digi‐
tal market dominance and revenue streams difficult to
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trace, the amount of data traffic travelling to and from
the servers and domains of immensely popular websites
and apps constitutes an important object of study that is
in urgent need ofmethodological innovation and system‐
atic analysis. In mapping out these market structures, it
is essential to consider the infrastructural environments
that shape them (e.g., operating systems and app stores)
and to consider how dominating suppliers of devices,
operating systems, key applications, and network ser‐
vices directly or indirectly shape usage patterns and com‐
petition structures. However, the infrastructural entan‐
glement of applications in the underlying data economy
is even more crucial when seeking to understand the
data and money arrows of digital ecosystems.

3.4. Data

By now, we hope to have made a convincing argument
for seeing all the resources described above as essentially
being data infrastructures in so far as they enable (or con‐
strain) the transfer of data packages between senders
and receivers. As such, it might seem incongruous to
label this last part of the digital infrastructure (the bot‐
tom right corner of Figure 1) as the “data layer.” Yet, we
do so to emphasise that these infrastructural arrange‐
ments support what we commonly refer to as the “data
economy”—understood as the economic structures sup‐
porting the processing and handlingof user (meta) data—
be it by controlling network capacity and speed, trou‐
bleshooting, tracking users’ web history, registering loca‐
tion information, serving ads, or any other purpose
(Libert, 2015). Following the data arrows into this often
hidden and implicit part of the digital ecosystem reveals
important dependencies between third‐party operators
and application providers, and it enables us to enquire
into how and why user data has become one of the most
valuable resources in the digital economy.

While data transport is essential to any internet‐
based communication, the early phases of digitalisation
were surprisingly free from registration and tracking.
In fact, the anonymity and one‐way flow of information
characterising the early web was a major obstacle for
especially those emergent e‐commerce initiatives where
registration of purchases and payment information were
critical. The later infamous “web cookie” became the
solution bymaking websites capable of storing and track‐
ing user data to, for instance, remember user prefer‐
ences, profiles, and search history (Naughton, 2016).
In time, web cookies became the spine of online adver‐
tisement, replacing more or less representative panels
with big data collected through users’ browsers and pro‐
viding more granular and wide‐ranging information on
their preferences and behaviours to encourage them
to make future purchases (Zuboff, 2019). The cookie
market has gradually been taken over by companies
such as Alphabet, Meta, and Amazon that have bought
up a range of third‐party services while simultane‐
ously using—and nurturing—the user information col‐

lected from their own immensely popular applications
(Falahrastegar et al., 2014).

Similar to and as a direct consequence of the develop‐
ment in the application layer, the introduction of smart‐
phones and mobile apps has extended and disrupted
the data market. First and foremost, the penetration of
digital communication into almost all spheres of every‐
day life has enabledmore comprehensive data collection,
including location tracking. Furthermore, unlike web‐
sites, mobile apps are built in a modular fashion where
third‐party services are integrated into the very archi‐
tecture as building blocks rather than as later add‐ons
(Dieter et al., 2019), making it more difficult to opt out.
And finally, the more closed‐off environments of mobile
apps also mean that the large operating system and app
store suppliers (Alphabet and Apple) have even stronger
positions in the app‐based third‐party environment than
in theweb sphere (Binns, Zhao, et al., 2018). The ongoing
concentration of power across the application and data
layer is, in other words, infrastructurally rooted as the
dominant market actors serve as important gatekeepers
controlling operating systems, browsers, and app stores,
while also providing the tools and services onwhich their
competitors rely.

Directly reflecting the different power configurations
in the Nordic application marked outlined above, the
control over third‐party services also differs significantly
when comparing web and mobile third‐party infrastruc‐
tures. Studies of third‐party services in websites (Helles
et al., 2020) and apps (Binns, Lyngs, et al., 2018; Kollnig
et al., 2022) show that (in)famous third‐party services
such as Google Analytics and other highly successful
products provided by Alphabet, appear on more than
half of the top websites and apps. In the Nordic region,
the Norwegian legacy media company, Schibsted, is a
(not so close) second runner‐up in the Nordic web cookie
market due to its provision of services to news sites, espe‐
cially Nordic ones—while Nordic third‐party services are
next to non‐existent in themobile appmarket (Flensburg
& Lai, in press). This clearly illustrates how the gradual
shift from “the open web” (Berners‐Lee et al., 1992) to
themorewalled‐off environments ofmobile apps entails
a significant altering of the infrastructural power struc‐
tures where the (data) rich (Andrejevic, 2014) become
richer while the (data) poor continuously contribute to
the success of their largest competitors by relying on
their (data‐driven) services.

By following the data beyond its “known” destina‐
tions (the requested website or app) and identifying the
wide range of companies collecting, storing, analysing,
and feeding data back to applications and users, we can
get a glimpse into a largely hiddenbut equally crucial part
of the digital infrastructure—and market. This allows
us to study and scrutinise how design choices and con‐
tinuous system updates are linked to corporate strate‐
gies and can help explain increasing market concentra‐
tion. The ever‐growing data economy, in turn, serves as
a foundation for the constant expansion of Big Tech’s
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infrastructural power as it fuels investment in other parts
of the internet infrastructure, thereby ensuring sufficient
capacity and efficiency of their increasingly advanced ser‐
vices and drawing up new data arrows from this part of
the infrastructures and back to the latter three.

4. Conclusion

Concluding this walkthrough of critical data infrastruc‐
tures, we hope to have demonstrated what researchers
can gain from following and drawing up data arrows as
means of identifying economic transactions and money
flows in digital ecosystems. Returning to the introduc‐
tory ambitions of combining the questions asked by
critical data studies with the empirical and analytical
approaches of infrastructure studies, the strategy and
examples discussed above provide a foundation for fur‐
ther investigations of the market structures and eco‐
nomic arrangements surrounding ongoing processes of
datafication. Infrastructure research can, in turn, benefit
greatly from developing theoretical frameworks and crit‐
ical research questions to substantiate its strong empir‐
ical contributions. Or to sum up, following the flows of
data as they travel through and across geopolitical con‐
texts, sectors, and institutional arrangements fosters a
broader understanding of the data economy and how it
can be studied—and ultimately, regulated.

When cutting across the different internet layers and
sites of infrastructural power, we begin to see the con‐
tours of a multitude of data and money arrows that
ground commercial power structures in datafied soci‐
eties. The “follow the data” strategy allows us to scale
up from specific case studies and particular flows of data
to investigate, map, and monitor the macro structures
that currently are subject to little democratic scrutiny.
By applying the strategy, we gain deeper insight into
the conditions for running a digital business and extend
our understanding of how and why a handful of compa‐
nies obtain increasingly powerful positions in the digital
ecosystem. Such efforts are pivotal since companies such
as Alphabet continuously extend their infrastructural
power across the value chain: from being a global leader
in the applications and datamarket to increasingly invest‐
ing in backbone and even access network infrastructure.
Through these investments, Big Tech companies become
increasingly independent of other actors while simulta‐
neously making other market actors increasingly depen‐
dent on the company’s infrastructures.
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Abstract
The Google News Initiative (GNI) aims to collaborate closely with the news industry and financially support the creation
of quality journalism in the digital age. It also aims to bring technological advancements and innovation into newsrooms’
operations. Drawing on journalism innovation and responsible innovation theories, this study examines GNI beneficiaries
in Africa and the Middle East. To address this, we analysed GNI projects’ descriptions combined with thirteen (n = 13)
in‐depth interviews with leading actors and beneficiary news organisations to answer two main questions: (a) What are
the main characteristics of the technological innovations proposed by GNI Innovation Challenge grantees in Africa and
the Middle East? and (b) How are these news media organisations becoming increasingly dependent on these platforms’
technological and financial aspects? Anchored in journalism innovation, responsible innovation, and platformisation the‐
ories, our findings show that funded organisations heavily depend on Google’s technological and financial infrastructure
to innovate. Furthermore, we note that some projects do not offer a clear path for sustainability in the future. We further
argue that this initiative builds an infrastructure of power and dependency that poses risks to responsible innovation in
journalism. Our study contributes to extant scholarship on digital platforms and their role in the infrastructure of news
organisations, creating power asymmetries between those who serve as the backbone for data flows and technological
processes and those dependent on these institutions.
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1. Introduction

In 2018, Google officially launched the Google News
Initiative (GNI) programme, which was developed to
foster collaboration with news institutions to achieve,
as Google described, “a stronger future for news”
(Schindler, 2018, n.p.). Broadly, the GNI aimed to collab‐

orate closely with the news industry by offering financial
and training support for creating quality journalism in the
digital age. The programme revolves around three main
objectives. First, GNI sought to elevate and strengthen
quality journalism. Second, it sought to evolve journalism
businessmodels to drive sustainable growth. Last, the ini‐
tiative sought to empower news organisations through
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technological innovation. This programme section was
structured at its inception through Digital Innovation
Challenge, which focused only on European newsrooms.
Since 2018, the GNI has globally expanded through its
“Innovation Challenge” scheme to include hundreds of
media organisations with a fund of over US $300 million,
aiming to develop sustainable business models by diver‐
sifying revenue streams, generating audience engage‐
ment, and bringing emerging technologies to media
organisations (Google, 2021). Thus, Google’s long‐term
aim was to spur technological innovation and advance‐
ment in newsrooms worldwide.

The GNI comes at a time when journalism is facing
an “institutional crisis” (Reese, 2021, p. iv). This critical
point has assumed a variety of manifestations in the
news industry, including the hard transition wrought by
digitalisation (Paulussen, 2016) and the flight of adver‐
tisers from the institutional journalism spaces. As a
result, it triggered an existential crisis that has seen
newsrooms folding, cutting down on staff (Skowronski,
2009), being “juniorised” (Rodny‐Gumede, 2014) and,
in some instances, disappearing altogether. Specifically,
journalism in the Global South has paved a more com‐
plex reality, often complicit in colonial regimes, such
as in Africa and the Middle East (see Barratt & Berger,
2007). Faced with such existential threats, journalism
institutions have embraced different funding models
for survival, including philanthropic (Lugo‐Ocando, 2020)
and platform funding (Papaevangelou, 2023). These new
sources of income attempted to close the financial gap
created by the diminished advertisement revenue and
cut‐throat competition for existing advertiserswith other
institutions. When Google launched its GNI, it was a wel‐
come source of funding for many journalism institutions
(de‐Lima‐Santos & Mesquita, 2021a) that were already
crippling under complex revenuemodels in ways that sti‐
fled innovation (Schindler, 2018). In the Middle East and
Africa, about 43 organisations were beneficiaries of the
GNI Innovation Challenge fund until 2021.

Through the conceptual lens of journalism innova‐
tion, responsible innovation (RI), and platformisation,
we explore the GNI Innovation Challenge as a cata‐
lyst for journalism innovation in African and Middle
East newsrooms. In doing so, we seek to understand
how the GNI sought to elevate and strengthen qual‐
ity journalism through technological innovations. Thus,
the aims of this study are threefold. First, we discuss
how the GNI Innovative Challenge programme pushes
technological innovation in journalism to create “sustain‐
able” business models. Second, to understand if projects
funded by GNI have a clear path for sustainability in
the future. Last, to examine if these projects have key
dimensions of RI. Therefore, this article poses two spe‐
cific research questions:

RQ1: What are the main characteristics of the tech‐
nological innovations proposed by GNI Innovation
Challenge grantees in Africa and the Middle East?

RQ2: Are these news media organisations becoming
increasingly dependent on these platforms’ techno‐
logical and financial aspects? If so, how?

Findings show that the GNI Innovation Challenge builds
an infrastructure of power and dependency that poses
risks to the continuity of the developed projects in
the region and, thus, of technological development.
Furthermore, adopting emerging technologies does not
bring key dimensions of RI, as it is challenging for most
organisations to deploy them. Additionally, this program
limits the deployment of these technologies to a cer‐
tain extent in these countries. Our study contributes to
extant scholarship on digital platforms and their role in
the infrastructure of news organisations, creating power
asymmetries between those who serve as the backbone
for data flows and technological processes and those
dependent on these institutions. Furthermore, as most
scholarship studying platforms’ funding for journalism
has primarily focused on the Global North, specifically
the European Union and the US, our study broadens this
scope by homing in on an understudied geographic area
with unique nuances and challenges.

2. Theoretical Grounding

Our research builds on three pillars: (media) innova‐
tion theory, the concept of RI, and literature on the
dependency of news organisations on tech companies
such as Google. We detail each topic in the follow‐
ing subsections.

2.1. Journalism Innovation: Disrupting Innovative
Processes and Leading‐Edge Technologies in Newsrooms

The increasing need for innovation in rejigging old
media platforms, activating creative alterations in con‐
tent production, and spurring the rise of distribution and
commercialisation initiatives within the newsroom has
become increasingly apparent in the face of institutional
challenges that journalism has suffered since the digital
disruption. Be that as it may, journalism innovation of
some sort has been notably present in different aspects
of both legacy and digital media landscape, which offers
symbolic and practical comfort because “innovation is
essential to the survival of the news industry” (Posetti,
2018, p. 8).

In a bid to establish the core tenets of innovation,
Francis and Bessant (2005) outlined the “four Ps of inno‐
vation,” which are novel products, new processes and
modus operandi, new positions, and paradigmatic inno‐
vation in the guiding principles for the business model
of organisations; all of which are broad groupings with
unclear boundaries. Scholars have applied these four Ps
to understand the innovation challenges in the news
industry (de‐Lima‐Santos et al., 2022). As far as the jour‐
nalistic world goes, these four Ps exist within or beyond
media products (e.g., media platforms), media processes
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(e.g., production and dissemination of media products,
such as books, computer games, software, sound, and
video recordings), media positions (e.g., brand identity,
strategic positioning), and inmedia paradigms (e.g.,mod‐
els of revenue generation; Morlandstø, 2017).

In the classical Schumpeterian philosophy of inno‐
vation, there is a consensus that innovations can be
either “incremental” or “radical” based on the extent
of innovation and change or value addition (Storsul &
Krumsvik, 2013). For journalism, most innovations, espe‐
cially the early ones, were incremental in that they
revolved around creative alterations in content produc‐
tion. However, technological developments over the
past decades have spurred the industry to make radi‐
cal changes within newsrooms and their various mar‐
kets. For example, the internet and mobile devices have
transformed the extant status quo of news media, like
their communication model (Küng, 2013). Unlike legacy
media, where the model is one‐to‐many (information
gatekeepers), radical innovation has shifted towards a
many‐to‐many model, where information is produced
from and received by multiple channels or individuals/
collectives (Belair‐Gagnon et al., 2019; de‐Lima‐Santos &
Mesquita, 2021b).

Recently, journalism witnessed radical innovation
by embracing data practices and artificial intelligence
(AI) systems (de‐Lima‐Santos et al., 2022). The adop‐
tion of emerging technologies in newsrooms is part of
this journalism innovation, whereby organisations are
“doing things (from the incremental to the transforma‐
tive) that support the digital era development of jour‐
nalism” (Posetti, 2018, p. 9). Automated news gener‐
ation and algorithmic dissemination of news content
fundamentally disrupt the journalistic culture and tradi‐
tion (Lokot & Diakopoulos, 2016). Similarly, AI‐oriented
news tools, such as aggregators or fake news detec‐
tors, have emerged worldwide. For example, Tencent,
a Chinese tech giant, introduced Dreamwriter in 2015,
a news writing bot that many believed could lead to a
new disruption in journalism (Kuai et al., 2022). More
recently, OpenAI’s cutting‐edge tools, such as ChatGPT
and DALL∙E, indicate the potential of AI systems to auto‐
matically generate content based on text prompts.

While there is evidence of change, many scholars
believe that the news media do not typically embrace
radical (transformative) innovations, asmost tend to hes‐
itate to change newsroom rituals, procedures, strategies,
and norms (Paulussen, 2016). Products and services with
such a level of disruption (capable of replacing new ones)
have been described as “creative destruction” in the tra‐
ditional Schumpeterian literature (Hendrickx & Picone,
2020). Radical innovations are typically disruptive in
nature; thus, they challenge the status quo, question‐
ing old processes and impeding long‐standing discover‐
ies (de‐Lima‐Santos & Mesquita, 2021b). Other scholars
have excused reluctance for various reasons, such as
house cultures, lack of necessary resources, organisa‐
tional tradition, legal requisites (Hodgkinson & Healey,

2011), and job loss (Munoriyarwa et al., 2021). Albeit
to the reluctance and challenges, evidence from incre‐
mental and cumulative transformations over time shows
that innovations in journalism continue to be essential
in determining the field’s current and future direction of
the industry, as theymight be a key to finding sustainable
business models.

2.2. Thinking About Responsible Innovation in the
News Industry

As the power of technology has become more evi‐
dent, debates concerning responsibility have broadened
(Stilgoe et al., 2013) to include benefits and harms, the
dilemma of control (Collingridge, 1980), the develop‐
ment of pathologies of path dependency (David, 2007),
and technological lock‐in mechanisms (Arthur, 1989).
Due to the limits of fully recognising the implications of
innovations, the adverse effects often become evident
with a considerable time delay. Thereby, somemanagers
tend to bemore contentious in embracing new technolo‐
gies in their organisations, “leading to an incremental,
not transformative change” (Voegtlin et al., 2022, p. 8).
This unpredictability of innovation is inherently linked to
its collective nature, where several stakeholders collab‐
orate to develop it (Blaskó et al., 2014). Furthermore,
adopters of innovations must deal with potential trade‐
offs between deploying emerging technologies in their
organisations or lacking behind their competitors.

Approaches to RI aim to encompass this discussion
by posing questions of uncertainty inmultiple forms: pur‐
poses, motivations, social and political perspectives, sus‐
tainability, trajectories, and directions of innovation—
particularly technological ones—as their designs can
shape humans’ lives by promoting or undermining spe‐
cific values (van de Poel, 2009). In other words, research
on RI promotes reflection on how to develop inno‐
vative processes in a transparent, interactive format
so that societal actors and innovators become mutu‐
ally responsive to each other with a view to the
acceptability and sustainability of innovations by soci‐
ety and considering ethical values in their development
(Von Schomberg, 2011).

In this view, four principles can be adopted to
promote RI in organisations: Anticipation, Reflexivity,
Inclusiveness, and Responsiveness. Anticipation is a pro‐
cess that faces tensions between prediction—which
tends to draw particular futures—and participation,
seeking to open them up to foresee potential risks,
dangers, and public concerns. Reflexivity means reflect‐
ing on underlying purposes and motivations to explore
innovations’ impacts on society within territorial con‐
texts. Inclusiveness is the interactive process of engag‐
ing the public and diverse stakeholders to open discus‐
sions, raise dilemmas and provide an open space to
create solutions to the underlying problems of innova‐
tion. Responsiveness considers innovation’s subsequent
trajectory and pace to ensure its proper continuity rather
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than “just another form of window‐dressing” (de Hoop
et al., 2016, p. 111).

In journalism, when emerging technologies are
deployed, organisations must be aware of the potential
risks of developing projects that are not sustainable in
the long run (Voegtlin et al., 2022). Furthermore, the
responsibility to do no harm should be part of the innova‐
tion process. Adhering to this line of reasoning, we con‐
tend that RI can best be conceptualised as an endorse‐
ment of relevant public values during innovation (Taebi
et al., 2014), which are aligned with journalism practices.

Innovation involves creating value from ideas, which
subsequently includes establishing relationships with
stakeholders to facilitate its incorporation. Tech compa‐
nies are essential and necessary social change agents
(Aguilera et al., 2007), particularly in journalism innova‐
tion. However, their role in society comes with relevant
responsibilities, likemitigating harmful practices and hav‐
ing reliable governance comprising institutions, struc‐
tures, and procedures on multiple levels. In this respect,
tech companies have long been criticised for leading
many news media’s business models to fail (Rashidian
et al., 2018). In the RI’s view, tech companies might find
two paths for developing technological innovations in
news media: changing the design to accommodate con‐
flicting values or making a value trade‐off deciding what
should take priority in the design. The key for RI is to
find and maintain the right balance between the bene‐
fits of development and social disadvantages (Voegtlin
et al., 2022).

RI also has its limitations. For example, ethical ele‐
ments are anchored to circumscribed territorial spaces,
as different objects and social situations are ruled by
other normative systems (Blaskó et al., 2014). However,
material barriers can limit innovations in certain condi‐
tions. Innovations can also require abandoning or reduc‐
ing engagement with various existing practices, which
might have cultural roots that are not acknowledged.
Additionally, even responsibly, innovation can exacer‐
bate power imbalances as some advancements may
depend on specific individuals or groups. As a result,
these various stakeholders may have conflicting and
opposing goals, making it difficult to develop an effec‐
tive innovation strategy and therefore hindering the
implementation of RI (de Hoop et al., 2016; Voegtlin
et al., 2022).

2.3. The Complicated Relationship Between Digital
Platforms and News Media Organisations

Digital platforms have contributed to the transforma‐
tion of news content’s online distribution. Many news
publishers have largely become dependent on plat‐
forms as crucial traffic sources, raising concerns regard‐
ing, among others, the monetisation of news con‐
tent. Additionally, digital platforms’ recommendation
engines use advanced machine learning algorithms to
analyse individual and aggregate user data to deliver

the “most relevant” news content, changing audi‐
ences’ behaviours through filtering and bundling content
(Capobianco, 2021).

This phenomenon has broadly resulted from plat‐
formisation, that is, “the penetration of online infras‐
tructures, economic processes, and governmental frame‐
works of online platforms in multiple socioeconomic
sectors and spheres of existence” (Poell et al., 2019,
pp. 5–6). In other words, the infrastructural status that
these platforms have acquired has permitted them to
extend their reach in a myriad of domains, making
them omnipresent in our online activities (Plantin &
Punathambekar, 2019). Journalism has not been able to
avoid the impact of platformisation, influencing many
facets of editorial processes. Conversely, platforms rely
on publishers to exercise “platform power,” which is “con‐
tingent on [platforms’] ability to maintain relations and
sustain them over time” (Nielsen & Ganter, 2022, p. 22).

Through these configurations, platforms have shown
how they can enhance publishers’ reliance on their ser‐
vices to innovate. However, studies have demonstrated
that news outlets are potentially exposed to dangers
caused by unanticipated changes in platforms’ algo‐
rithms or business interests (Nielsen & Ganter, 2022).
Therefore, the relationship between platforms and pub‐
lishers has become particularly complicated. Despite
that, both parties desire to collaborate, yet with signifi‐
cant reservations, particularly from the publishers’ side,
as they are becoming overly dependent on these tech
companies. To this end, publishers have been attempting
to counterbalance this by reconfiguring their resources’
investment in platform services (Meese & Hurcombe,
2021) to “wrangle back control of their audiences, data,
and revenues” (Chua & Westlund, 2022, p. 82).

Researchers have also approached this issue from the
standpoint of editorial autonomy in the face of online
platforms’ algorithmic and automated content curation
(Simon, 2022). This evokes issues of media capture, a
frame used to describe situationswhere the dependency
of news media organisations on other influential stake‐
holders, such as platforms,might dilute their role of hold‐
ing power to account (Schiffrin, 2021). However, media
capture should not only be treated as a threat to editorial
autonomy, which can largely remain intact (Poell et al.,
2022). It can also be considered a risk to news media
organisations’ infrastructural autonomy and innovation
capacity (Nechushtai, 2018).

Therefore, crucial to understanding the power asym‐
metry that underpins the examined relationship is the
concept of “infrastructural capture,” which describes “sit‐
uations in which an organisation tasked with scrutiniz‐
ing another organization, institution, business, or indus‐
try is incapable of operating sustainably without the
resources or services they provide” (Nechushtai, 2018,
p. 1046). Looking at the technological innovation capac‐
ity of news media, they became constrained by reinforc‐
ing structural advantages of platforms (de‐Lima‐Santos
& Salaverría, 2021). For example, these companies have
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not only “become dominant in AI research and provision”
but have also made it “difficult for many news organiza‐
tions to develop AI without having to rely on tools and
infrastructures provided and maintained by these com‐
panies” (Simon, 2022, p. 7). These concepts provide us
with the conceptual tools to understand the implications
of funding concerning innovation processes behind the
digital platforms’ aid to news organisations.

3. Methods

The GNI Innovation Challenge has conducted five
regional innovation challenges, funding over 200
projects in 47 countries. According to Google, this
scheme aims to “empower news organisations from
around the world that pioneer new thinking in online
journalism, develop new paths to sustainability, and bet‐
ter understand their communities” (GNI, 2022). To under‐
stand the realities and challenges faced by GNI benefi‐
ciaries in Africa and the Middle East, specifically regard‐
ing the adoption of innovative processes in their news‐
rooms, this study followed a multi‐method qualitative
research approach based on the analysis of the projects
descriptions available on the GNI portal triangulated
with semi‐structured and in‐depth interviews with 13
leading actors in selected organisations. The interviews
were made between July and October 2022 and were
conducted and recorded via Zoom. On average, they
lasted 42 minutes. Table 1 lists the GNI beneficiaries
interviewed and the place they are located. Broadly
in these interviews, we sought to understand issues
around their dependency on Google as an organisation,
the kind of innovation they were supported to under‐
take, and the project’s sustainability post‐GNI funding.

Answering these questions helped us to understand, at
a broader level, the power dynamics that link the GNI to
its beneficiaries.

The data‐gathering process was fraught with chal‐
lenges. These organisations were selected based on the
list available on the GNI website. The final list of 13 ben‐
eficiaries is based on a snowball sampling to identify
others, as it was not possible to interview representa‐
tives of all GNI beneficiaries due to the unavailability of
potential interviewees, asmany of our repeated requests
went unanswered. Some contacts declined our request,
unaware of the GNI project that their organisation had
partaken in, while others retracted their participation at
the last minute. Thus, we did not follow a purposive sam‐
pling strategy. Considering these limitations, we aimed
for geographical representation. We secured interviews
from at least one representative from North and Central
Africa, and the Middle East. In addition, we sought to
cultivate a representative sample that reflects the ideo‐
logical diversity and variety of media types (e.g., digital
native and traditional print‐first outlets).

For our data analysis, we conducted an inductive
thematic analysis after all authors transcribed the inter‐
views. This is a widely used method to draw themes
from qualitative data, particularly in datasets composed
of interviews (Braun & Clark, 2006). With an inductive
approach, the identified themes emerged from the data
themselves without trying to fit them into a pre‐existing
coding frameor the researcher’s analytic preconceptions.
The inductive thematic analysis used for this study was
performed using NVivo, a common software to assist in
qualitative research. After that, we reported our findings
combining them with our theoretical framework to cre‐
ate a thematic narrative.

Table 1. A breakdown of the organisations and their geographical location whose representatives were interviewed.

Code Organisation Country Type of Organisation

R1 Egab (Official incorporated name: Egab for Digital Content) Egypt Digital native media
R2 Africa Uncensored Kenya Digital native media
R3 TelQuel Digital Morocco Digital native media
R4 Richmond Hill Media Limited (Ripples Nigeria) Nigeria Legacy media
R5 Stears News Limited (Operating Company), Stears Nigeria Legacy media

Information Services (Holding Company)
R6 Food For Mzansi, a digital news platform of Farmers For South Africa Digital native media

Change (Pty) Ltd
R7 263 Chat Zimbabwe Digital native media
R8 WhiteBeard Lebanon Start‐up
R9 Daraj Media Lebanon Digital native media
R10 Community Media Network Jordan Digital native media
R11 Sowt Podcasting and Training L.L.C. Jordan Digital native media
R12 L’Orient‐Le Jour/Société Générale de Presse et d’Édition SAL Lebanon Legacy media
R13 Raseef22 dba Levant Laboratories SAL Lebanon Digital native media
Note: Codes were used in the presentation of findings.
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4. Findings

In Africa and the Middle East, GNI Innovation Challenge
had granted funds for 43 projects until 2021, 22 (51,16%)
in 2019 and 21 (48.84%) in 2021. These projects were
concentrated in 18 countries in this geographic region.
As shown in Figure 1, many countries were not contem‐
plated with these grants, expanding the power asymme‐
try in this region.

The datafication and platformisation of the digital
infrastructure create power asymmetries between those
who embrace technological knowledge and those who
are surviving in the digital age (Nielsen & Ganter, 2022;
Poell et al., 2022). Using the typology proposed by
de‐Lima‐Santos andMesquita (2023), we classified these
projects according to their aims to identify these discrep‐
ancies. According to the project description, our categori‐
sation focused on aspects of the dataweweremost inter‐
ested in exploring. To avoid projects overlappingmultiple
categories, we followed the priority based on what was
mentioned. First, if the description states the use of
emerging technologies, such as AI or immersive tools, it
would be classified as Technological Innovation. Second,
if the project focused on reaching new or niche audi‐
ences, Audience Building was used. Lastly, the Business
Model applies to projects that mention new revenue
streams or strategic goals.

According to this typology, most of these projects
focused on developing a business model for these organ‐
isations (about 42%). To a lesser extent, these projects
aimed to bring emerging technological innovations (30%)
or new audiences (28%). As shown in Table 2, the media
organisations that used GNI grants to introduce novel
technologies in their newsrooms were predominantly
found in Israel and Jordan, which might suggest a more
enabling environment for digital media infrastructures.
As stated in their descriptions, most projects aimed to
bring AI solutions to newsrooms.

4.1. The Reflexivity and Motivations Behind
Technological Innovations

Having a broader view of these projects and looking
at smaller geographic regions, we can see that the
Middle East led the emerging technologies development.
For example, the Turkish company Demirören Media
proposed an AI system that categorises news content
and offers personalised options to readers on the top‐
ics they are interested in, aiming to increase readers’
engagement on its platforms through microsegment
level. Similarly, the Jordan news outlet Al Bawaba pro‐
posed a solution to leverage its digital archive using
Google Cloud and a trained AI system capable of seman‐
tically understanding and tagging Arabic content.

Figure 1. Countries awarded by GNI Innovation Challenge grant in Africa and the Middle East.
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Table 2. Typology of projects in different countries in Africa and the Middle East.

Typology Country Count

Technological Innovation Israel 5
Jordan 2
United Arab Emirates 1
Syria 1
Nigeria 1
Morocco 1
Kenya 1
Iraq 1

Audience Building United Arab Emirates 3
Zimbabwe 2
Turkey 2
South Africa 2
Rwanda 1
Nigeria 1
Lebanon 1

Business Model Lebanon 5
Nigeria 2
Turkey 1
Tunisia 1
South Africa 1
Morocco 1
Kenya 1
Jordan 1
Israel 1
Ghana 1
Egypt 1
Côte d’Ivoire 1
Congo 1

Other organisations embraced the logic of aggrega‐
tion and automation to negotiate transactions between
markets and social entities, informing the public about
governance systems and institutions. For example,
CommunityMedia Network (Jordan) used Google’s grant
to build Rabet, which means “link” in Arabic, a platform
that aggregated various data of the top 500 Jordanian
officials and members of parliament, former ministers,
and influential figures (such as writers, party people,
artists, and sports people) to show the connection
between them, based on their family, work, and busi‐
ness. According to R10, this tool “allows us to have more
transparencywhen appointments aremade at any level.”
For example, one law in Jordan states “that a member of
parliament or the government is not allowed to own any
company that deals with the government” nor can “be a
minister or a member of Parliament and then apply for a
tender or work tender” (R10). This allows them to inves‐
tigate power abuses in the government.

In North and East Africa, organisations focused on
developing solutions that could help them to create
a sustainable business model, such as an online plat‐
form to structure, validate, and enable their projects.
According to R1, GNI Innovation Challenge helped her

to scale her business from a minimum viable product to
a valuable, scalable process that drives growth. Egab is
a platform that connects local journalists across Africa
and the Middle East and editors of regional and interna‐
tional media outlets to pitch stories in any format or lan‐
guage. Focusing on solutions journalism, the platform’s
big motto is “learning by doing” (R1), which includes
feedback for journalists to learn and implement in the
next pitch:

We reject many pitches, but the difference is that we
say why. We want the journalist to learn. I always say
we’re a business. Yes, we are for profit, but we have
solid social goals. Our ultimate goal is for these jour‐
nalists to be able to pitch and produce storieswithout
our help. (R1)

For two years, “instead of putting a lot of money into
building an online platform that no one would use, my
idea was to start with emails and a Google workspace.
This has been our operation until we got the grant” (R1).

In Kenya, Africa Uncensored brought new ways to
produce news content by giving voice to communi‐
ties not always heard by the news media. Focusing on
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crowdsourcing information from people living in infor‐
mal settlements in Nairobi, Africa Uncensored created a
direct channel for the public to air their issues while pro‐
viding a channel for the organisation to map these issues
and better cover them: “We decided this channel will be
via SMS because it is very cheap in Kenya. It’s accessible
to many people, and many mobile plans have it for free”
(R2). The solution created by Africa Uncensored would
aggregate these messages received from the public in a
portal that journalists could check and build stories from
these texts and images.

In Southern Africa, examples of building new audi‐
ences are commonly found. Focused on citizen journal‐
ism, Food For Mzansi (South Africa) targeted three agri‐
cultural communities in its pitch for Google, aiming to
increase the literacy of South African youth and young
small‐scale farmers in these regions by involving them
in news reporting processes. The organisation was in a
“start‐up” phase when its team saw the GNI call:

We are three and a half years old at the moment.
Whenwe applied, wewere in our first or early second
year. As a start‐up, we were always looking for cash,
which is very limited [in the news industry]. So, we’re
always looking around for grant opportunities. (R6)

Similarly, the news outlet 263Chat (Zimbabwe) proposed
to build new audiences by presenting an alternative
to radio by establishing a podcast network, as it was
eager to find another way to create audiences beyond
its website limited to those people who have internet
access. 263Chat has complemented its offer by creat‐
ing an e‐paper—which is sent out to its “54,000 sub‐
scribers daily (Monday to Friday)” (R7)—, an SMS plat‐
form, and a podcast, allowing Zimbabweans access to
its content in different formats and not always requiring
internet connection.

4.2. The Challenges of Anticipating the Use of
Technological Innovations in Newsrooms

Our respondents highlighted several challenges to imple‐
menting technological innovations in their countries.
A common hurdle among our respondents is the lack
of skills to develop these emerging technologies in their
countries. Stears (Nigeria) used the grant to create a
billing infrastructure to collect regular payments from
readers,mainly focusing on “integratingwith African pay‐
ment gateways and receiving payment from African audi‐
ences” (R5). Therefore, it is essential to find “the right
talent,” which is not an easy task, as these profession‐
als need “to complement particular parts of the [media]
business” (R5).

Our interviewee from the Lebanese organisation
Daraj Media shared the same feeling. R9 told us that the
news outlet “took literally more than half of the grant
duration to figure out a team and who we are going to
work with.” LIFT‐im is an innovation lab based at Daraj

Media, aiming to bring emerging technologies to news‐
rooms. It is a project that requires high knowledge of
advanced technologies such as AI:

We came across a company in Jordan that is doing
outstanding work. They proposed to work with us on
deploying AI solutions that we imagined, but it was
costly. We would have to pay much more than what
we had received from Google. (R9)

An in‐house team was also expensive for the organisa‐
tion, as salaries for tech professionals tend to be higher.
Besides that, there is intense competition from foreign
companies and organisations outside the news industry
for technologists.

As a result, it took a long time for the organisation to
figure out whom to work with, as it required the team
to know about AI, be native English and Arabic speakers,
and have a genuine interest in media: “You need to tick
too many boxes. If they exist, they are already employed
and we can’t afford them,” explained R9. The solution
came up through a collaboration between academia and
Daraj. The news organization found a professor based
in Paris (France) with a team in Beirut who agreed to
become part of the LIFT‐im lab and work together on
these projects. The teamhas developed an AI‐driven tool
to look at Twitter in real‐time to detect tweets generated
by bots from the ones created by actual people, help‐
ing journalists to analyse how bots lead the conversation
andwhat kind of impact theymight have in the public dis‐
course in Lebanon.

Other organisations relied on third‐party companies
to support them in developing their proposals. The
Lebanese WhiteBeard is a team of engineers, designers,
and managers who offer software solutions and insight‐
ful guidance for companies, mainly specialised in the
news industry, as one of its co‐founders worked formany
years for the newspaper L’Orient‐Le Jour (Lebanon). This
tech company was responsible for helping other news
organisations to deploy their innovative solutions using
their GNI grants, such as L’Orient‐Le Jour, Nida al Watan,
and Rasseff22. Whitebeard also received a GNI grant to
develop a Customer Relationship Management solution
for smaller news outlets, allowing these newsrooms to
manage subscriptions better using a tool that combines
a metered paywall and a locked system based on data
signals from audiences.

The lack of technological knowledge in the region
might not have been anticipated by these organisations
or Google, which did not work with them to develop
these projects. For example, Citizen Bulletin also relied
on other organisations to build the project. Once the
existing funding was over, they folded.

All respondents bemoaned that their GNI were
developed independently without help from Google.
We learned that the tech giant does not support these
news organisations with the needed skills for deploy‐
ing these technologies, and the meetings are limited
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to checking status. Some respondents mentioned that
Google outsourced thewhole process to third‐party com‐
panies. It must be said that others noted that, in cases
when they had to deal with former journalists work‐
ing at Google, they had a more positive experience as
former journalists, “they understood our reality better”
(R9). Additionally, a few respondents noted that the pro‐
cess was very smooth compared to other funds they got.

4.3. The Inclusiveness of Technological Innovations and
Its Limitations

By creating more diverse project teams or involving dif‐
ferent stakeholders, some projects brought this inclusive‐
ness approach to their projects. Outsourcing is a tool that
helps in this process. However, specific organisations,
particularly those with headquarters abroad, ended up
developing their projects in other countries outside
Africa or the Middle East. For example, Legit.ng (Nigeria)
did not have information about the ReCo project, a con‐
tent recommendation tool, as “it was made overseas,”
in its office in Ukraine, according to a representative
who did not agree to be interviewed by us. Pulse.ng
(Nigeria) is owned by the parent company, Ringier, based
in Switzerland. We contacted a representative who also
knew nothing about the project. In this aspect, the inclu‐
siveness of these projects reveals to be poor. In some
respects, being led and developed by organisations in
Western countries, some projects limit their possibilities
to contribute to local development and mitigate the low
level of technological development in the region.

Other organisations brought an inclusive spirit to
their projects by engaging new publics or providing an
open space to create solutions for their problems, such
as Africa Uncensored (Kenya), 263Chat (Zimbabwe), and
Egab (Egypt). Similarly, EcoNai+ from Ripples Nigeria
promises to track and mark changes to environmen‐
tal phenomena using geo‐journalism and crowdsourcing
data. This platform allows users to collect, visualise, and
report on data from communities impacted by climate
change. According to R4, EcoNai+ is an ecosystem of:

A couple of tools to help across the value chain of
the environmental report, tracking, data capture or
unreported to help journalists, researchers, scientists,
policy formulators, as well as community members,
convert their fears and their worries and anxieties
about the environment into actual data that can help
to drive and attract intervention for change. (R4)

By looking at “the most disadvantaged and underserved
communities in a country” (R4), EcoNai+ brings this
aspect of inclusiveness of technological innovations.
However, it comes with limitations: “Geo‐journalism
involves a lot of technical training, acquisition of skills,
and some technical tools,” requiring training for people
to learn how to use these tools. Furthermore, techno‐
logical structures involve multiple owners, actors, and

stakeholders that embroil the datafication and techni‐
cal processes (Parks & Starosielski, 2015). To avoid it,
GeoViz+, a tool to visualise data, relies on an easy‐to‐use
approach of out‐of‐the‐box tools, such as Flourish and
DataWrapper (see de‐Lima‐Santos et al., 2021).

Equally important is to think about the technolo‐
gies available to citizens. The reliance on SMS by Africa
Uncensored helps to reach wider audiences in Kenya, as
it “is very cheap, and a lot of people have in their mobile
plans for free” (R2). Food For Mzansi targeted three agri‐
cultural communities as the organisation sought to cre‐
ate “community impact” (R6) by giving voice to these
African youth and young small‐scale farmers in these
regions. The same goal had TelQuel Digital using the
grant to “create podcasts focused on Moroccans living
abroad” (R3).

4.4. The Responsiveness and Continuity of These
Projects

All these grants are co‐funded, meaning these news out‐
lets still need to invest money into developing these
projects. While some organisations use staff hours as
part of the co‐funding scheme, others had to invest
money to develop these projects, as the grants were
insufficient to cover them. The interviewees did not pre‐
cisely describe the co‐funding mechanism. While some
mentioned that Google sponsored 70% of the project,
others said it was 60% or 80% for them. Given this
lack of common standards, it is hard to understand how
Google decides on the grant’s value. Some respondents
bemoaned that they requestedmore funds in their appli‐
cation, but Google decided to give them less.

Some technologies were developed to a broader
scope. EcoNai+, for instance, has the mission to con‐
tribute to solving the problem of climate change using
technological media innovation. For R4, this solution
allows Ripplers to become a “media tech company,”
preparing for the industry’s future and potentially tout‐
ing new revenue streams. Africa Uncensored also saw
the potential of its tool during the Covid‐19 pandemic
for health function. Therefore, the team decided to
explore this function to fundraise it for then expand it
to other scopes.

Conversely, other organisations have yet to finalise
their development evenwith the end of the grant period.
For example, Community Media Network has not yet
made Rabet available. According to R10, the political sce‐
nario in Jordan hampered its release:

I don’t know how successful it will be. We’re going
through two different problems. First, the space for
civil societies is shrinking in our country. We are
under a lot of pressure, myself and my organisation,
and the tax people suddenly start to be interested in
us, and we’re facing a lot of bureaucracy. We’re wor‐
ried that if we put this up online publicly, we will get
in further trouble. We’re trying to limit the problem.
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On the other hand, we might have a new govern‐
ment. We want this to be available, at least to key
editors and journalists, so they can use the informa‐
tion. (R10)

As technologies require constant reassessments and
upgrades to keep pace with changing circumstances
and the evolution of the industry, it is also essential
that news outlets can respond adequately and timely
to them. However, most organisations do not seem to
have a clear path to continue developing these projects.
Half of the organisations interviewed mentioned that
they have applied or will apply for further funding from
GNI Innovation Challenge. Some respondents said they
would apply for other GNI grants, such as Equity Fund, to
continue their projects. These answers stress the tech‐
nological innovations’ pathologies emerging in the news
industry, such as path dependency (David, 2007) and
technological lock‐in mechanisms (Arthur, 1989).

Equally problematic was that some organisations
mentioned the need to fundraise money from phil‐
anthropic institutions to continue developing these
projects. This clearly shows that some projects are not
yet sustainable. As a result, news outlets are not pre‐
pared to carry on these projects, putting at risk their
continuity and clearly showing that Google did not help
these organisations to mitigate the costs of these tech‐
nological innovations. R2 clearly stated: “In the end, we
realised it would be costly running this project after the
grant is over. So, we decided we are going to continue it
for a little bit.”

5. Discussion and Conclusions

Our study shows a discrepancy in the deployment of
emerging technological innovations in Africa and the
Middle East. While North and West African news out‐
lets rely primarily on the traditional use of technolo‐
gies to create or develop tools to support their organ‐
isations’ business models, in the Middle East, more
emerging technologies are being deployed with GNI
Innovation Challenge grant, particularly in Israel, Jordan,
and Lebanon. In Southern Africa, the focus is on build‐
ing newaudiences. These different approaches reflect on
the level of technological development in these regions
and show how these innovations have a diverse range of
solutions, from the most advanced (e.g., AI and immer‐
sive technologies) to the simplest ones (e.g., SMS integra‐
tion systems and online portals). This shows how diverse
and complex this geographical region is.

In the Global South, philanthropic routines lead news
organisations, notably smaller and independent ones,
to concentrate almost exclusively on funds provided by
these institutions to sustain their business (Lugo‐Ocando,
2020). While news organisations fail to generate enough
revenue streams to create sustainable business models,
the reliance on “Silicon Valley for funding and organi‐
sational imperatives” (Poell et al., 2022, p. 12) initially

appeared as a promising path for sustainability. By giv‐
ing this one‐year grant, Google expects news organisa‐
tions to solve their long financial sustainability problem
and adopt technological innovation that will disrupt their
business models and put them on the path to sustain‐
ability. Google seems to frame journalistic innovation as
achievable only through its proprietary and technologi‐
cal capacities. However, as some of these organisations
highlighted, there are limitations to developing these
projects in the region due to the lack of knowledgeable IT
personnel, high hiring costs, and reliance on third‐party
vendors. As a result, most projects ended up being mini‐
mum viable products of their original idea.

Furthermore, Google expects news outlets to
co‐fund these projects for one year. Many news organ‐
isations do not have the resources to co‐finance these
projects, which could indicate the lack of grantees in
many African countries. Conversely, as some respon‐
dents mentioned, these GNI grants leave a feeling of
validation for these pitches, giving the hope that these
technological innovations will help these organisations
in the future.

Thus, tech companies set the terms and conditions,
leading news organisations to adapt incessantly to their
needs. This shows how the power and functions pro‐
vided by “Big Tech” platforms, such as Google and
Facebook, continue to pervade news organisations, sus‐
taining power asymmetries. As a result, to develop jour‐
nalistic innovation in their newsrooms, grants such as
the GNI Innovation Challenge seem to be the path of
least resistance. However, what Google does with the
GNI Innovation Challenge is an extension of “philanthro‐
capitalism,” which Bishop and Green (2008) define as pri‐
vate wealth that “can advance the public good by apply‐
ing entrepreneurial skills, speed, and score‐keeping to
our most persistent challenges” (p. ix). Similarly, these
distinct regional characteristics demonstrate that philan‐
throcapitalism does not solve the inherent journalistic
institutional crisis (Reese, 2021).

We believe that these grants could have the potential
to become a global benchmark. For this, it is necessary
not simply to offer money for the development of digi‐
tal infrastructures, but also to provide support for these
organisations during and beyond the development pro‐
cess, allowing them to fully launch a solution that offers
maximum value to boost their overall presence in the
digital news ecosystem. In other words, the design and
deployment of the awarded projects should have deci‐
sion support from Google, which could help news out‐
lets to develop their technological innovations in good
faith and with careful approaches, following RI principles
(Voegtlin et al., 2022). Thus, these projects could guaran‐
tee new revenue streams for these organisations, while
also bringing them to a sustainable path.

However, the examples presented in this study, such
as Al Bawaba’s proposal to utilise Google Cloud for
its archive, demonstrate how news outlets increasingly
rely on platforms’ infrastructures to build technological
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solutions (de‐Lima‐Santos & Salaverría, 2021; Parks
& Starosielski, 2015). This situation further reinforces
the infrastructural dependency of journalism on tech
giants (Nechushtai, 2018). Additionally, the beneficiaries’
decision to outsource critical parts of the projects to
third‐party companies did not allow them to acquire
valuable knowledge that could help them become more
independent. We contend that it further fuels the under‐
lying power asymmetries between news media and plat‐
forms. As a result, dependency is not limited to infras‐
tructure and resources but also knowledge, networks,
and expertise.

Consequently, this article contributes to the critical
discussion concerning the issue of news media organi‐
sations’ capacity to innovate in an environment where
large tech companies effectively control many of the
tools and processes required to do so. Our study focuses
on overlooked regions, namely Africa and the Middle
East, where journalists are often in dire need of fund‐
ing, thus risking a further entrenchment of contingency
on platforms. Last, we wish to contribute to the ongo‐
ing dialogue about how platforms’ programs could be
shaped and executed to empower newsrooms. Even if it
might not always be possible to prevent adverse effects
from occurring, it is at least helpful to anticipate them,
be responsive, and attempt to mitigate their impacts as
much as possible.

Due to the limitations of language and vast scope,
we could not reach out to every Google‐funded organ‐
isation in the region. Although this limits our study, as
it does not represent the entire variety of technologi‐
cal innovations adopted by these grantees, we combined
methods to achieve a representative model that depicts
the essential standard features to understand the influ‐
ence of the GNI Innovation Challenge across the region.
Similarly, some organisations were afraid of sharing data
about these projects, as they had signed non‐disclosure
agreements with Google, restricting what they could
share. Future studies could explore how these news out‐
lets sustain some of these projects after the grant period
and how these organisations continue developing emer‐
gent technologies in their newsrooms. A comparative
analysis of the GNI Innovation Challenge between the
Global South and a more privileged market, such as
North America and the European Union, could also illu‐
minate particular beneficiaries’ treatments by Google.
Despite these limitations, our study adds to the exist‐
ing literature by demonstrating the power asymmetries
between those who serve as the backbone for techno‐
logical innovation processes and those dependent on
these institutions.

In conclusion, these projects help us understand the
challenges news outlets experienced in Africa and the
Middle East.We can also perceive the processes involved
in developing emerging technological innovations in a
diverse geography area, contributing to broader stake‐
holders’ visions of RI and helping them to adopt best
practices that could empower them to create better solu‐

tions. Furthermore, the power dynamics embedded in
these projects cannot be ignored as they influence the
levels and trajectories of innovation dependency that
bind Google and the project beneficiaries. Overall, this
study demonstrated that dependence and power imbal‐
ance might negatively affect RI in the news industry.
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1. Introduction

Exhaustive datafication ensures that cities’ data repos‐
itories possess and express knowledge, capital, and
power (Eubanks, 2017; Kitchin, 2013, 2021; Ma et al.,
2020; Rose, 2020); and this prompts the interrogation
of datafication by a critical group of media and commu‐
nications scholars (e.g., Cardullo & Kitchin, 2019; Zuboff,
2019, pp. 8–14), believing that it is a capitalistic form
of control and rationalisation of humanmobility (Kitchin,
2021; Sadowski, 2019; Sadowski & Pasquale, 2015).

The crux of the debate is datafication’s promise of
a better outcome for modern cities using data, and cit‐
ies’ huge collection and valuation of data for governance
decisions (Beaulieu & Leonelli, 2022, p. 6). Nowadays,
cities datafy opinion formation, political debates, and
distribution of services and opportunities (Lycett, 2013;
Mejias & Couldry, 2019), making them collectors of vast
volumes of data. Data is thus the mechanism to opera‐

tionalise cities’ communication technologies, but also to
redefine engagements therein.

Data indeed possess value, but this article advances
that volumes alone do not generate value or sus‐
tain cities’ appetite for exhaustive datafication. Often,
media and communications scholars focus on the value
that volumes of data generate to cities in datafication
(Mechant & Walravens, 2018; van der Graaf, 2018) but
not specifically on how the connection between volume
and value is made by the people who decide on data col‐
lection and valuation.

Thus, this article investigates cities’ data collection
appetite which is buoyed by the belief that more data
will make them better places to live or more efficient to
govern. Concretely, it examines if vast volumes of data
alone are sufficient to create such value for cities, posit‐
ing that data needs to be of a certain quality for precise
analysis to generate value. Bymapping data volumes and
data quality, this article sheds light on the potential of
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connecting data volumes and data quality in ways that
create value.

To understand how value accrues from volumes and
cities’ propensity for exhaustive datafication, this article
studies how decisions on data volumes and value are
made by technologists and governance bodies who pri‐
oritise data collection and valuation in cities. The main
research question in this regard is: How does data
volume connect to data value in smart cities’ datafica‐
tion? Findings indicate that data quality enables this con‐
nection, contributing to our understanding of the con‐
nection between cities’ intensive datafication and their
appetite for data volume.

2. Literature Review

Smart cities’ datafication is popular among governments
and technologists (Karvonen et al., 2018; Kitchin, 2016),
and scholars try to define smart cities with no common
definition yet (Zhao et al., 2021). However, ideas about
what a smart city is, can be, and/or should do are not
in shortage (Csukás & Szabó, 2021). In this sense, smart
cities are conceived, designed, and implemented by gov‐
ernments and technologists with a focus on city effi‐
ciency, allowing for larger control on mobility and use of
resources, but also generating more data and providing
an image of modernity (Al Nuaimi et al., 2015; Hashem
et al., 2016)

Datafication is the foundation of smart cities, provid‐
ing the raw material—data—upon which smart cities ini‐
tiatives operate (Cardullo & Kitchin, 2019; Kummitha &
Crutzen, 2017; Löfgren & Webster, 2020). Datafication
claims tomake cities smart when technical objects which
are previously considered lifeless become cognitively
conscious (Akhilesh, 2020). It is a longstanding quanti‐
fication practice supported by digitisation (Lycett, 2013;
(Mayer‐Schönberger & Cukier, 2013, pp. 74–96;Mejias &
Couldry, 2019). Its use in smart cities is extensive.

To “datafy” is to place phenomena into quanti‐
fied formats, tabulate and analyse for decision‐making
objectives. van Dijck (2014, p. 198) explains that datafic‐
ation is based on “a widespread belief in the object‐
ive quantification and potential tracking of all kinds
of human behavior and sociality through online media
technologies.” In other words, everything that can be
measured—relationships, experiences, moods—will be
turned into a data point and added to a dataset
(Ruckenstein & Schüll, 2017, p. 262). But datafication
is also met with criticism from scholars (e.g., Chan
et al., 2022; Lycett, 2013; Sadowski, 2019; Sadowski &
Pasquale, 2015; Zuboff, 2019) who claim that it carries
intrusive properties, including increasing citizen surveil‐
lance and nudging actions.

The data infrastructures of smart cities rely heav‐
ily on digital communication technologies and systems
that enable datafication (Mohanty et al., 2016; Rose,
2020). This embeds smart cities’ datafication to ques‐
tions related to the role of communication infrastruc‐

tures in modern societies, as they constitute “comput‐
ing and network resources that allow multiple stake‐
holders to orchestrate their services and content needs”
(Constantinides et al., 2018, p. 381). Datafication prac‐
tices become intrinsic to decision‐making, and thus to
power (Sjøvaag & Ferrer‐Conill, 2023). To that end, this
article adopts Harrison et al. (2010, p. 2) definition of the
smart city as “connecting the physical infrastructure, the
IT infrastructure, the social infrastructure, and the busi‐
ness infrastructure to leverage the collective intelligence
of the city.” This conceptualisation underlines the con‐
stitutive description of the so‐calledmodern city as a con‐
vener of economies of scale and facilitator of agglomera‐
tion. The definition also approaches the smart city as a
socio‐technical construct (cf. Edwards et al., 2007) which
understands humans to inscribe biases in technology and
how these biases replicate themselves in the organisation
of cities, thus questioning the notion of “smart” but also
bringing into dialogue how data is generated and inter‐
preted for use, i.e., data volumes, value, and provenance.

2.1. Data Volumes

Access to data is important to smart cities (Möller &
Von Rimscha, 2017); the velocity, volume, and variety
of data collection demonstrate this, but also the appet‐
ite for data (Beaulieu & Leonellli, 2022, pp. 6–10; Lycett,
2013). This article argues that volume is a derivative of
velocity and variety, and contextually connects velocity,
volume, and variety to advance that the velocious and
varied data cities collect makeup data volumes. Volumes
in cities connote the size of data that is collected from all
available sources for decision‐making (Al Nuaimi et al.,
2015). Scholars (e.g., van Dijck, 2014; Zuboff, 2019), in
their criticism of cities’ conviction in governance through
aggregated data, highlight that data volumes in cities’
datafication process are often seen in the assumption of
a manifest relationship between data and efficient cities.
In this regard, dialogues on data volumes are often not
without thoughts on how and where data comes from,
i.e., data provenance, which is important to technolo‐
gists and governance people in cities’ datafication pro‐
cess (Beaulieu & Leonelli, 2022, pp. 7–8).

2.2. Data Value

Data value is the possible advantage cities generate
from data volume through analyses and is often pro‐
jected as the end goal of datafication (Al Nuaimi et al.,
2015; Beaulieu & Leonelli, 2022, pp. 24, 39). Value
is recognised in how cities mobilise data across con‐
texts, space, and time, and its traces are evident
in the technocratic, algorithmic, automated, and anti‐
cipatory behaviours cities exhibit (Al Nuaimi et al.,
2015; Bibri, 2021; Löfgren & Webster, 2020). Scholars
infer that cities recognise data to possess value both
in the present and future (Bibri, 2021; Lycett, 2013;
Sadowski, 2019; Sadowski & Pasquale, 2015; Rijshouwer
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et al., 2022; van Dijck, 2014). In particular, the trust
in algorithms to predict and pattern events in cities,
but also to automate decisions, demonstrates this infer‐
ence (Mayer‐Schönberger & Cukier, 2013; O’Neil, 2016).
Furthermore, cities’ reliance on data to produce and eval‐
uate social knowledge—e.g., “how to parent, police, gov‐
ern, be healthy and put together a good soccer team”
(Beaulieu & Leonelli, 2022, pp. 13–14)—or reinvent gov‐
ernance, are examples of the framings of data value in
datafication studies (Kummitha& Crutzen, 2017; Noveck,
2018, pp. 123–126). Likewise, when cities consider data
as economic, political, and social means, they, in other
words, demonstrate the agency as value that data gain
to, for instance, nudge, steer, and control behavioural
boundaries or patterns therein (Beaulieu & Leonelli,
2022b; Cardullo & Kitchin, 2019; Kitchin, 2021; Mejias &
Couldry, 2019; O’Neil, 2016, p. 191; Sadowski, 2019).

2.3. Data Provenance

In critical media and communication studies on datafica‐
tion, data volume, and value are expansively discussed
as important subjects, but not data provenance. Data
provenance defines as the origin of data. It is also
described as the conditions under which data is gen‐
erated and disseminated (Beaulieu & Leonellli, 2022,
p. 23). Beaulieu and Leonellli (2022) claim that focus‐
ing only on data volumes, without accounting for other
important elements (e.g., data provenance) could result
in risky data analyses and interpretation. Their conten‐
tion underscores the need to account for and recognise
what happens to data between acquisition and use in
generating datafication outcomes.

Scholars in scientific knowledge production often
question data collection methods, mostly to account for
biases, which involve the properties of data. Similarly,
when cities fail to account for the origin of the data
they engage with, they risk flawed analysis and claims
in decision‐making. Data provenance shows the circum‐
stances of data generation to support data use. Like
volume and value, it should be a considerable sub‐
ject in the interrogation of cities’ datafication (boyd &
Crawford, 2012). Studying the provenance of data helps
to respond to questions of why, how, where, when, and
whom of datafication. It supports technologists and gov‐
ernance groups with insights into making decisions on
volumes and value. Connecting with volumes and value,
the provenance of data articulates the constitutive char‐
acter of cities’ data assemblage which, as Kitchin and
Lauriault (2014) claim, is rooted in conventions, tradi‐
tions, and infrastructures.

To this end, this article focuses on analysing Data
Volumes, Value, and Provenance, in response to its main
research question which further opens out to:

• RQ1: What do the technical and governance
people in the Stavanger Smart City want from their
datafication practice and process?

• RQ2: What is important to the technical and gov‐
ernance people in the Stavanger Smart City datafic‐
ation practice and process?

• RQ3: How do the technical and governance people
in the Stavanger Smart City connect data volume
and value to complete the datafication process?

3. Theoretical Framework

Cities’ excitement about big data parallels that of the
emergence of statistics in the late 18th century, but crit‐
ical data studies (CDS) invite media and communications
scholars to pay deeper attention to this exciting descrip‐
tion of data and the cultures around it (Dalton et al.,
2016). Based on datafication’s promises of a better out‐
come for cities—a claim that influences its ubiquity—this
invitation is to interrogate the datafication process bey‐
ond how and what cities use data for, to data collection
and analysis.

Datafication provides data to smart cities as the
raw material to operate, but also as the mechanism to
understand their sociality (Dalton et al., 2016; van Dijck,
2014), hence CDS’s call for a critical interrogation of data,
their generation, and analysis. Scholars of diverse fields,
including media and communications, engage with the
assumptions of CDS to respond to the technical and
organisational issues that data‐intensive practices gen‐
erate. Similarly, CDS substantially attends to the norm‐
ative and privacy concerns that cities’ datafication pro‐
cess generates, providing scholars with the theoretical
tools to study the widespread consequences of big data
in the social arena. From the point of view of data pro‐
duction and analysis, Dalton and Thatcher (2014), for
instance, probe the manipulation of big data, including
the motives and imperatives that often drive such data
work. Other scholars have equally continued to count on
CDS to interrogate how cities relate to data volumes and
value, but bringing into the conversation how multiple
relevant influences embed in the cultures of technolo‐
gical infrastructure political orientations, business, and
economic plans or agendas to jointly frame datafication
(Iliadis & Russo, 2016; Sadowski, 2019).

In this article, I engage the propositions of the CDS
to study the socio‐technological process of collecting
volumes of data and extracting value from data, but also
to know how this process manifests in data assemblages
which consist of data systems of technological, political,
social, and economic arrangements (Kitchin & Lauriault,
2014). Clarifying how data is consciously and uncon‐
sciously created, the means of collecting data, and what
informs their analysis in smart cities datafication offers
this article the space to bring attention to the entire pro‐
cess of interpreting data for value and how this is decided
(boyd & Crawford, 2012).

Of interest to this article is the process of “cook‐
ing” data into context‐dependent decisions. The “cook‐
ing” of data is a key theoretical assumption of CDS
and is regarded in this article as the analytical process
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of turning data into value. It highlights the misleading
idea that data is neutral (Beer, 2016; Gitelman, 2013,
pp. 167–171; Räsänen & Nyce, 2013), when they are
not because they are often rooted in values, norms, epi‐
stemological claims, and philosophical outlooks (boyd
& Crawford, 2012) which technologists and governance
people in smart cities possess. In other words, all data
are produced and, in the process, subject to choices
about what to collect and how to analyse them for value
(Kitchin, 2014; Sadowski & Bendor, 2019).

Therefore, I operationalise this assumption in study‐
ing the connection between data volume (which contex‐
tually embodies vast data collection) and value. This way,
I investigate the belief that collectingmore data is always
better for cities to function. More concretely, in enga‐
ging the process of “cooking” data, I focus on how tech‐
nologists and governance bodies who make decisions to
aggregate data decide on their values; I also highlight
the lack of clarity in scholarship and the social arena
about how decisions on data collection and valuation
are made (Andrejevic, 2014). This approach underlines
the potentiality of datafication to mutate with new ideas
and knowledge in cities, for example, when technologies
are (re)invented, organisations change, business mod‐
els are created and recreated, and political systems and
economies get altered by new or old orders (Kitchin &
Lauriault, 2014).

4. Data and Method

This article adopts a case study approach (Yin, 2018),
using the Stavanger Smart City as a situated case.
Stavanger is a purposive choice because it is diversly con‐
nected with the University of Stavanger as a research
hub and provides this research access that would not
be possible anywhere else. Stavanger is located in the
southwest of Norway; it is both its fourth largest city
with approximately 250,000 inhabitants and an energy
hub. Stavanger has a smart city operation that dates
back to 2016, with goals structured in five priority areas:
health and welfare; education and knowledge; energy,
climate, and environment; urban art; and governance
and democracy (Stavanger City Council, 2016). Stavanger
has also achieved smart city goals that include oper‐
ating an open data portal, weed‐control sensors, auto‐
measuring waste accumulation and disposal, digitising
public services fault reporting, and managing city mobil‐
ity. It has benefitted from the EU‐funded programmes
Horizon 2020 (2015–2020) for smart cities and com‐
munities in Europe and AI4Cities to support climate
change goals with artificial intelligence.

Case studies are useful because they respond to the
“how” or “why” questions of research. They also come in
handywhen researchers have limited control over events
and the object of study is a contemporary phenomenon
with complexities and contextual conditions that need to
be studied closely and robustly. In addition, case studies
often provide researchers with robust methodological

tools to investigate cases of “decisions,” “individuals,”
and “processes” (Yin, 2018). The case studymethod suits
this research as it seeks to understand how technologists
and governance people make decisions on data volume
and value in a city’s datafication process.

The data collection methods employed in the case
study include interviews (Edwards & Holland, 2013), doc‐
ument analysis (Bowen, 2009; Dalglish et al., 2021; Grant
& Kara, 2022), and a content analysis of an open data
portal (Krippendorff, 2018, pp. 89–124). The methods
give access to policy decisions that guide datafication,
technologists, and governance people who implement
datafication in Stavanger.

I conducted six semi‐structured interviews with
technologists and governance people in August and
October 2022 (see Table 1 for informants’ descriptions).
The informants were chosen using maximum variation
sampling to get a wide range of interactions from two dis‐
tinct profiles, experts and practitioners who implement
datafication in the smart city (Sandelowski, 1995 , 2000).
They were recruited from two relevant sources—the
Nordic Edge, a smart city and Internet of Things industry
cluster associated with Stavanger, with members as
vendors and participants in the smart city project, and
the Stavanger Smart City Department, which is chiefly
responsible for stakeholders’ engagements and evalu‐
ation of datafication implementation in the case. These
include face‐to‐face interviews with five participants and
one online session onMicrosoft Teamswith a respondent
who was physically unavailable. The interviews were con‐
ducted freely in the English language, lasting an average
of 38 minutes per session. Respondents’ privacy and eth‐
ical use of interview data were guaranteed, as required
by theNorwegian Centre for Research Data (Norsk Sentre
for Forskningsdata). Consent for this was fully obtained.
Interviews covered demographic (name, age, profes‐
sional status, and work affiliations) and research‐related
questions. The responses were comprehensive and a
50:50 male and female gender parity was observed.

I transcribed and used the thematic analyses (Braun
& Clarke, 2006) to organise themes aroundmy three ana‐
lytical groupings of Data Volume, Value, and Provenance.
The flexibility of thematic analysis allows me to inform‐
ally determine themes’ prevalence in the interview data,
i.e., the prevalence of themes came from repeated data
analyses. The theoretical freedom that thematic analy‐
sis enjoys also gives it the flexibility to richly account for
my data as it reflects and explains the reality and the
surface of my data, i.e., making its character transpar‐
ent. This strategy also captures important themes from
the data, with the “keyness” of themes not necessarily
depending on quantifiable measures but on relevance to
my research questions.

Using the thematic analysis as well, I analysed the
four datafication policy papers: (a) the ICT Strategy for
Stavanger Municipality, (b) the Joint Social Element of
theMunicipalMasterplan for New Stavanger 2020–2034
(bothwere translated fromNorwegian to English), (c) the
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Table 1. Description of the study’s sample.

Study sample:
Interview
respondents (IRs)
and datafication
documents (DDs) Description

IR01 Governance/technical actor: Data and network engineer, with more than 20 years of experience
in digitalisation and innovation; huge involvement in datafication decisions and implementation
in Stavanger

IR02 Technical actor: Geodetic engineer, with more than eight years of experience in specialised spatial
data management

IR03 Technical actor: Social scientist and IT expert, with more than 10 years of experience in spatial
mapping research and innovation

IR04 Governance/technical actor: Technologist, with expertise in cyber security, open data,
micro‐mobility, citizen involvement, and sustainability in smart cities; more than four years
of experience with Stavanger Smart City

IR05 Technical actor: Expertise in smart city systems and applications with more than 10 years
of experience in public sensor systems management

IR06 Governance actor: IT innovation strategists with specialisation in digital business, service design,
and innovation; more than six years of experience with Stavanger Smart City

DD01 ICT strategy for Stavanger Municipality

DD02 Joint Social Element of the Municipal Masterplan for New Stavanger 2020–2034

DD03 Stavanger Digital Strategy 2014–2029

DD04 Roadmap for Stavanger Smart City

Stavanger Digital Strategy 2014–2029, and (d) the
Roadmap for the Smart City Stavanger, to organise
themes into my three analytical groups of Data Volume,
Value, and Provenance. I used the READ approach:
(a) ready yourmaterials, (b) extract data, (c) analyse data,
and (d) distil your findings (Dalglish et al., 2021) to do
this and gained familiarity with the manifest contents
of Stavanger’s datafication plan, including how technolo‐
gists and governance people understand the plan. I did a
content analysis of Stavanger’s open data portal to gain
insight into the data that is collected (see Table 2) and
identify from its metadata themes that fall into my ana‐
lytical groupings. In organising my analysis of the data,
I relied on the theoretical views of the CDS, specifically
observing the “cooking” of data in the process.

5. Results

Two data structures, the open data portal (for the pub‐
lic) and data lake (for internal operations), illustrate
Stavanger’s data use practice. However, I did a content
analysis of only the open data portal (n = 299) which is
available to the public. First, I find that eight categories of
datasets including an Expired category (n = 94) are spe‐
cific to Stavanger and that there are datasets in duplic‐
ates and unusual groupings in contents. I thenmake new
groupings of four (see Table 2) from their original group‐
ings excluding the expired datasets, by uniting and or
renaming three categories, i.e., merging Bicycle meas‐
urements (n = 43) and Transport (n = 31) datasets to
form Transport andMobility (n = 74); Livelihoods (n = 25),

Table 2. Analysis of open data.

Transport and Maps, Emergency, Weather and
Mobility and Public Safety Culture and Livelihoods Environment
(n = 74) (n = 51) (n = 68) (n = 12)

For example, parking, city
bike counter, and
cycling/hiking routes

For example, mapping, road
noise levels, pedestrian
traffic, school routes,
vehicle charging stations,
and speed limits

For example, registered
unemployment/disability
pensioners, immigration,
and operating expenses for
museums and cinemas

For example, waste
management/refuse
containers,
rain/manhole/bathing
temperature sensors, and
air quality measurement
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Culture (n = 12), and Statistics (n = 31) to form Culture
and Livelihoods (n = 68); and renamingMaps, Emergency,
and Public Safety (n = 51). Weather and Environment
(n = 12) retain their categorisation. This was to make my
analysis transparent and understandable.

Excluding the 94 expired datasets, the portal con‐
tains 207 datasets that are actively specific to Stavanger.
Their metadata provides insights on the dates of col‐
lection (starting from 2016), update schedules (every
two and five minutes for parking and city bikes data
respectively, hourly for air quality data, daily for cyc‐
ling and rain data, annually and on‐demand for hiking
routes and trails data), the protocol that governs data use
and reuse (the Norwegian Licence for Open Government
Data) and data storage formats (CSV, JavaScript Object
Notation, GPS Exchange, Microsoft Word text document,
and PDF).

5.1. Thematic Analysis

I use the thematic analysis to analyse the six interview
transcripts and four datafication policy papers which
are part of my empirical materials. The documents are
(a) the ICT strategy for Stavanger Municipality, (b) the
Joint Social Element of the Municipal Masterplan for
New Stavanger 2020–2034 (both were translated from
Norwegian to English), (c) the Stavanger Digital Strategy
2014–2029, and (d) the Roadmap for the Smart City
Stavanger. In addition to providing me with historical
insights into Stavanger’s datafication goals and imple‐
mentation context, I find in these materials 10 themes
that fall into my three analytical groupings of Data
Volume, Value, and Provenance (see Table 3).

Data Volume is discussed through five themes. Data
Volume in the context of smart city datafication connotes
the size and variety of data collected from all available
collection sources. Data from documents and interview
analysis describe Stavanger’s data collection practice,
but also the number of datasets and the varied formats
they are stored in the open data portal. One of the prom‐

inent themes concerns managing large amounts of data
for society and its citizens. As informant DD01 states:

With control and an overview of the data, it is easier
for the municipality to use data in new contexts such
as artificial intelligence, data analysis, and big data.
More data can be compiled and create new insights
and improved services. The municipality will also
share data [open data] with other players to contrib‐
ute to innovation and service improvement for the
benefit of citizens. The municipality must therefore
have discretion, control, and access to all data that
the municipality produces.

Another aspect of Data Volume in the themes concerns
how new technologies will continue to produce more
data, as informant DD01 again explains:

The municipality manages large amounts of data on
behalf of society and its citizens, and new technology
will produce evenmore. The investment in open data
[data sharing]will continue so thatwe facilitate innov‐
ation and reuse also outside the municipality.

Also, Volume is the theme that reflects on how data col‐
lection is based on legal, economic, and clerical man‐
dates of Stavanger’s seven service departments, and
informant IR01 explains this thus:

It is very individualistic, from department to depart‐
ment. It depends on the tasks and services that
they have the mandate to operate. For instance, the
garbage people [Waste Disposal Unit] have data on
different garbage bins. To the point, that would be
what kind of clerical mandate we are set under.

In addition, informant IR04 underlines the extent of
this theme saying: “When it comes to ownership and
maintenance of data, it is up to different departments
that have different professional fields, and there will be

Table 3. Themes from analysis of empirical data.

Analytical groups Themes from datafication policy papers and interview transcripts

Data Volume 1. Municipality manages large amounts of data for society and its citizens
2, New technology will produce more data
3. Data collection is based on legal, economic, and clerical mandates
4. Data architecture and infrastructure must be built for data exchange and communication to have

a special focus on scalability, openness, and interoperability
5. Municipality has standard data archiving and reuse process

Data Value 1. Data as an important resource is used for governance
2. The municipality must ensure ownership and access to data to build predictive decision‐making
3. Data will be used and reused in other contexts that can provide new and better services in

the future

Data Provenance 1. The quality of data collected is important for value generation
2. Quality data is realised from iteration and standardisation of collection

Media and Communication, 2023, Volume 11, Issue 2, Pages 344–354 349

https://www.cogitatiopress.com


people for owning such data. Although, in theory, the city
administrator owns all the data.”

Further in relation toData Volume is a theme express‐
ing how the city’s data architecture and infrastructure
must be built for data exchange and communication and
configured towards scalability, openness, and interoper‐
ability as supported by the governing protocol data use
in the open data portal. On this, DD01 explains:

Solid architecture and well‐thought‐out infrastruc‐
ture are pillars of forward‐looking, good citizen ser‐
vices, and effective ICT tools for the employees. This
is therefore the municipality’s main focus area within
ICT. The architecture and infrastructure must be built
so that it is possible to exchange data and communic‐
ate between different ICT systems, also across admin‐
istrative levels. New ICT acquisitions, further devel‐
opment, and resource requirements depend on the
ICT architecture. It must be facilitated for an effi‐
cient, modular, flexible, and service‐oriented archi‐
tecture and have a special focus on scalability, open‐
ness, and interoperability.

And finally, Volume is a theme that relates to the city’s
standard data archiving and reuse process, which inform‐
ant DD01 explains:

All systems that store archive‐worthy material must
have a strategy for handing over electronic mater‐
ial to Stavanger City Archives. Systems that are
not approved as electronic archives can be con‐
sidered integrated directly with the case/archive sys‐
tem. Reuse of master data across subject systems
greatly contributes to saving resources and stream‐
lining work processes, we must therefore decide
which system/service is responsible for which data.
The information must be registered and maintained
in only one place and then made available to all sys‐
tems that need the information.

In summary, the themes agreeably represent Data
Volume and how Stavanger conceives and deploys it in
its datafication process.

In terms of Data Value, three themes manifest in the
analysis. But this also manifests in the protocol that gov‐
erns data use and reuse in the open data portal analysis.
Data value is the advantage that the smart city stands
to generate from data volume. It is usually the end goal
of cities’ datafication process. One theme expresses this
in the analysis as data being an important resource for
governance, and informant DD01 confirms: “Data is an
important resource today but will grow both larger and
more important in the digital future.”

Informant IRP01 also notes in this same breadth that:
“We are collecting the data, putting them together across
all the different sources in kind of a dashboard and
reports to give us a better governance insight…data that
help us back up the goals that we try to achieve.”

Another theme that speaks to Data Value is themuni‐
cipality’s ownership and access to data to build pre‐
dictive decision‐making. Informant DD01 underscores
this: “The municipality must ensure ownership and easy
access to this important resource. In the future, the
data will be used and reused in other contexts that can
provide new and better services.”

Informant IRP01 also explains:

We have a lot of data in the municipality; we have
water data, sensor data, and for different solutions—
It could be HR, economic data, [and] health depart‐
ment which has a lot of data regarding our citizens.
The purpose is to collect all the data and then we
have a toolbox that gives us the opportunity to use
the data for different purposes. We are starting to
use the data for these new technologies on machine
learning and prediction.

In agreement, Informant IR04 states: “Most of the opera‐
tional part of the municipality is data‐driven…a lot of the
data that is collected within the municipality is to create
statistical models for projections.”

Similarly, a theme that talks about Data Value in the
analysis is the expectation that data will be used in dif‐
ferent contexts and levels to generate competent judge‐
ments. Informant DD01 references this: “Through ana‐
lyses and big data, we can produce good decision‐making
information at all levels.”

In addition to this, informant DD04 states:
“Technology will be part of the solution—Whether
new technology is used or existing technology is fur‐
ther developed…technology in a smart city context
is a tool for creating economic, social, and environ‐
mental improvements.’’

Consequently, the themes correspond to the advant‐
ages Stavanger expects from the volumes of data
it generates.

When it comes to Data Provenance, which is the
origin of and conditions under which data is generated
and disseminated, two themes describe it in the analy‐
sis. The data collection dates and update schedule in the
opendata portal likewise express Provenance.Oneof the
themes relates to how the quality of data that the city col‐
lects is important for value generation. This is as inform‐
ant IR06 explains:

We don’t need to collect more than we are
using…I think that [the] quality of the data is more
important than having a lot of data…I think [that]
quality data is data that somebody finds useful to
make their tasks better at optimising something. But
also, that [it] is collected andmeasured in a goodway.

In agreement, informant IR03 explains that:

This might sound like it comes from the school‐
books and maybe it does; the main objective is
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to have FAIR data—findable, accessible, interoper‐
able, and reusable. Quality as such is more related
than [the] traditional perspectives on scaling levels
and magnitude.

Furthermore, Data Provenance manifests in how itera‐
tion and standardisation of data collection result in qual‐
ity data, and informant IRP01 explains this:

We need at least to standardise the way that we are
using data so that they make sense for us. If the sys‐
tems we use are used in different ways for different
scenarios, it will not make any sense to us, [and] if
we collect the data because they are not consistent.
If we are not standardising the way that we put data
in the systems, we don’t have good quality data, it
loses a lot of quality and it is not good enough to be
used. I would say that one of the main struggles in
themunicipality is thatwe are not standardised in our
work processes, so the quality of the data that we put
in will be different and it becomes confusing data.

Informant IR03 shares the same perspective, saying:

This is along the discussion always, and it is quality
meaning more detail, more accuracy, and precision.
We have another word which might be related to
quality—authoritative data—and it is not the same
[as quality], but it means that these are data that
you can trust, or they come from authority‐level pro‐
cesses. For instance, the property data is one of
Norway’s most known authoritative datasets, and
that compared to crowd‐sourced or sensor‐based
data that haven’t actually been qualified [to be sure]
if they are correct. That means that it is part of the
quality sign that the data is authoritative, meaning
that it can be trusted, that it has been collected cor‐
rectly or according to the laws, instructions, or stand‐
ards that specify the necessary requirements.

Quality as a component for assessing trust and validity
in data thus summarises Data Provenance in the analy‐
sis. It is also a component of Provenance and indicates
that, in Stavanger’s datafication process, data quality is
functional in connecting volume to value.

6. Discussion

The results presented earlier contribute to my under‐
standing of the datafication process in the Stavanger
Smart City, specifically how technologists and gov‐
ernance people make decisions on data volume and
value. But before I discuss this further, I would like to
follow the scientific virtue of clarifying to highlight how
the two actors I engaged with view datafication and the
smart city concepts in their everyday operations.

There is no shared definition of the smart city in
principle and practice; instead, actors define it accord‐

ing to their respective needs. Stavanger has a selective
approach to accomplishing its smart city goals, it’s under‐
standing of the smart city nevertheless aligns with this
article’s definition as a city engaging with data and digital
communications infrastructure (Harrison et al., 2010,
p. 2). While datafication appears to be theoretically
defined and settled in scholarship (Mayer‐Schönberger
& Cukier, 2013; Mejias & Couldry, 2019; Lycett, 2013;
van Dijck, 2014. p. 198), I find that this is not the case
amongst actors in Stavanger who are unclear about the
theoretical label despite their practice of it. This implies
that datafication in smart cities is context‐driven (Lycett,
2013; Mejias & Couldry, 2019; Micheli et al., 2020).

Following from this, I also consciously point out
for clarity that Stavanger’s data lake, which is exclus‐
ive and unavailable for this study’s analysis, however,
comprises data from multiple systems and sources that
are plugged into the city’s digital infrastructure network.
Respondents claim that data from therein are internally
used to modulate and model perspectives and insights
for city management. The data lake and open data portal
differ from each other in terms of content, access, and
use, but my findings from the open portal analysis show
that Stavanger, like most smart cities setup, is compuls‐
ively obsessed with data volume, and its value as a gov‐
ernance tool (Al Nuaimi et al., 2015; Ma et al., 2020;
Sadowski & Bendor, 2019). The results also indicate that
actors have an idea of the importance of data proven‐
ance in decisions about data use or engagement, espe‐
cially as it concerns the open data portal (Beaulieu &
Leonellli, 2022, p. 23).

While substantiating the need for this study on
the basis of the deficit of empirical thoughts on how
decisions to connect volume and value are made in
datafication despite extensive literature on datafication,
my results establish that Stavanger has a clear datafica‐
tion program to deliberately collect and generate value
from data, trusting it and digital communications infra‐
structure to drive governance and societal wellbeing
(cf. Beaulieu & Leonellli, 2022; Lycett, 2013). In this
regard, my analysis suggests that the “cooking” of data is
usually required to connect volume to value in Stavanger
and that the provenance of data possibly plays an essen‐
tial role in making this connection (Beaulieu & Leonellli,
2022, pp. 7–8). As an influenced process (Iliadis & Russo,
2016; Sadowski, 2019), datafication in Stavanger involves
the “cooking” of data to match goals. In this case, I take
note of how respondents talk about data quality—a com‐
ponent of provenance (boyd & Crawford, 2012)—as the
intermediary for translating volume into value.

My results show that data is a valuable resource for
Stavanger to productively engage, create opportunities
(e.g., through its open data portal; cf. Gilbert, 2021),
and fix the city’s challenges (Kummitha & Crutzen, 2017;
Noveck, 2018; vanDijck, 2014; Zuboff, 2019), but the con‐
nection between volume and value is achieved through
quality, suggesting thus that quality serves an evaluative
role in linking value to volume.

Media and Communication, 2023, Volume 11, Issue 2, Pages 344–354 351

https://www.cogitatiopress.com


In other words, the results imply that value from
large volumes of data is accessed through the quality
of data that is collected and available to the city but
also that the absence of quality could result in no value
from volume.

Also based on the results of this study, data qual‐
ity appears to empower datafication actors in Stavanger
to, in the search of value, generate and obsess for more
data. This, as respondents imply, is an iterative process to
attain data quality, i.e., actors relying on iteration to get
quality‐level data that support their goal. Simply defined
as data that is fit for purpose (Fox et al., 1994), data
quality is also labelled by respondents as good data, i.e.,
data that is of high quality and which can enable good
decisions, a claim that further accounts for its ground‐
ing in evaluation, but also infers that, in context, it is an
ongoing process of improving data for value. This iterat‐
ive search for value through quality, is in fact, the “cook‐
ing” that scholars refer to for data to align with contexts
and priority‐informed decisions on datafication (Hacking,
2007; Kitchin, 2021; Kitchin & Lauriault, 2014; Löfgren &
Webster, 2020; Zuboff, 2019).

7. Conclusion and Contributions

The intensifying dimensions of datafication signify that
it is not a passive process but an actively defined prac‐
tice wherein cities decide on data that affords them spe‐
cified value. This has become much more sophisticated
with time, technology, and agenda and deployed to dis‐
tribute opportunities, secure societies, and manipulate
and modify social actions. In fact, it would appear that
its essence is to enable societies to forecast and con‐
trol their affairs using tons of data and communication
infrastructure, a notion that has for long placed data
volume and value in front of debates that concerns its
premises. In these debates though, less attention has
gone into discussing how decisions to connect volume to
value are made by active actors of datafication. Having
set out to study this—how decisions on data volume and
value are made—through two essential actors (techno‐
logists and governance people) in a situated datafication
site, the Stavanger Smart City, I have in this article made
efforts to provide an empirically grounded argument that
positions data quality as the intermediary for translat‐
ing volume into value. My findings do not exclusively
make claims that data quality is the only intermediary
to translate volume into value but posit that it enables
this connection.

While contributing to our understanding of how tech‐
nologists and governance peoplemake decisions on data
volume and value in datafication, I further argue that
data quality may as well be instrumental to cities’ appet‐
ite for volumes of data.

My results hint at how data quality as a component
of data provenance accentuates the role that proven‐
ance impliedly plays in establishing the reliability or oth‐
erwise of data. I reckon however that the seeming lim‐

ited engagement with data quality amongst media and
communications studies scholars may have provided the
grounds for the many questions that datafication of the
social arena generates. These questions are nonetheless
vital in contemplation of datafication promises of a bet‐
ter outcome for modern cities, yet scholars’ understand‐
ing of data quality as an intermediary to translate volume
into value in datafication provides additional knowledge
for interrogating datafication, more so leveraging on the
theoretical sagacity of CDS.

8. Limitations and Future Research Recommendations

I do not make claims that this study answers all the ques‐
tions about how the datafication process in cities can
be understood, but I have made efforts to study how
data quality may contribute to understanding datafica‐
tion and that scholars can approach future studies of
datafication from this perspective. In this breadth, I thus
recognise and highlight that there are obvious limitations
in this study, one of which is its reliance on a single case
study, and particularly the low number of IRs captured
in this study. A higher interview sample size (n = 12) was
planned for, but saturation was achieved midway, yet
this shortcoming is compensated with the use of com‐
plementary data sources to ground the findings. Future
research can concretely investigate the likely dimensions
of data quality in cities’ datafication, to establish how
the technologists and governance people who decide
on data interpret data quality from their different work
areas and if they have similar or dissimilar understand‐
ings of data quality, as well as how theymanage to recon‐
cile potential differences in interpretations of data qual‐
ity to achieve data interoperability and sharing to meet
cities datafication goals.
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1. Introduction

Whilst digital advances change communication behavi‐
ors and stimulate a social change in the way people use
and access digital media in their day‐to‐day life, several
risks emerge. These risks include, but are not limited to,
online fraud, scams, stalking, information leakage, and
data privacy (Balasubramanian, 2022;Masseno& Santos,
2018; Moore & Craciun, 2021). Though digitalization can
be beneficial for instantaneous communication and con‐
nectivity, digital risks compromise users’ online safety
as well as autonomy. Likewise, with the personal data
of users being registered electronically by digital plat‐
forms, social media apps, and mobile devices, data pri‐
vacy becomes a serious concern (Gripsrud & Moe, 2010;
Masseno & Santos, 2018), making users susceptible to
digital risks while having ramifications on their perceived
sense of wellbeing.

Even though previous research broadly depicts a con‐
nection between digital media usage and its adverse
implications on wellbeing (Abeele, 2020; Baumer, 2013;
Goodin, 2017; Moore & Craciun, 2021), it remains
fragmented and does not explicitly link digital risks
with all accounts of wellbeing—physical, social, psycho‐
logical, and financial—thus creating a gap in the lit‐
erature. Hence, this study aims to comprehend how
users perceive their overall wellbeing amid the risks
accompanied by digital usage. Studying users’ percep‐
tion of wellbeing considering the existing digital risks
becomes important especially in a time when social
interactions are increasingly moved online and it is
often difficult to opt out. Thus, understanding digital
wellbeing in the midst of digital risks becomes cent‐
ral in assessing digital daily life in a mediatized society.
Further, through this investigation, the study intends to
explore solutions that users propose to navigate risks
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within the digital space that offers new trajectories
for communication.

The investigation is carried out qualitatively includ‐
ing 17 in‐depth interviews of university students in
Stavanger, Bodø, and Oslo (Norway), to examine the
implications of digital risks on their perceived wellbeing.
This is because university students’ wellbeing is cur‐
rently at an all‐time low (Baik et al., 2019) and digital
risks are at an all‐time high (Balasubramanian, 2022).
Moreover, this query is pertinent because scholars con‐
tend that although digital use gives rise to several risks,
less emphasis has been placed on citizens attitudes
towards these risks (Grotto & Makridis, 2020).

Although this study acknowledges that digital media
use can be beneficial for users, it focuses primarily on
digital risks and the solutions to combat these risks. This
is because the benefits of digital media use are accom‐
panied by a myriad of risks that may create negative
outcomes for users. Further, on a micro‐level, this study
discovers how users articulate their wellbeing around
the risks of digitalization. In order to interpret the find‐
ings and propose relevant solutions to manage digital
risks, the research rests on an interpretative phenomen‐
ological analysis (J. A. Smith & Osborn, 2004). An inter‐
pretative phenomenological analysis explains the crux of
an existing phenomenon while eliciting responses from
several individuals who share analogous experiences
(Creswell & Poth, 2017). Here forth, the following sec‐
tions present a literature review, methodology, research
findings, and discussion.

2. Literature Review

The literature review begins by presenting a generic
conceptualization of wellbeing while weaving in diverse
theoretical perspectives. Thereafter, it delves into the
construct of digital wellbeing and addresses existing
risks within the digital media landscape. Additionally, it
unveils the discourse on mediatization as well as on
digital disconnection proposals in relation to wellbeing.

2.1. The Theoretical Paradigm of Wellbeing

Whilst the current paradigm of wellbeing described
below addresses how literature theorizes “the good life,”
it does so without considering specific contexts which
may encompass risk susceptibility, such as the digital
arena. In fact, wellbeing within the digital context carries
a whole new set of characteristics that may contradict
the original idea of wellbeing.

Theories that focus on the generic concept of well‐
being attempt to identify things that are in due course
good for an individual (Tiberius, 2020). For instance, list
theories establish wellbeing with a list of items such
as job, finances, work‐life balance, social engagements,
etc. (Haybron, 2008), whereas desire theory entails the
fulfilment of one’s desires (Haybron, 2008). However,
these criteria‐based wellbeing concepts do not reflect

a comprehensive perspective on maintaining wellbeing
especially when one’s desires are not met, and the lists
remain unchecked.

Likewise, activity theory “has popularized the idea
that active involvement in activities causes happiness
while enhancing wellbeing” (Diener, 1984, p. 558).
Whereas flow theory proposes achieving a state of
wellbeing through engaging in present‐moment tasks,
instead of being anxious about the future or obsessing
over bygones (Csikszentmihalyi et al., 2014). Although
activity and flow theories offer a framework to under‐
stand the processes that might lead to achieving a sense
of wellbeing, a constant state of flow may neither be
plausible nor make individuals risk averse. Besides, not
all activities may augment wellbeing. In addition, these
theoretical perspectives rule out the element of assess‐
ing and navigating risks.

Although the notion of wellbeing is embedded in cre‐
ating a pleasant atmosphere in all spheres of life includ‐
ing physical, mental, emotional, and spiritual (M. Smith
& Puczkó, 2008), the phenomenon of wellbeing remains
ontologically subjective (Sumner, 1996). This is because
wellbeing is based on one’s personal assessment of
life and remains grounded in how one perceives or
appraises their experiences (Huppert, 2014). Based on
this premise, wellbeing may not be entirely subject to
generic pre‐defined concepts but rather to individual
experiences as well as one’s state of mind at any given
moment. Some philosophers take an antithetical stance
on generalizing wellbeing. Instead, they assert that well‐
beingmust be looked at from the purview of specific con‐
texts (Alexandrova, 2017). Therefore, context‐specific
inquiries centered on individual perception could aug‐
ment wellbeing research.

2.2. Mediatization, Digital Risks, and Wellbeing

While traditional wellbeing theories have neglected the
digital context, the theory of mediatization throws light
on howmedia processes facilitate social change through
digital communication (Hjarvard, 2013). In this study,
I use Schulz’s (2004) four components of the mediat‐
ization process which include extension, substitution,
amalgamation, and accommodation as the analytical
lenses to gauge how individuals understand digitalmedia
practices and their inherent risks. Extension suggests
that media extends spatially and temporally wherein
humans can receive digital messages easily. Substitution
involves replacing face‐to‐face social interactions with
digital communication. Amalgamation entails having
mediatic involvement simultaneously coming together
with non‐media interactions.Accommodation centers on
individuals accommodating to thewaymedia operate, as
they adapt to media logic.

Although these four components of mediatization
explain how media processes bring on new approaches
to communication, they do not reflect the risks associ‐
ated with digital use. Although theorists acknowledge
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that digital media’s entry into different areas of life and
its assimilation may pose challenges (Hjarvard, 2013),
these challenges are neither explicitly nor cohesively
spelled out, thus calling for deeper investigation.

Also, despite the challenges and risks, individuals are
impelled into themediatized arena. Themediatization of
lifemay act as a push factor in facilitating communication
throughdigitalmedia channels. Owing to this, individuals
are not only getting trapped in the digital sphere but they
are also being set up for digital riskswhichmay comprom‐
ise their wellbeing. Furthermore, the negative outcomes
of digitalmedia use can create stress. The theory of stress
and coping positions stress as a cognitive experience con‐
tingent upon how individuals appraise their association
with a given environment (Lazarus, 1998). Research find‐
ings hint that some of the digital stress occurs due to
connection and information overload (Andrejevic, 2013;
LaRose et al., 2014). In this regard, digital wellbeing is
interpreted as the balance that users may experience
in being connected to digital platforms (Abeele, 2020).
Though this insight may hold true to some extent, the
concern remainswhether digitalwellbeing is simply a bal‐
ancing act. Ruling out risks while comprehending digital
wellbeing may constitute only a partial explanation.

The pervasiveness ofmedia content (Couldry&Hepp,
2013) as well as the convergence of media technolo‐
gies in the mundane (Deuze, 2011) give rise to several
risks. While literature describes risk as perceived ambi‐
guity (Holton, 2004), risk can be demarcated by three
elements: probable loss, the consequence of loss, and
the uncertainty of loss (Yates & Stone, 1992). Moreover,
scholars contend that digital risks come entwined with
the content, contact, and conduct of users, implying that
risks may be subject to the online content that users are
exposed to, whom they contact or communicate with,
and the quality of communicationwhich takes place digit‐
ally (Livingstone & Helsper, 2008).

As digital risks and threats are often used inter‐
changeably in the literature, they can range from fin‐
ancial theft to cyberbullying and identity stealing. For
example, cyberbullying literature finds little consonance
in a standardized definition, and within the definitions
presented, none comprise the word “threat” (Espelage
&Hong, 2017). Research does not offer precision on how
to conceptualize threats within the digital realm (Patton
et al., 2019). However, a risk or a threat may be con‐
strued as harmful behavior intended to harass someone
repeatedly using digital technology (König et al., 2010;
P. K. Smith, 2009). Perhaps owing to several routine pro‐
cesses of life being online, from shopping to banking,
users’ reliance on digital devices can make the digital
space lucrative for cybercriminals and online predat‐
ors (Lallie et al., 2021). Not only that, but the digital
world is also encapsulated by several other risks such
as tracking users’ data, threatening online privacy, stalk‐
ing through location sharing, and harassment. The reas‐
ons why digital media use may pose risks for users are
broadly highlighted below.

Firstly, participatory media practices make it much
easier to track and gauge the users’ attitudes (Ferrer‐
Conill, 2017). Due to digital metrics, companies know
more about users than they knew before (Tandoc, 2014).
Large enterprises, such as Google and Facebook, continu‐
ally set up infrastructures around the world to store the
users’ data thus creating monopolistic trends and gain‐
ing power (Trittin‐Ulbrich et al., 2021). Meanwhile, they
employ available data to cater to the users by offering
content as per their preferences (Arsenault, 2017).While
companies seek to capitalize on users’ data (Yoo et al.,
2010) and advertisers push products to consumer seg‐
ments by predicting patterns of online behavior (Shareef
et al., 2018), apprehensions about data storage, protec‐
tion, ownership, and privacy emerge.

Secondly, as opposed to traditional television and
newspaper models, online media platforms are able to
target wider audience segments (Fuchs, 2018). Users
are deliberately targeted on social media platforms thus
turning technical data into a socially covert influencer
(Bolsover & Howard, 2017). For example, data analyt‐
ics agencies such as Cambridge Analytics were accused
of stealthily manipulating voters during the US political
elections (Symeonidis et al., 2018). The problem of audi‐
ences’ rights and privacy intensifies through such cases
posing a threat to democracy as propaganda takes cen‐
terstage through digital media platforms.

Thirdly, the increasing number of online predators
using the internet for harassment, sexual abuse, hack‐
ing, and theft poses new questions about how to cope
with issues of personal security (Pawar et al., 2021).
Research finds that cyberstalking is similar to offline
traditional stalking behaviors that victimize and viol‐
ate private space (Sheridan & Grant, 2007), thus risk‐
ing a sense of wellbeing among cyber victims. Besides,
in a quest for new connections and friendships, many
users drift towards dating apps (Chen & Rahman, 2008).
However, dating apps present various problems. For
instance, location‐sharing intensifies complications for
users (Gillett, 2018). Sharing personal information can
become a means to ease online stalking and harass‐
ment (Chugh & Guggisberg, 2022; Phan et al., 2021;
Tokunaga & Aune, 2017). In this regard, digital systems
can facilitate manipulation (Lee et al., 2019). Catfishing
scams involve both financial and psychological risks for
the victims, such as a loss of self‐esteem, trauma due
to experiencing deception, a state of shock, and feel‐
ings of distrust (Whitty & Buchanan, 2016). Such out‐
comes can leave adverse and even long‐term negat‐
ive associations for victims who may not only lose
money during the online dating process but also lose
a relationship which once appeared promising, thus
compromising their sense of wellbeing. Although per‐
petual swiping may appear to offer wider options, its
authenticity remains debatable. Further, the value of
real‐time human connection often gets compromised
and replaced by online communication in the commod‐
ified app world (Krüger & Charlotte Spilde, 2020) thus
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making deception easier in digital communication scen‐
arios wherein one may not know who’s hiding behind
the screen.

Despite the aforementioned risks being present,
users may either remain unaware of the risks concerning
their privacy and security (Couch et al., 2012) or under‐
rate the risks (Grotto & Makridis, 2020), while being
oblivious to the repercussions of digitalization. Research
shows that most users are not apprehensive about the
likelihood of being a target of a scam or fraud as a res‐
ult of their digital presence (Blank et al., 2019). Internet
or digital addiction, including gaming and smartphone
addiction (Almourad et al., 2020; Widyanto & Griffiths,
2006), aswell as other issues such as aimless surfing lead‐
ing to digital overuse and impulsive digital behaviorsmay
be too compelling (Montag&Walla, 2016). Owing to this,
users might downplay the risks associated with digital
usage (Aboujaoude & Gega, 2021).

While digital risks have implications on different
levels on users, they can be grouped into four broad cat‐
egories: physical, financial, psychological, and social risks.
For example, findings from a study show that excess‐
ive digital use accompanies physical problems, such
as eye irritation and blurred vision (Gowrisankaran &
Sheedy, 2015). Users prone to digital addiction explain
having sleep difficulties, feelings of anxiety, and obses‐
sions (Bakken et al., 2009). Whereas, from the stand‐
point of users’ psychosocial wellbeing, dependence on
digital devices may divert users’ attention from for‐
ging real‐time social connections (Dutt & Selstad, 2021).
Other digital risks that may jeopardize a sense of well‐
being comprise online harassment, fraud, and deception.
Research depicts that oppressive online exchanges result
in reduced mental wellbeing (Festl et al., 2019).

Turning the focus to social media risks, scholars dis‐
cover that unbalanced social media usage may relate
to disorders, such as excessive selfies, self‐obsession,
self‐promotion, and loss of interest in other hobbies
(Gomez et al., 2022; Tang et al., 2022). Further, intim‐
idation on social media platforms depicts adverse con‐
sequences on the wellbeing of online users, such as
heightened stress, despair, anxiety, and behavioral prob‐
lems (Kowalski et al., 2014). While studies find a
damaging association between social media use and
self‐image (Faelens et al., 2021), online conflicts echo
undesirable communication outcomes posing psycholo‐
gical and social risks. Research shows that social media
engagement links to lower self‐esteem among university
students (Errasti et al., 2017). The fear of being excluded
or missing out on information could constitute reasons
for social media use. As social exclusion lessens a sense
of wellbeing (Sjåstad et al., 2021), the need for inclusivity
and connectionmay turn users towards socialmedia plat‐
forms. Moreover, becoming influenced by a group may
be another reason for mimicking social media behaviors
(Aral, 2014; Macït et al., 2018).

In support of users’ wellbeing, digital detox pro‐
grams suggesting temporary or lasting digital discon‐

nection emerge (Jorge, 2019; Syvertsen & Enli, 2020).
However, these proposals put the entire onus of digital
wellbeing on the users without reflecting on digital mar‐
keting strategies and other external factors that may
pull users towards digital platforms. While academics
indicate a linkage between digital disconnection and
wellbeing (Baumer, 2013; Bélair‐Gagnon et al., 2022;
Bratsberg & Moen, 2015; Karppi et al., 2021; Syvertsen
& Enli, 2020), whether or not users would opt to refrain
from using digital media platforms remains contentious.
The users’ decisions may be guided by enforced digital
usage (González‐López et al., 2021), coerced digital
usage (Barassi, 2019), or digital compulsions, as well as
by the dopamine cycle which often centers on anxiety
while anticipating rewards from digital activities (Macït
et al., 2018). Therefore, whether disconnection and
detox proposals are practical enough in the currentmedi‐
atized scenario where digital use may not be an option
but a necessity or compulsion requires further inquiry.
To discover relevant answers pertaining to digital risks,
this study proposes the following research questions:

• RQ1: What implications do digital risks have on
users’ perceived sense of wellbeing?

• RQ2: What are the solutions proposed by users to
manage digital risks?

3. Methods

To gauge how informants in this study perceive well‐
being amid the risks associated with digital media usage
and what remedies they imagine for the problems they
identify with, the study relied on a qualitative inquiry.
Thiswas carried out through 17 in‐depth semi‐structured
interviews, lasting between 45 and 75 minutes each,
of university students in Stavanger, Bodø, and Oslo
(Norway). In‐depth interviews were used as they serve
as processes that account for user experiences (Charmaz,
1990) and provide a detailed understanding of user per‐
spectives while also offering a substantial description of
their social environment (Silverman, 2016).

The interview guide included questions related to
users’ concerns about digital risks and the potential
solutions to combat the risks. The risks were pre‐
classified based on four broad categories including phys‐
ical risks, financial risks, psychological risks, and social
risks. The interviews were audio recorded, transcribed,
and assembled into a corpus of textual data.

The study employed a purposive sampling method
(Tongco, 2007) and the sample size was contingent upon
the strategy of saturation (Mason, 2010), wherein new
data ceased to offer any fresh information. Informant
selection was based on their student status at various
universities. Informants were recruited through the uni‐
versity library, student organizations, research schools,
university housing, as well as campus sports clubs.
To maintain ethical standards, all informants were made
aware that their interview responses would be included
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as part of a research project and that their identities
would be kept confidential. Interviewees were offered a
synopsis of the research at the beginning of the inter‐
views. Additionally, they were assured that their data
would be deleted upon the completion of the research.
Participation in this research was purely voluntary and
was not incentivized. Prior to the interviews, the study
was granted ethical approval by the Norwegian Centre
for Research Data (under Project No. 314257). Table 1
provides the informant sample profile.

The mode of analysis rested on an interpretat‐
ive phenomenological analysis (J. A. Smith & Osborn,
2004) to place findings within the larger context of the
role of digital media and its implications on wellbeing.
Interpretative phenomenological analysis takes the dir‐
ection of a reflective analysis wherein the researcher
shows active engagement in comprehending the inter‐
viewees’ account through initial note‐taking and there‐
after making a detailed analysis by looking at patterns
that emerge from each interview (P. K. Smith et al.,
2009). In this study, the analysis explored how study par‐
ticipants comprehended digital risks and perceived their
wellbeing amid the challenges they experienced while
capturing the vital elements of these experiences.

4. Findings

The findings from this research are arranged into the fol‐
lowing sub‐sections and are analyzed through four risk
categories: physical risks, financial risks, psychological
risks, and social risks. The implications of digital risks
on informants’ perceived wellbeing are synthesized into
these sub‐sections which present extracts from inform‐
ant interviews alongwith the proposed solutions toman‐
age digital risks.

4.1. Digital Risk Perception

One of the key findings of this study shows that inform‐
ants feel helpless against having to engage in digital pro‐
cesses due to the forced digitalization of mundane ser‐
vices. They view digital use as a compulsion rather than
an option. Since most of the services in Norway are digit‐
alized, informants feel forced to get things done online
even if they do notwish to. They also concur that coerced
digitalization can become problematic, especially for
those individuals that are not digitally savvy or do not
wish to have their data shared on public platforms.

Informants agree that information sharing and
excessive assimilation of digital media into daily life pose
a threat to securitywhile adversely influencingwellbeing.
Several informants state that theywould prefer using cer‐
tain services non‐digitally, for instance making doctors’
appointments over a phone call or in‐person to maintain
privacy, rather than registering their health data online.
This is exemplified by the following quote from a student
in Stavanger:

In Norway, everything is becoming digital.
Oftentimes, I feel like I am being forced to share
private information on digital platforms. For instance,
if I wish to make a doctor’s appointment, I must
do it online. Whether I am comfortable sharing my
personal health history online is not their concern.
This kind of compulsion is not acceptable to me, and
I strongly feel that there ought to be other non‐digital
options for users who do not consent to share per‐
sonal details digitally. (P8)

The above finding echoes with the component of sub‐
stitution within mediatization theory which affirms that
mundane interactions are getting substitutedwith digital

Table 1. Informant sample profile.

Informants Gender Field of study Study program Nationality University location

P1 Male Computer science Master’s Nepalese Stavanger
P2 Male Data science Master’s Kenyan Stavanger
P3 Male Theology Bachelor’s Norwegian Oslo
P4 Male Physics Master’s British Stavanger
P5 Male Risk management Post‐doc Colombian Stavanger
P6 Female Data science PhD Indian Stavanger
P7 Male Geology Post‐doc American Stavanger
P8 Male Computer science Bachelor’s Norwegian Stavanger
P9 Male Engineering PhD Pakistani Stavanger
P10 Female Theology Master’s Norwegian Oslo
P11 Male Pedagogy Bachelor’s Norwegian Stavanger
P12 Male Political science PhD British Stavanger
P13 Male Business Bachelor’s Norwegian Stavanger
P14 Female Biology PhD Brazilian Stavanger
P15 Male Petroleum engineering PhD Iranian Stavanger
P16 Male Social work PhD Ethiopian Bodø
P17 Female Psychiatry PhD Norwegian Bodø
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interactions. This not only poses privacy risks for users
but also threatens their sense of freedom especially
when they prefer not to use digital platforms for inform‐
ation sharing. Besides, informants identify several other
digital risks and believe that they cannot trust digital
media platforms. Mainly, the risks of being hacked and
financially scammed pose a top threat. In this regard,
most informants describe feeling digitally unsafe and
do not trust the government to protect them from
digital risks. While those studying data or computer sci‐
ence notice the red flags in the digital context, other
informants exhibit unawareness towards matters con‐
cerning privacy risks. However, when asked specific‐
ally about online privacy, most disclose not being com‐
fortable having their private information, such as their
address and phone numbers, displayed on digital plat‐
forms. Informants express feelingworriedwhen they see
their personal information flashed online and cannot
have it removed at their discretion. Several informants
also find digital media tracking, recommendations, and
personalized advertising intrusive:

Since I am studying data science, I watch out for
red flags on digital platforms to ensure I am not
scammed. But I know of many fellow students who
have been victims of digital scams. There is too much
risk in the digital environment—hacking, spam, track‐
ing, fraud—and the list goes on. One way to avoid
digital risks is to be cautious and increase digital lit‐
eracy. (P2)

This implies that online privacy remains a serious con‐
cern, a breach of which may lead to digital miscon‐
duct. Implementing robust security measures may sup‐
port privacy protection. Additionally, the removal of
personal information from online platforms at the users’
discretion would not only offer digital users a sense
of autonomy but also strengthen feelings of safety
and wellbeing.

4.2. Implications of Digital Risks

4.2.1. Physical Risks

Amongst the physical risks, informants report experien‐
cing tired eyes, shoulder stiffness, wrist pain, hip pain
from sitting for many hours, and other postural prob‐
lems after using digital devices at a stretch. One of the
reasons that the informants present for being digitally
dependant is having free access to wireless networking
at Norwegian universities, which makes it easy to navig‐
ate the internet. Informants agree that not having free
internet access 24/7 would limit their digital consump‐
tion. As a remedial measure, having to pay for digital use
may curb digital dependence:

Digital use has seeped into all areas of life. It has
become overwhelming due to all assignments being

digital. Interpersonal and social communication is also
digital. I feel like I am constantly staring at a screen,
even while commuting or waiting at a restaurant. This
has affected my eyes, posture, and sleep cycle. (P3)

The component of amalgamation, within mediatization,
which suggests that media activities come together
with non‐media interactions resonates with this finding.
While informants reveal engaging in several mundane
activities through digital media platforms, they also
admit that they use technology while performing other
tasks. Though having perpetual access to digital techno‐
logy fills the communication gap, it tends to facilitate
digital dependence, thus depleting a sense of wellbeing.

Solutions to cope with the physical problems that
arise due to digital use include taking enough breaks
as well as partaking in complementary wellness prac‐
tices such as yoga, meditation and stretching to relax the
body and relieve muscle stiffness. Likewise, participating
in other non‐digital activities, such as physical exercise,
going for walks, being in nature, playing board games
rather than staring at a screen, and meeting friends
in person instead of chatting online can be beneficial
for overall wellbeing. Also, being goal‐oriented in one’s
digital use by deciding beforehand what needs to be
searched for online can limit screen time. Turning off
digital devices long before going to bed is another way
to manage physiological risks.

4.2.2. Financial Risks

Despite the benefits of digital banking, the fear of online
fraud and theft remains a serious concern among inform‐
ants. Other financial risks entail buying compulsiveness
and easy access to online shopping. Informants concur
that digital scams resulting in financial losses leave a last‐
ing impression on them:

The Norwegian identity number allotted to individu‐
als is used everywhere, which does not make things
safer. I know a few students who have been victims
of online theft in Norway. They have clicked on links
appearing to be sent by their bank, given away their
one‐time passwords, and have fallen into the scam‐
mers’ trap. The police could not track the scammers,
leaving the victims distraught. (P1)

While financial scams create a sense of tangible loss, they
also create mental and emotional friction. This finding
resonates with the reflections in literature which assert
that financial loss is not a standalone occurrence. Rather,
it comes intertwined with psychological risks for the vic‐
tims. For instance, victims of catfishing scams on dating
websites often experience mixed emotions ranging from
a state of shock, remorse, guilt, self‐blame, and trauma
due to being deceived (Whitty & Buchanan, 2016). Such
outcomes can leave the victims with unpleasant memor‐
ies. In the process, they may not only lose money but
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also lose a sense of trust, thus disturbing their sense
of wellbeing.

Suggestions to manage financial risks include being
alert and aware of online scams. Furthermore, inform‐
ants recommend not clicking unknown links, not giv‐
ing one‐time passwords to anyone online or over the
phone, and not sending money to digital acquaintances
on datingwebsites to avoid catfishing scams. Other steps
involve securing one’s financial details and passwords.
Employing a strong verification systemwith the bank can
help prevent financial fraud. Additionally, using reliable
websites for online purchases could be worthwhile.

4.2.3. Psychological Risks

Informants report that digital devices can become addict‐
ive, posing a danger to their psychological wellbeing.
Further, a technological breakdown can result in incon‐
veniences and delays especially when alternative aven‐
ues are unavailable:

I often feel a sense of remorse and regret after
using digital devices for too many hours. It seems
like a waste of time scrolling endlessly and gath‐
ering information which serves no purpose. I have
decided to improve my digital hygiene and engage in
non‐digital activities. (P5)

Solutions to prevent feelings of regret due to overusing
digital devices involve controlling the constant tempta‐
tion to search and scroll online. This can be done by set‐
ting specific time frames for digital activities. Practicing
digital hygiene by compartmentalizing time for digital
andnon‐digital activities can lead to a balanced approach
while preventing wastage of time or remorse thereafter.

More specifically in response to digital fraud, an
informant presents a detailed account of the psycholo‐
gical impressions following a scam:

Before coming to Norway, I registered on a home
rental website where a homeowner offered to rent
me a room in his house. He askedme to send him rent
money in advance. Although skeptical, I was in des‐
perate need of a place to stay, at least for the initial
months. So, I sent the advance money. When I asked
him for the contract, he dodged me and instead sug‐
gested that I could date his girlfriend. He kept send‐
ing me her pictures. When I insisted on getting the
contract or money back, he blocked me on the chat
and disappeared. I could not track him. This incid‐
ent was highly unexpected, it made me feel cheated.
The money gone was one thing, but it shook me up
mentally. I questioned my smartness for a long time
and blamed myself. (P16)

While informants victimized by digital scams tend
to blame themselves, experts suggest practicing self‐
compassion. Additionally, controlling digital impulses

could be a tool to manage falling into the risk zone.
Waiting to respond to digital requests allows time for
reflecting on whether the offer is authentic. Getting
a second opinion and carefully contemplating the situ‐
ation before reacting spontaneously or giving out money
instantly can help avert fraud. Apart from this, devel‐
oping coping strategies such as altering the problem or
changing emotional responses to problems can assist in
handling psychological stress (Lazarus, 1998).

4.2.4. Social Risks

Oscillating between social media rewards and risks
seems to activate a conflicting stance amongst inform‐
ants. They report that the need for attention and acknow‐
ledgment drives them towards social media platforms,
whereas the fear of social isolation is one of the factors
that pulls them into social media use. Apart from this,
informants fear missing out on pertinent information
as well as feeling excluded when not present on social
media platforms:

Not being on social media ends up inducing a fear
of missing out. But then being present on social
media platforms triggers online comparison and anxi‐
ety. When I see others glamourizing their persona,
posting happy pictures on social media to project a
certain image, or boasting about their accomplish‐
ments, I feel like their life is perfect and everyone else
needs to measure up to the social media standards.
Comparison doesn’t feel good but social media facil‐
itates it. (P12)

Although access to social media platforms may ease
communication while removing constraints of time and
space, as seen in the component of extension within
mediatization, it also elicits feelings of comparability
amongst users. Passively consuming others’ social media
feeds tends to trigger online comparison. While social
media presence may offer a sense of temporary inclusiv‐
ity and connection, informants describe feeling anxious
due to lacking something in comparison to the medi‐
atic lives of others. Moreover, informants reveal that
their personal safety gets compromised while meeting
digital acquaintances in person, for instance through dat‐
ing websites which they construe as risky:

People are posting everything on social media, even
the uninteresting stuff. Privatematters are nowmade
public through social media platforms. It seems like
people are constantly seeking acknowledgment and
attention. Perhaps, they are desolate and need sup‐
port from others. But digital life cannot be equated
with real life; no amount of digital connection can fill
the real‐life gaps. (P17)

To relieve these concerns, suggestions to manage social
risks include not disclosing private information on digital
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platforms whichmay later backfire. Alternatively, finding
ways to connect with people non‐digitally could serve as
a solution. Also, informants suggest steering away from
online comparison by raising digital literacy and mindful
self‐training. Being cognizant that digital notifications are
not rewards could also be helpful in coping with digitally
induced social stressors.

5. Discussion

In response to the main research questions, findings
indicate that digital risks have several implications on
the users’ wellbeing as they traverse the digital space.
As these risks appear in varied areas of life including
physical, psychological, financial, and social, they often
linger unmanaged either due to obscurity or external
threats that may not be in the users’ domain. Even
when digital risks can be managed by users to some
extent through employing self‐discretionary techniques,
external threats to privacy continue to persist, actuating
the dichotomy of control. Hence, the proposed solutions
offered by informants to deflect negative outcomes of
digital use not only include self‐regulatory behaviors but
also extend to interventions on diverse levels.

Although this study finds that while many informants
downplay risks, when asked to conscientiously contem‐
plate digital risks they opine that these risks must be
managed by government organizations and digital policy‐
makers leading tomore securemeasures for user protec‐
tion. Leaving a digital trail behind raises privacy concerns
among users. Therefore, to circumvent privacy risks, one
of the propositions that the informants cohesively agree
on is that their private data be easily removed from
digital platforms upon request regardless of whether
they previously consented to having it online.

Findings also depict that the approach to digital risks
is contingent upon the experiences of individual users
as well as whom they digitally encounter. For instance,
those informants who have experienced digital financial
scams are more wary than others that have not experi‐
enced them. Also, the construal of risks varies amongst
informants;most informants remain apprehensive about
tangible digital financial losses as opposed to psycholo‐
gical risks that may be difficult to identify instantly and
take time to process.

Informants tend to overlook the risks associatedwith
digital use on a day‐to‐day basis as they assert being
dependent on their devices. This corroborates previous
literature findings that users often underestimate risks
(Aboujaoude & Gega, 2021; Grotto & Makridis, 2020).
Likewise, in regard to assessing probable loss (Yates &
Stone, 1992), informants unscathed by digital scams do
not seem to anticipate the likelihood of incurring loss
while engaged in digital exchanges. However, those that
have either been victimized by digital scams or have been
threatened by fraudsters respond differently having wit‐
nessed the consequence of loss. This shows that digital
scams can leave a lasting impression on the victims.

The theory of mediatization shows itself in the
findings through the components of extension, substi‐
tution, and amalgamation. Displaying semblance with
extension, informants acknowledge that digital techno‐
logy eases communication and removes constraints of
time and space. However, easy access to social media
platforms encompasses the risk of online comparisons.
As established in the component of substitution, inform‐
ants contend that digital technology replaces human
connection with media activities. Swapping media activ‐
ities with non‐media activities, such as face‐to‐face com‐
munication and community building, tend to facilitate
social disconnection thus hindering a sense of well‐
being. Additionally, informants admit to engaging in
digital activity even while performing other tasks, which
echoes with amalgamation. The component of accom‐
modation does not reflect in the findings as informants
do not explicitly articulate how they adapt to media
logic. However, findings support the claim that excess‐
ive assimilation of digital media into daily life may
accompany challenges (Hjarvard, 2013; Schulz, 2004).
Informants express an aversion to excessive assimilation
of digitalization into daily life processes, particularly in
response to their privacy, in financial and health mat‐
ters. Also, over‐digitalization in Norway seems to deplete
a sense of interpersonal and social connection due to
digital dependence which alters the wellbeing percep‐
tion among informants.

Conversely, differing from the premise of activity
theory, findings show that not all activity may offer a
sense of wellbeing. An over‐indulgence in digital activity
may deplete happiness by triggering feelings of remorse
amongst users.While discussing proposals such as digital
disconnection and digital detox (Jorge, 2019; Syvertsen
& Enli, 2020), this study uncovers that such propositions
may not be practically feasible because of coerced digital‐
ization. Further, this particular finding supports previous
literature which suggests that digital coercion or enforce‐
ment (Barassi, 2019; González‐López et al., 2021) serve
as a deterrent to withdrawal. Additionally, digital com‐
pulsions that push the reward‐seeking dopamine cycle
through digital activities may dissuade users from digital
disconnection (Macït et al., 2018).

6. Conclusion

This study contributes to the current literature by empir‐
ically assessing the notion of digital risks andwellbeing in
cohesion so that digital wellbeing is not an afterthought.
Conclusively, findings depict that although digital well‐
being entails striking a balance during digital activities,
it also involves assessing, preventing, andmanaging risks
to inhibit negative outcomes thatmay otherwise emerge
fromdigital use. Accordingly, expanding on existing defin‐
itions, digital wellbeing can be construed as feeling safe
and equipped to manage risks in all areas including
physical, psychological, financial, and social, within the
digital environment.
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While informants in this study show how mediatiza‐
tionmaterializes in their daily life as they combine digital
and non‐digital activities seamlessly, they also articu‐
late their feelings around mediatization. As seen in the
component of substitution within mediatization, due to
untethered digital access informants often tend to substi‐
tute face‐to‐face communication with digital communic‐
ation. However, relying predominantly on digital commu‐
nication to connect with others entails social risks, such
as experiencing social dissatisfaction. Moreover, echo‐
ing the component of amalgamation within mediatiz‐
ation, informants engaged in digital activity while sim‐
ultaneously performing other activities express having
a shorter attention span, barring them from focusing
on a singular task. Similarly, resonating with the com‐
ponent of extension within mediatization, despite the
ease of communication and perpetual access to a wider
digital network, social media platforms enclose the risk
of online comparisons which pose psychological risks.
These revelations not only provide a glimpse into the
ways in which different components of mediatization
manifest in the mundane, but it also pushes the the‐
oretical discourse further by offering insights into how
informants interpret mediatization.

Further, the key takeaways of the study encompass
conscientious risk cognizance, risk management skills
as well as effective coping mechanisms to deal with
undesired outcomes of digital use. While findings illus‐
trate that most users are aware of digital risks and
desire stronger external measures for risk management,
digital dependencies and risk denial may tend to out‐
weigh risk cognizance. Also, different digital risk categor‐
ies carry distinct implications on the users’ perceived
sense of wellbeing. For instance, most users reiterate
feeling threatened by tangible financial scams and data
privacy issues yet display risk aversion and tolerance
towards social or physical risks that they may experi‐
ence within the digital context. This could hint that defin‐
ite and noticeable risks may be regarded as remarkably
intense and easier to register than abstract risks.

To augment a sense of wellbeing amid existing risks,
some adaptive tools to cope with digitally induced dis‐
tress include removing stressful triggers, reappraising
tense situations, taking breaks from technology, journal‐
ing, practicing relaxation techniques such as yoga, finding
humor to engage in positive emotions, seeking support
from others, and offering gratitude for the good things
in life. These solutions are feasible to the extent wherein
users are free from external constraints and can exercise
autonomy in their own digital behaviors. However, con‐
cerns continue to remain at the government as well as
the digital policy level that users have no control over.

Though the ubiquitous digital technology offers
conveniences, it poses several risks, as revealed in the
narrative, thus calling for substantial interventions to
mitigate these risks. Digital risk management requires
intervention on various levels, including the government,
digital policymakers, digital platform creators, university

organizations, and end users. These interventions could
include updated regulations to protect users’ data pri‐
vacy, the development of user‐centric digital policies,
national‐level programs to raise awareness of digital
risks, and educational initiatives for digital risk assess‐
ment and digital risk management. Additionally, offering
coping resources to scamvictims aswell as implementing
practical measures such as removing the private data of
users from digital platforms upon request while support‐
ing users’ right to withdraw consent can foster a safer
digital environment. Likewise, creating robust digital pro‐
tection systems could help relieve digital risks.

Although using self‐discretion to protect oneself
from digital risks is a key factor in staying digitally safe‐
guarded, it may not be enough to restrict negative out‐
comes. Thus, future research could be directed towards
digital policies and the government’s role in protecting
users from experiencing digital risks. Only when digital
platforms, digital policies, and government bodies are
collectively in sync with users’ rights to digital security
can the users experience complete autonomy, safety, as
well as wellbeing in the digital realm.

As a limitation, this study includes a niche sample,
university students who are digitally savvy. However,
the sample is heterogeneous. Although the informants
in the study are university students (the only common
factor amongst them), they are from diverse national‐
ities, study programs, and study levels. Most of them
work part‐time and some have previously worked in
full‐time jobs, enabling them to bring a varied as well as
a multi‐cultural perspective in response to the inquiry.
Still, future studies seeking the viewpoint of other
digital user segments such as high school students or
full‐time employees in various industries could offer fur‐
ther insights into how they might perceive the wellbeing
concept amid digital risks.
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workers were ambivalent toward data (use) and that their reliance on platform data depended on the particular plat‐
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1. Introduction

The growing use of audience data in newsrooms has
impacted the power dynamics between news organi‐
sations, platforms, and audiences. The “digital trinity”
of datafication, algorithmisation, and platformisation
(Latzer, 2021) has led to a situation where journalists
hold less gatekeeping power, i.e., a growing number of
players have gained influence over news distribution, cir‐
culation, and the business itself (Salonen et al., 2022;
Seuri & Ikäheimo, 2022). Through their digital footprints,
such as interacting with news on social media, audi‐
ences are influencing editorial decision‐making (Tandoc

& Vos, 2016), and, in turn, social media platforms’ algo‐
rithms tangle with news distribution and visibility, affect‐
ing the way news is shown to audiences (van Dijck
et al., 2018). Algorithmic platforms and their users have
entered the news ecosystem and currently intertwine
with news processes, especially in the post‐publication
context, i.e., after news has entered circulation (Hermida,
2020; Salonen et al., 2022).

In this study, we examine datafied news work from
the perspective of post‐publication gatekeeping. Our aim
is to broadly understand how (audience) data is part
of editorial decision‐making in news media from news
workers’ perceptions. More specifically, we contribute
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to the literature by discussing what role regulations
play in the datafied news environment. From the view‐
point of media accountability, news media consider and
reflect the external control (such as laws of the coun‐
try/region), the internal control (such as journalistic val‐
ues, ethics, and press councils) as well as audiences and
other members of civil society (Eberwein et al., 2019)
when deciding what is newsworthy to publish. In the cur‐
rent study, we focus on media regulation from a twofold
perspective: Firstly, legislation in the EuropeanUnion, for
example, theGeneral Data Protection Regulation (GDPR),
ensures and controls users, media organisations, and
platform companies’ rights over data (Meier & Trappel,
2022); and secondly, news organisations consider media
self‐regulation in editorial decision‐making processes.
This study addresses the suggestion of Porlezza and
Eberwein (2022), Seuri and Ikäheimo (2022), and Seuri
et al. (2022) that media regulation (the external control)
and self‐regulation (the internal control) should be inves‐
tigated in the era of datafication.

Datafication is, in this study, understood as digital
media’s capacity to turn all human action and inter‐
action into measurable digital traces (Breiter & Hepp,
2018). Essentially, knowledge of user characteristics and
behaviours has become themain currency in the current
media ecosystem (Ohlsson & Facht, 2017): In the pro‐
cess of datafication, (individual) data is monetised for its
business potential (Couldry& Yu, 2018). Power over audi‐
ence data is exercised by those with access to databases
and expertise in processing and data mining (Andrejevic,
2014), such as news media and platform companies.
Through digital profiling, platform companies can define
which content users are exposed to and predict their
(future) behaviour. News media depend on these infras‐
tructural services as platform companies have developed
considerable market and gatekeeping power (Meier &
Trappel, 2022).

Ownership and control over news‐related audience
data have become complex, and therefore, it is impor‐
tant to understand how news media utilise and make
decisions concerning data. In this research, we highlight
the (potential) role of audience data from self and/or
third‐party‐governed platforms in news workers’ edi‐
torial decision‐making. We do this by reflecting news
workers’ perceptions of their datafied working practices
through the lens of post‐publication gatekeeping theory,
which looks at the factors that shape news after its pub‐
lication. The current study adds to previous research on
post‐publication factors, practices, and the environment
itself (Hermida, 2020; Salonen et al., 2022). Further, this
study connects regulatory factors (legislation and media
self‐regulation) theoretically to the post‐publication gate‐
keeping framework (Hermida, 2020) and provides evi‐
dence by applying the suggested extended framework
empirically. Finally, this study takes a stance on the
well‐needed discussion of regulatory factors in the era
of datafication.

2. Theoretical Framework of (Post‐Publication)
Gatekeeping in the Context of Datafied News
Environment

In the 2020s, the context where news circulates is
increasingly digital and datafied. Datafication of news
has meant, for example, that newsrooms’ editorial
decisions are increasingly data‐oriented (Vu, 2014).
Datafication has also impacted economic models in jour‐
nalism and challenged journalistic autonomy (Hanusch,
2017). This has led to the datafication of the digital
news environment, and hence, the gatekeeping pro‐
cesses have also changed. Gatekeeping has been defined
as “the process of culling and crafting countless bits of
information into the limited number of messages that
reach people each day” (Shoemaker & Vos, 2009, p. 1).
The definition still holds up even though the theory has
transformed considerably since its birth in the 1940s
(Vos, 2019). This section first introduces gatekeeping the‐
ory in the digital age, then reviews studies focused on
post‐publication gatekeeping, and finally, discusses the
role of regulations as a post‐publication gatekeeping fac‐
tor in datafied news work.

The digital news environment has brought changes
to the ways gatekeeping theory has been utilised and
developed for research in the past. In 1989, Abbott and
Brassfield (1989) compared print and electronic media,
and in 1990, Berkowitz (1990) studied the gatekeeping
processes of local television news.More recently, the the‐
ory has been applied to online contexts. These studies
have looked at the rise of news events on social media
(Meraz& Papacharissi, 2013), user‐generated visibility on
media websites (Singer, 2014), visual gatekeeping prac‐
tices (Pantti, 2015), and social media editors’ impact on
news diffusion (Welbers &Opgenhaffen, 2018), for exam‐
ple. Gatekeeping has also been researched from the view‐
point of data andmetrics. Tandoc (2014) pointed out how
web analytics is changing the gatekeeping process after
decades of journalists paying little attention to audience
opinion in their decision‐making. Consequently, informa‐
tion gained from (audience) data is part of the journalis‐
tic gatekeeping process. Nowadays, the question is not
about whether data affects newsroom decision‐making
but, rather, how much. Further, the theory field has
started to turn towards the post‐publication viewpoint,
i.e., the context where news is constantly circulated in
the datafied digital news environment.

Some previous studies have looked at the post‐
publication side of gatekeeping, even though they do
not specifically talk about post‐publication gatekeeping.
Singer (2014) introduced the term secondary gatekeep‐
ing, which refers to how users can up or downgrade the
visibility of an online news item, while Bruns (2018) talks
about how users and journalists can act as gatewatch‐
ers to/of information that is relevant to be distributed
further online. Wallace (2018), in turn, points out differ‐
ent types of digital gatekeepers in contemporary society:
journalists, individual amateurs, strategic professionals,
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and algorithms. These studies can be categorised as post‐
publication gatekeeping studies because they look at
the gatekeeping factors (e.g., audiences/users and plat‐
forms) and practices (e.g., users’ ability to up or down‐
grade or gatewatch) in the environment after news has
been published.

Post‐publication gatekeeping specifically has been
previously researched by Hermida (2020) and Salonen
et al. (2022). Salonen et al. (2022) introduced the
concept of conversational gatekeeping, highlighting the
social interactional nature of gatekeeping in the post‐
publication context. Further, they see gatekeeping mate‐
rialising as and in social interaction: Journalists and audi‐
ences negotiate and create the conversational norms
together and decide on the accepted content for the
particular online platform. Further, Hermida (2020) intro‐
duced the framework of four factors (4Ps)—publics,
platforms, paraphernalia, and practices—through which
post‐publication gatekeeping can be viewed and which
shape the processes of gatekeeping. Publics refers to the
news audiences, reaching from the members of the pub‐
lic to politicians, businesspeople, and journalists them‐
selves. Platforms concern the platform giants such as
Google, Meta, and Twitter. Paraphernalia refers to the
materiality of gatekeeping, such asmobile devices, smart
speakers, and software. Practices refers to social (spatial
and temporal) practices around how users engage with
the news; for example, whether the news is consumed
on a bus or while lying in bed.

In their study, Hermida (2020, p. 16) calls for stud‐
ies that consider digital metrics’ influence on edito‐
rial decision‐making by considering “how all or some
of the four Ps impact flows of news and information
post‐publication.” Specifically, regulation issues related
to gatekeeping are under‐researched even though regu‐
lation increasingly shapes the formation of news. With
the term regulations, we refer to the legislative fac‐
tors, i.e., laws of the country and/or region, and to
the self‐regulatory factors, namely, journalistic values
and ethics. Academics have called for collective regu‐
lation of data‐driven systems (Steedman et al., 2020).
In the EU, legislation (the GDPR and several digital acts,
for example) ensures and controls users, media compa‐
nies, and platform companies’ rights over data (Meier &
Trappel, 2022). For example, some European data protec‐
tion authorities have found the use of US‐based Google
Analytics unlawful due to the increased risk of being in
breach of the GDPR that regulates the use of personal
data (Roosa et al., 2022). These new digital laws will chal‐
lenge platform companies’ data monopolies, and as a
result, companies such as Meta have threatened to with‐
draw from the EUmarket (Burgess, 2022). The new regu‐
lations will also affect data collected by third parties and
used by the media. As a result, audiences may gain more
control over their data, and the monetisation model of
platforms and media companies could be undermined.

Further, Seuri et al. (2022) discuss the new gatekeep‐
ing regime and highlight the role and need to regulate

platform giants and big media companies. In their future
scenarios for the platform society, Seuri et al. (2022)
see that regulation is needed to gain positive outcomes
for the information environment and to counterbalance
the network effects that create platform monopolies.
Furthermore, Aral (2020) has called for structural reform:
Data flows between platforms should be enforced to
ensure sustainable interoperability between platforms.
Thismeans that user data and actions should no longer be
monopolised by platform companies. The Digital Services
Act is designed to combat this in the EU, which could
mean that in the future, news companies will have bet‐
ter access to databases collected by platform companies.

From the viewpoint of media accountability and
journalism ethics, news media are currently trying to
balance the journalistic ethos of reporting what the
audience needs to know and the data‐driven view of
what the audience wants to know (Hanusch, 2017). This
notion raises ethical questions as the journalistic field
also has its norms and ethics on which editorial deci‐
sions are based. In Finland, the context of our empir‐
ical study, the Finnish press council governs journalis‐
tic (self‐regulation) guidelines and processes complaints
related to them. In relation to media accountability, the
press council is an important part of the journalistic insti‐
tution and has been designed to oversee the media’s
responsibility to society, citizens, and the journalistic
institution itself (Eberwein et al., 2019). However, in
digital journalism driven by datafication and algorithms,
there is still a lack of normative standards and regulations
across Europe (Porlezza & Eberwein, 2022). Journalism
scholars (e.g., Porlezza & Eberwein, 2022; Rydenfelt
et al., 2022) have argued that journalistic self‐regulation
needs to be adapted to the era of datafication, news
automation, and personalisation.

From these theoretical premises, we answer
Hermida’s call to apply the framework of the 4Ps (publics,
platforms, paraphernalia, and practices) and tackle the
question of digital metrics’ connectedness to editorial
decision‐making. Thus, we propose the framework of
“Post‐publication gatekeeping factors in datafied news
work” (Figure 1) that has been built on the premises of
the 4Ps and the previous theoretical discussion of regu‐
lations and datafication of journalism. In the extended
framework, we add the factor of regulations, i.e., legis‐
lation and self‐regulation, to extend the 4Ps framework
and see that all this is taking place in the context of a
datafied news environment.

In this study, we use the term audiences instead of
publics as it is more descriptive in depicting the people
for whom the news is created. Further, we see that the
factor of platforms includes all kinds of platforms used by
the newsmedia, self‐governed and third‐party governed.
Furthermore, we see that the factor of paraphernalia—
the materiality of the object—is omnipresent in the
factor of platforms, as platforms are technological con‐
stellations. Therefore, this study considers parapherna‐
lia (e.g., software) as embedded in the platform factor.
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Figure 1. Post‐publication gatekeeping factors in datafied news work.

By practices, we refer to the concept beyond audi‐
ences’ social practices and include all kinds of journal‐
istic practices that news workers can perform during
their daily working routines. Thus, in this study, we have
adapted fromHermida’s (2020) study, the factors of audi‐
ences, platforms and practices, and added the factor
of regulations.

Against this background, this study asks:

RQ: How do news workers perceive the datafied fac‐
tors of audiences, platforms, and regulations, and
how do these factors shape their working practices
from the viewpoint of post‐publication gatekeeping?

3. Methods and Materials

The material for the study was gathered by interview‐
ing Finnish news workers (N = 9). Finland makes for a
particularly interesting research context concerning audi‐
ence data use because news reach and trust in news
media are generally high (Newman et al., 2022). In global
comparison, Finns trust news sites to use their personal
data fairly more than people in other Western countries
(Newman et al., 2022). This contextmay also be reflected
in news workers’ attitudes toward data use. We adopted
a qualitative approach to comprehend news workers’
perceptions and understandings of data‐related issues
and practices and interviewed nine news workers from
three Finnish newspaper organisations. The first organi‐

sation is a large national daily newspaper, and the other
two are sizable regional newspapers, both publishing the
largest newspaper in their geographical area in terms
of circulation.

Our study participants are personnel who deal with
data‐related questions in their everyday work in news
organisations. Their views on data use in news organ‐
isations vary somewhat based on their titles, as some
worked in content production roles (e.g., social media
manager) while others had more managerial tasks (e.g.,
head of technological development). Importantly, how‐
ever, all were experts in how their organisation utilises
audience data. Hence, we refer to them collectively as
news workers. Seven participants identified as male, one
as female, and one as non‐binary. Participants’ job titles
and years of experience can be found in Table 1.

The interviewees were selected for the study by peer
recommendations within the organisations. Prior to the
interviews, the participants were informed about the
research project and the interview themes. They were
also asked to review and approve a consent form guar‐
anteeing the voluntary and anonymous nature of par‐
ticipation and the confidentiality of the interview mate‐
rial. Semi‐structured interviews were conducted by the
first author via Zoom and face‐to‐face between May and
August of 2022. On average, interviews lasted 96 min‐
utes (a total of 866 minutes). The interview themes
were: (a) Collection and use of data from news media
sites, (b) collection and use of data from social media

Table 1. Interviewees’ job titles and work experience in years.

Interviewee Work title Years of experience

NW1 Producer 15
NW2 Manager 20
NW3 Lead Developer 2,5
NW4 Social Media Producer 6
NW5 Head of Business Development 8
NW6 Web Manager 12
NW7 Web Analyst 20
NW8 Head of News 13
NW9 Head of Technological Development 10
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platforms, (c) ethics and responsibility in data collection
and use, (d) news media’s approach to social media plat‐
forms, (e) news media’s approach to legislation dealing
with news content and data practices, and (f) modera‐
tion of news content and discussions.

The interviewmaterialwas analysed using qualitative
iterative content analysis (Tracy, 2018). Thismethod com‐
bines and alternates between deductive and inductive
research approaches, i.e., it iteratively combines data
and previous theory. This method was chosen because it
“focuses on more narrow aspects of the data that have
potential to extend specific theories or address prac‐
tical problems” (Tracy, 2018, p. 63). In this study, the
post‐publication gatekeeping theory was used to gain an
understanding of the current data‐related practices and
perceptions of news workers. At the same time, the qual‐
itative data provided empirical evidence to support the
proposed extension of Hermida’s (2020) theory. Further,
the iterative approach brought forward news workers’
practices related to data use.

The interview material was analysed and coded by
the first author. In the first round of analysis, thematerial
was read and viewed in light of what was present. This
reading highlighted the salience of the post‐publication
gatekeeping environment. Thus, throughout the follow‐
ing rounds of coding, the interviews were reflected in
the light of the post‐publication gatekeeping theory to
ensure that all the factors based on previous litera‐
ture (audiences, platforms, and regulations) were taken
into account in the analysis. In addition, to ensure that
all material discussing data‐related practices was thor‐
oughly reviewed, the parts mentioning data generally
were coded as a fifth category. By doing so, the authors
gained a comprehensive understanding of the interview
material and advanced their conception of how post‐
publication gatekeeping factors are connected to data
use in news media. In the final phase of the analysis,
the authors jointly evaluated the fit between the formu‐
lated categories and coded content through a discussion
on data excerpts relating to post‐publication gatekeeping
factors and different kinds of data‐related practices evi‐
dent in the interview data.

4. Findings: Post‐Publication Gatekeeping Factors
and Practices

In this section, we examine our data through the lenses
of post‐publication gatekeeping factors and practices
in datafied news work, as Hermida (2020) suggested.
We apply the extended framework previously suggested
in the theory section (see Figure 1) to our empirical data.
In the following, we analyse and provide empirical evi‐
dence of how news workers perceive the datafied fac‐
tors of audiences, platforms, and regulations and how
these factors may shape their working practices. First,
we explain the significant and ambivalent role of audi‐
ence data in journalistic decision‐making processes; sec‐
ond, we open up the news workers’ perspectives about

self‐ and third‐party governed platforms they use in their
organisations; and third, we highlight the pivotal role
that regulations (legislation and media self‐regulation)
play in news workers’ decision‐making processes.

4.1. Audience Factor and its Related Practices

News media workers’ emphasis on audience data var‐
ied among organisations and individuals. This highlights
the ambivalent attitudes toward data practices in news
media. For some, audience data significantly impacted
their decision‐making processes, which the following
excerpt illustrates:

We base decisions less and less on emotions and feel‐
ings….Whether it’s about planning journalism—what
kinds of stories we want to make—or business deci‐
sions or designing our website—what kinds of func‐
tions we want to place there. In both cases, data is
used diligently. (NW5)

However, not all interviewees put as much emphasis
on audience data. They felt they had a responsibility
to society to tell the most important news, no matter
what metrics indicated, i.e., journalistic values guided
their decision‐making regarding the news. Audience data
could guide the form of news stories, but newsworthi‐
ness and the story’s content were news workers’ deci‐
sions. In contradiction, some understood audience data
as a means to emphasise particular kinds of content. For
example, one interviewee said that they closely follow
their audiences’ actions by age group: “We follow what
kind of content interests different aged audiences so that
we can produce better content and are able to offer our
subscribers the content they wish for” (NW9).

Interviewees’ perceptions of audience data were
indeed ambivalent: They were uncertain about how
much data should and does affect their decisions and
actions. Thoughts and perceptions about the influence
of audience data also varied throughout the interviews,
as news workers seemed to be weighing what they could
say about data. Illustratively, one interviewee raised criti‐
cal views of their sites’ audience data use and presumed
that it was unreliable regarding age, gender, and reading
time statistics: “Reading time analytics is so unreliable
that we can’t base any decisions on it” (NW8). Later the
same interviewee described that they could still partly
rely on their (audience) data in cases such as planning
the front page. They further described that analytics was
understood as helping them tomake decisions regarding
their publication format or content:

We’ve got new kinds of formats such as live broad‐
casting and radio shows, and as the number of staff
stays the same, we need to let go of something.
This is how long‐term analytics can help us decide
which [formats/content] are not so important for us
to do. (NW8)
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Data‐driven news culture was also visible in organisa‐
tions’ ways of testing news headlines and how differ‐
ent kinds of headlines allured their audiences. Some had
even predicted, for example, how particular headlines
performed for different aged audiences.

The origins of the data also mattered. Most impor‐
tantly, the data of social media audiences raised con‐
cerns. Some saw a difference between the use of
social media data and data that was collected from the
organisation’s sites—audience data guides more social
media activities than activities on their own sites. They
described this as a way to keep journalistic decision‐
making in their hands. In addition, audience data was
utilised to compare different social media platforms’ per‐
formance. As one participant observed, “It’s interesting
to compare how the same video performs and interests
on TikTok and Instagram and what kinds of audiences it
allures” (NW4).

Also, audience data is considered when practices
relating to paywalls are decided upon. News media
aims to increasingly understand their audiences’ move‐
ments on platforms and ways to monetise them. In our
study, interviewees from all three organisations said they
employ hard paywalls. While the previous literature con‐
siders a “hard paywall” to be “no access to content with‐
out subscription” (Myllylahti, 2014) or that they “allow
no free content” (Pickard & Williams, 2014), our inter‐
viewees seemed to connect hard paywalls to granting
access to content that is only available to subscribers.
Thus, they distinguished between some content that
is freely accessible to all and clear‐cut content that is
unreachable unless readers subscribe. With that in mind,
in this study, we use the concept of a “hard paywall,”
as our interviewees presented it. Further, in our study,
the number of news stories placed behind the paywall
varied between organisations. The first newspaper dis‐
tributes a large amount of free content as they see access
to accurate information as their journalistic responsibil‐
ity in building a democratic society. The two other news‐
papers had a different approach to paywall practices, and
most of their content was behind a paywall. They fur‐
ther described how the content is usually distributed
for free in situations when the news originates from the
Finnish News Agency (STT) or deals with global, national,
or local security:

All the stories that we produce are primarily behind
the hard paywall no matter where one enters the
story, from social media or elsewhere….For free of
charge, we offer things such as our columns, STT
news, and for example, national instructions during
Covid‐19. (NW8)

The above‐mentioned factors become apparent through
newsroom practices—such as the paywall example
illustrates—and manifest the central role of audi‐
ence data in news workers’ decision‐making processes.
The interviewees’ statements reflect the contradictory

views of audience data’s role in news work. The ambiva‐
lence and uncertainty toward audience data were also
visible inside single organisations: Interviewees from the
same news organisation shared strikingly different views
on the impact of audience data in their decision‐making
processes. In addition, the statements portray how audi‐
ence data is a post‐publication factor that shapes new
workers’ decision‐making which makes it an issue of
(post‐publication) gatekeeping—what kind of content
news workers publish or should publish, and how they
frame their journalistic content.

4.2. Platform Factor and Its Related Practices

News organisations use a range of platforms to reach
their audiences and distribute their content. Each plat‐
form has its unique mechanisms, and many are guided
by algorithmic recommendations. When platforms were
looked at through the lens of (post‐publication) gate‐
keeping, the question of governance became evident—
how much decision‐making power the platforms afford
to news workers. The interviewees described how organ‐
isations employed three different kinds of platform sys‐
tems: self‐governed, third‐party governed, or a mix of
these. On a self‐governed platform (e.g., company web‐
sites and applications), the news organisations are fully
in charge of the published content (what and when) and
in control of dataflows (collection, storage, and handling;
e.g., self‐made analytics tool). From the viewpoint of
paraphernalia, the materiality of technological objects
is embedded in the platforms’ software. That is, power
over platforms is tied to the software being used: If a
news organisation owns the software, it has more power
to manage the platform it operates on. An effective way
to gain control over data is to develop one’s own ana‐
lytics tools for the news organisation, as one intervie‐
wee states:

It’s a platform we’ve developed for GDPR reasons.
Because if we used another [third‐party] platform,
the datawould go just somewhere….We’ve protected
[the data] so that people can reply anonymously, and
those answers are not connected to any other infor‐
mation within the organisation. (NW3)

Self‐governed platforms were understood as means to
control data, but third‐party governed platforms were
seen as governed by the technology giants. This means
that news media have little power over the affordances
that guide the use of the latter ones. Themost oftenmen‐
tioned platforms were Google and Meta and their prod‐
ucts: Google Analytics for following newsroom metrics;
Facebook, Instagram, Twitter, and Tiktok for social media
activities. Interviewees fromeach organisation described
how much traffic in news organisations’ sites originates
from social media platforms. They were unified in that
the main function of social media is to promote journal‐
istic content, i.e., making their brand known.
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However, understandings of platform governance
varied. Some interviewees stated that they are not par‐
ticularly utilising social media (data) since the organisa‐
tion prioritises its own products, whereas some organ‐
isations put much effort into social media publishing.
News workers also pay attention to the vernaculars of
the platform. As one interviewee states: “We bring it
[the news story] in a format that is easy to understand,
e.g., to Instagram. So that it also supports visual sto‐
rytelling. And that’s also shareable” (NW4). This high‐
lights how the platforms’ affordances guide journalistic
decisions. Interestingly though, some interviewees also
highlighted social media as a tool for building a demo‐
cratic society: “We fulfil our democratic duty by reaching
young readers and by sharing trustworthy information
with them about the regional elections. Social media has,
in thisway, a pure journalistic and noble purpose to serve
democracy’’ (NW1).

As governance of platforms proved important, it
also raised concerns about data reliability. This was par‐
ticularly evident in the context of social media plat‐
forms. In some situations, social media companies’ data
(e.g., Meta’s demographics) were deemed more trust‐
worthy than the data of news organisations’ platforms,
as this type of data was harder to collect from their
own sites in a trustworthy manner. As one interviewee
explains: “I trust age distribution [data] more on social
media because I know that knowing their users is their
[platforms’] main business” (NW8). Further, the reliance
between social media platforms varied as one inter‐
viewee explains: “Google Analytics offers its own view
about the visitors, but when you compare that to social
media [Meta’s user data], it’s good to remember that the
[Google] data only gives some ideas” (NW7). Data relia‐
bility was also deemed important when news organisa‐
tions use platforms that are amix of self—and third‐party
governed platforms. For example, news organisations
have built their tools on top of Google’s infrastructure.
As one interviewee explains:

Within our conglomerate, we’ve previously used a
company which has built us analytics [tools]….They
have utilised the data that comes through Google
Analytics….But nowwe use an external company that
tries to identify problems related to data reliabil‐
ity….They have found errors and problems in data col‐
lection and are now helping us fix them. (NW8)

The role of the platform factor becomes even more
evident in news organisations’ moderation practices.
News organisations seem to consider what the platforms
afford them to do, i.e., do news workers need to mod‐
erate comments or does the platform or another ser‐
vice provider do it for them? The level of content mod‐
eration differed between newspapers. In the first news
organisation, moderation for their website and Meta’s
social media platforms was bought as an outside service
and was conducted by humans and machine learning

software. Occasionally news workers moderate by them‐
selves, e.g., on TikTok. News workers from the second
news organisation said they had outsourced their web‐
site moderation, but they moderate their social media
comments as part of their daily practices. News work‐
ers from the third news organisation explained that they
do not currently use website commenting and that they
rely solely on social media commenting in audience inter‐
action. Social media moderation was seen as part of
their daily practices: “Journalists who work online are
in charge of social media moderation. You go there sys‐
tematically to check the comments, but because you do
that besides all other tasks, you can’t fully concentrate
on it’’ (NW8).

The above‐mentioned practices demonstrate that
news workers base their decisions on platform data and
vernaculars to some degree. Platforms can thus be seen
as a post‐publication gatekeeping factor that is a part
of their decision‐making process when deciding what to
publish. Further, from the interviewees, it became evi‐
dent that there is a hierarchy of trust towards different
platforms. Organisations (and individuals inside them)
value them differently based on the trustworthiness of
the particular platform and its data practices.

4.3. Regulatory Factor and Its Related Practices

As our theory‐based extension to Hermida’s (2020)
post‐publication gatekeeping framework suggests, regu‐
latory factors are part of the decision‐making process of
new workers, i.e., post‐publication gatekeeping factors.
The interviewees described how GDPR has extensively
shaped their work practices. However, they gave consid‐
erably less attention to the aspects of journalism ethics
andmedia self‐regulation, which can also be regarded as
part of post‐publication gatekeeping. In the interviews,
we asked direct questions, such as “how ethical and
responsible do you think you are in your work.” In these
situations, none of the interviewees mentioned the jour‐
nalistic guidelines, the ethical codebook for mass media
set by the Finnish press council, but rather discussed the
effects of GDPR on their work. This is notable because
media self‐regulation often takes place after the news
is published, for example, when a story needs revising
based on feedback from sources. Hence, the press coun‐
cil also has a pivotal role in the media self‐regulation pro‐
cess as it oversees how news media follow the journal‐
istic guidelines after a news item has been published.
The interviewees’ focus onGDPR, on the other hand, sug‐
gests that the law is an effective regulatory tool and part
of news workers’ everyday work. This is illustrated by
the following quote from an organisation that received
feedback concerning the use of Google Forms from their
audiences: “Yes, I feel we’re [ethical]. Earlier, we might
have collected something through Google Forms but
then gave up on it as it raises questions about data pro‐
tection….[The] GDPR becoming effective was a turning
point here” (NW2).
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The quote also demonstrates that some audience
members were concerned about regulatory issues.
Furthermore, interviewees described how following
GDPR has affected their working routines and increased
audiences’ rights over their data. This can be interpreted
as ameans for audiences to becomepart of the gatekeep‐
ing process. GDPR allows them towithhold the release of
their personal data even after it has been handed over to
news organisations and used, for example, in audience
metrics. However, not all audience members seem to be
equally aware of their rights, as one participant explains:

Users can ask us to empty all their data from our
records….These requests might come once or twice
a week. They are usually people who work in the IT
field, experts that are interested in data. An average
user isn’t usually so interested in their data as long as
it’s in somewhat good hands. (NW5)

While interviewees brought up the theme of GDPR and
how it has shaped newsmedia work, they also described
that GDPR and related legal issueswere not their areas of
responsibility. They repeated that GDPR was something
that they did not need to be responsible for because their
organisation has specific professionals for GDPR and
legal matters. As one participant explains: “I’m not sure
how to answer except that GDPR has brought along strict‐
ness….These sorts of issues are not our team’s responsi‐
bility. I don’t work with these issues” (NW2). This is note‐
worthy given that our interviewees were the ones that
are dealing with data‐related issues in their daily work.

Regulation’s shaping of practices can further be
exemplified through cookies that also shape the con‐
sumption of news after its publication. Due to GDPR,
audience members can refuse to share their cookie data
with news organisations and third parties who have
made agreements with the organisations. Some intervie‐
wees believed that data will be regulated increasingly
in the future and that regulation will bring changes to
data use, both to social media companies and to news
organisations themselves. They were worried about the
demise of third‐party cookies. This would make it diffi‐
cult to access audience data and would thus challenge
media organisations’ business logic: “Googlewill close its
support to third‐party cookies, which means operating
them will become more difficult….Also, in Finland, they
[data protection officers] regulate the way we and other
publishers operate now and in the future” (NW7).

At the same time, interviewees were after stricter
regulation for the major platforms such as Google and
Meta. They called for compensation for news content
they had created, which now circulates for free on
social media platforms in the post‐publication context:
“Many working in the industry hope that Google and
Facebook would share their revenue with us, just as has
happened in Australia and France in the past” (NW7).
Interviewees hoped that future regulation would help
their businesses, for example, news media could have

access to cross‐platform data to see how their audi‐
ences migrate across their own and third‐party plat‐
forms. At the moment, due to regulation and social
media platforms’ unwillingness to share their user data,
news media organisations base their decisions on a sin‐
gle social media platform or their own platforms’ data
flows. This further demonstrates the gatekeeping power
that these social media giants and regulations possess
over news organisations.

5. Discussion and Conclusion

In the previous section, we have demonstrated how the
post‐publication factors of audiences, platforms, and reg‐
ulations, as well as their intertwined practices, itera‐
tively shape newsworkers’ editorial decision‐making pro‐
cesses in datafied news work. We have highlighted the
role of regulatory factors in the current (post‐publication)
gatekeeping processes and extended the framework
of “Post‐publication gatekeeping” by Hermida (2020)
to include regulatory factors and practices in datafied
newswork. Our empirical findings support previous stud‐
ies (e.g., Hermida, 2020; Salonen et al., 2022; Seuri
& Ikäheimo, 2022) claiming that gatekeeping power is
shared betweenmultiple (f)actors in the current datafied
news environment. To illustrate how the factors and prac‐
tices are situated in the traditional journalistic gatekeep‐
ing process, we present Figure 2.

The figure illustrates how post‐publication gatekeep‐
ing factors and practices iteratively shape the tradi‐
tional journalistic gatekeeping process,which includes all
the culling and crafting of information that takes place
in newsrooms before a news item is published. After
the news item has been published, it circulates in the
datafied news environment. From there on, the news
item interacts with audiences, platforms, and regula‐
tory gatekeeping factors. These create new practices and
shape traditional journalistic gatekeeping in news organ‐
isations. For example, the audience factor is present
in the ways audience data guide decision‐making over
news headlines. The platform factor is present, for exam‐
ple, in cases where social media metrics guide what
kind of content is published on a particular platform.
Further, regulatory factors outline how audience data
can be utilised. For example, audiences have the right to
withdraw their data from news organisations’ databases.
These kinds of withdrawals shape audience metrics and
can, therefore, also shape decision‐making processes.
For future studies, we recommend that researchers
apply the suggested framework empirically to validate it
further and more extensively map the factors and prac‐
tices that shape post‐publication gatekeeping processes
in the datafied news environment.

The current study further contributes theoretically
to the field of journalistic gatekeeping studies—it brings
together the previous discussions of gatekeeping fac‐
tors (e.g., Salonen et al., 2022; Wallace, 2018) and prac‐
tices (e.g., Bruns, 2018; Singer, 2014) that shape the
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Figure 2. (Post‐publication) gatekeeping processes in datafied news work.

production and distribution of news. Furthermore, the
study answers previous research’s (Aral, 2020; Porlezza&
Eberwein, 2022; Seuri et al., 2022) call to examine regula‐
tions in the datafied New Gatekeeping Regime. We have
done this by not only suggesting the extension of reg‐
ulatory factors to Hermida’s (2020) framework but also
by unravelling the news workers’ contradicting percep‐
tions concerning legal and ethical matters of their work.
Our findings somewhat alignwith previous research (e.g.,
Ekström et al., 2022; Rydenfelt et al., 2022) on how
news workers work with data; its use is negotiated with
other, often journalistically‐driven values. However, our
study participants highlighted aspects of the law (i.e.,
the GDPR) more than media self‐regulation, even when
asked about the ethics of news work. It is notewor‐
thy that while the Finnish press council is highly valued
among news workers in Finland, it was not discussed
in the interviews. This could be due to uncertainty aris‐
ing from datafied news work. Several of our participants
stated that they were unsure how data is used and that
other non‐editorial personnel might be better equipped
to discuss legal aspects of their work. Data and knowl‐
edge were understood as being “out there.”

Further, part of this confusion between law and
ethics could be explained by the idea that the law (GDPR)
limits the misuse of data collection and use and, there‐
fore, forces more ethical approaches. Ethics is written
into the GDPR, at least at the minimum. As the EU’s
new set of Digital Acts comes into force, the European

media market will face changes in business practices
and models (Newman et al., 2022). These changes may
also impact the future of media self‐regulation. It is,
therefore, crucial for news organisations to prepare for
these changes and consider ethical aspects when plan‐
ning their future. The interconnected nature of legisla‐
tion and media self‐regulation should also be the focus
of further research.

Furthermore, our study confirmed that web analyt‐
ics and the knowledge generated through audience data
shape the journalistic gatekeeping process (cf. Tandoc,
2014), evident in practices such as personalising head‐
lines and decisions relating to the front page. This
supports the idea that journalism is shifting from an
audience‐centric view to a data‐driven one, i.e., journal‐
ism (research) is experiencing a data turn. This is also
connected to reliance on data and platforms. In our
empirical data, the significant role of data processing
technologies and, most notably, the various third‐party
actors who provide these technologies sheds light on
what the digital trinity of algorithmisation, datafication,
and platformisation (Latzer, 2021) looks like in everyday
news work and how it informs the understanding of not
only the audiences but also that of news workers con‐
cerning newsworthiness. This was visible in our findings,
for example, as reliance on social media data.

However, reliance on data raises some critical con‐
cerns. First, our focus on news media organisations
and their everyday working practices shows that the
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understanding of the audience generated through data
does not always reflect reality. This mirrors recent criti‐
cal data and media research arguments on how knowl‐
edge created through data is, in fact, often ambigu‐
ous (Pink et al., 2018). Consequently, datafication may
produce a fundamental misfit between data‐generated
understanding of an individual and their own experience
(Talvitie‐Lamberg et al., 2022)—towhich the data double
concept also refers (see e.g., Ruckenstein, 2014). Second,
and as our study demonstrated, there is an ambivalence
in how the news workers spoke of their data use, even
inside a single organisation. This illustrates the contro‐
versial role of audience data in news work. News work‐
ers aim to base their decisions on platform metrics, but
the knowledge of audiences is highly dependent on the
(single) platform‐generated data and the particular data
processing tools (Aral, 2020). This means that journal‐
istic decision‐making becomes increasingly dependent
on the platforms and their data processing practices.
Further, this could lead to an undesirable situationwhere
third parties are given too much power over journalistic
decision‐making (Salonen et al., 2022).

The knowledge of how data is used and exploited
across different units in news organisations is frag‐
mented. With further overall discussion on data‐
related practices, news organisations could form a less
ambivalent relationship with the data they possess.
As our results indicate, a move in this direction seems
salient, given that audience data increasingly guides
decision‐making and newsworthiness in the newsmedia.
Therefore, involving news workers from different units
and positions in discussions on data use and its regula‐
tory aspects would help create a more holistic under‐
standing of data and give individual news workers con‐
fidence in managing their responsibilities and expertise.
We have begun to unravel this topic but also recognise
the limitation of the size and nature of our dataset.
Therefore, we invite future scholars to dig deeper
into the ambivalence of data use in news workers’
daily practices.
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Abstract
The fragmentation of consumption and algorithms’ increasing impact on how content is recommended and displayed
makes it even more important to analyse and promote exposure diversity, i.e., the extent to which audiences are exposed
to, discover, and engage with diverse content. Although there is a growing literature addressing how to define media
diversity in the context of the challenges posed by platformisation, this article translates the normative dimensions into
a framework for operationalising exposure diversity into a tangible policy goal, taking into account datafication and its
consequences in terms of increasing data requirements towards platforms. The main objective of this study is to analyse
initiatives to assess exposure diversity in the platform era and to discuss how such assessment could be improved, particu‐
larly for policy initiatives. This involves addressing several challenges of existing approaches for the assessment of exposure
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data transparency issues, and promoting user autonomy. To achieve this, we propose a framework for analysing initiatives
aimed at assessing and promoting exposure tomedia diversity. Our framework is composed of four key features: measures
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1. Introduction

With the fast‐paced development and adoption of digi‐
tal technologies in the distribution and consumption of
media content, assessing media diversity has become
even more important. Media diversity is a significant
objective (Helberger, 2011), which is formative for demo‐
cratic societies. With a long tradition in free speech and
democratic theory (Ash, 2016), it has become a central
value in media law and policy (Helberger et al., 2020).
Having diversity in cultural goods and services offered to

citizens, so that they have access to a varied range of avail‐
able views and ideas, is perceived as a desirable objec‐
tive for policies addressing the cultural andmedia sectors.
Following Napoli (1997), we distinguish, within media
diversity, between source, content, and exposure diver‐
sity. Source diversity focuses on content producers and
media outlets. Content diversity is concerned with the
content features, e.g., the opinions and views expressed,
the origin and the language, etc. Exposure diversity corre‐
sponds to the extent to which audiences are exposed to,
discover, and engage with diverse content (Napoli, 2011).
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Due to digitalisation, any content and the ways in
which users interact with that content can be trans‐
formed into bits of data. Mayer‐Schönberger and Cukier
(2013) refer to datafication as the process of recording
and computing data from different sources and the value
that could be obtained from it. Combined, digitalisa‐
tion and datafication contribute to distinct content types
being accessible on the same platform while enabling
providers access to unprecedented insights into human
behaviour and new forms of creating and extracting
value (Kennedy et al., 2015;Mayer‐Schönberger&Cukier,
2013). Within this context, the boundaries between
media sectors are blurred and there is increased com‐
petition between companies that were not competitors
before—especially as they now compete for attention
(Picard, 2011). Digital transformation and convergence
have pushed media companies to extend their set of
activities (e.g., newspapers producing podcasts or broad‐
casters developing on‐demand services) resulting in an
increase of available content and shifting the compet‐
itive landscape from sectoral competition to a situa‐
tion where many companies and conglomerates have
extended their activities beyond the boundaries of their
native industries. Due to the proliferation of content
across multiple delivery platforms, audiences can conve‐
niently switch between reading news articles on social
media and consuming multimedia content on streaming
services from a single access point. Digital distribution
of content has little effect on costs thus promoting ubiq‐
uitous availability across various distribution platforms.
Therefore, content convergence can lead to distribution
divergence (Dal Zotto & Lugmayr, 2016) as well as con‐
sumption fragmentation.

In a context where algorithmsmodulate how content
is recommended and displayed, consumption fragmenta‐
tion has rendered it more crucial to update the analysis
and assessment of exposure diversity (Lambrecht et al.,
2022). Considering the changing media landscape, plat‐
forms and digital media providers are operating under
time and attention constraints, which has highlighted the
role of intermediation in creating and capturing value
(Kostovska, 2022). These circumstances have prompted
the inception of novel approaches to curating and sort‐
ing content. There is a complete change in how expo‐
sure diversity is considered with the algorithmic influ‐
ence on recommendation and display (Vrijenhoek et al.,
2021) and the possibility to have access to in‐depth data
on consumption. The core challenge in examining expo‐
sure diversity in the platform era is related to algorithms’
impact on diversity (Haim et al., 2018; Jürgens & Stark,
2022; Sørensen & Schmidt, 2016). Algorithms can be
flawed by inherent biases and can produce unfavourable
outcomes such as inequality of representation and cover‐
age (Ranaivoson, 2019), which are associated with chal‐
lenges identified in the literature as the “filter bubble”
(Pariser, 2011) and the “echo chamber” (Colleoni et al.,
2014). Colleoni et al. (2014) claim that users are in echo
chambers when their prior political views are reinforced

due to selective online exposure to political content. In a
similarmetaphor, in filter bubbles, users are never aware
of what others think outside their bubble regarding polit‐
ical, moral, or scientific issues (Dündar & Ranaivoson,
2022). However, the filter bubble rationale has attracted
some criticism. Bruns (2019, p. 8) calls it “the dumbest
metaphor on the internet” since, “to the extent that it
occurs,” homophily results in the first place from users’
agency. In addition, empirical evidence that warrants any
strongworries about filter bubbles is lacking (Zuiderveen
Borgesius et al., 2016). Haim et al. (2018) note that
empirical evidence on the existence of the filter bubble
and its effects, especially in the context of news, is lim‐
ited. Of the existing handful of studies, none has been
able to prove genuine negative effects of filter bubbles
(Ranaivoson, 2019). Nonetheless, the sheer possibility of
filter bubbles needs to consider exposure diversity in the
context of algorithms.

It is suggested by van Dijck (2014) that it is not
accurate to view data as solely a reflection of neutral
human behaviour harnessed by platforms and that the
role played by platform interventions and interpretations
in creating and refining these data resources should be
acknowledged. Therefore, established rationales for pro‐
moting diversity are being challenged not only by the
novel ways of distributing and consuming content but
also by the ways in which platforms utilise data to modu‐
late intermediation. As normative notions, media diver‐
sity and pluralism are operationalised through measures
that aim to increase source and content heterogeneity,
with the goal of promoting variety (of information, views,
content, and ownership; Ranaivoson, 2007). In contrast,
exposure diversity looks at the audience dimension of
media diversity (Helberger, 2012). It is therefore not
enough to focus on source and content diversity, and
it is necessary to consider the specificities of consump‐
tion diversity and the role played by all ways of modify‐
ing exposure.

Scholarly literature focused on approaches and
methodologies for assessing exposure diversity is lim‐
ited in terms of the volume of studies that incorpo‐
rate consumption and algorithmic suggestions’ diversity.
Whereas the issue of defining media diversity in the con‐
text of platformisation has been discussed (Helberger,
2018; Helberger et al., 2018; Hendrickx et al., 2020;
Joris et al., 2020; Ranaivoson, 2019), the question of
how normative dimensions can be translated into tangi‐
ble measures requires further consideration. Therefore,
to advance our understanding of exposure diversity, it
is important to adopt a more systematic approach to
examine its conceptual features. To accomplish this, we
develop a framework for assessing diversity of exposure
in the platform era and apply it to a comparison of
initiatives aimed at assessing and promoting exposure
diversity. Our primary research question is: What charac‐
terises initiatives to assess exposure diversity in the plat‐
form era and how could such assessment be improved,
in particular for policy initiatives?
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To answer this question, in Section 2, we discuss
the challenges of promoting exposure diversity, which
are notably related to the fact that media policy has
been mainly aimed at promoting source and content
diversity. In Section 3, we present a framework to eval‐
uate initiatives to assess and promote exposure diver‐
sity in a datafied society. The following main features
of the framework are discussed: measures, metrics,
methods, and data requirements. Section 4 presents an
overview and compares such initiatives. Themain results
of the comparison are discussed following our frame‐
work. The conclusion focuses on policy implications and
recommendations that can be derived from the analysis.

2. The Challenges of Promoting Exposure Diversity

In the EU, media policy has largely sought to promote
pluralism by targeting the availability of diverse content.
Media diversity has been primarily analysed from the
point of view of production and distribution and their
impact on consumption. Therefore, current media diver‐
sity policies remain rooted in scarcity logic (Helberger,
2019) even though source diversity alone does not
secure diversity of the overall output (Helberger, 2012).
With digitalisation and datafication, it is important to
consider beyondwhat is available, what actually gets rec‐
ommended and displayed to users (Ranaivoson, 2020),
and the role data play in these processes.

Existing literature highlights several challenges that
must be considered to provide a better understanding
of the concept. Firstly, as outlined by Helberger et al.
(2018), diversity of exposure is a means to an end rather
than an aim in itself. Since providingmore diversitymight
come at a cost (Stirling, 2007), it is key to understand
how diversity of exposure can contribute to the over‐
all goals. Helberger et al. (2018) highlight three perspec‐
tives for considering exposure diversity as a societal goal
which can also contribute towards deriving normative
positions. These are the individual autonomy perspec‐
tive, the deliberative perspective, and the adversarial
perspective (Helberger et al., 2018). Within this frame‐
work, exposure diversity can be utilised to respectively
“extend individual choice” and provide individuals with
“more opportunities to realize their interests,” “promote
rational public debate and the formation of a reasoned
public opinion,” or provide “a corrective to the tendency
of public debates to be dominated by existing elites and
powerful interests” (Helberger et al., 2018, p. 195).

From amore applied but still conceptual perspective,
exposure applies to diverse types and formats of con‐
tent in different contexts. It seems difficult to design a
single approach for assessing and promoting exposure
diversity, whichwould apply to cultural or linguistic diver‐
sity or representations of minorities in media outlets.
A related critical question from a policy perspective is to
decide what an adequate degree of diversity of exposure
would beby determining specific benchmarks (Helberger,
2011). There is no consensus on how diversity should be

quantified at the recommender system level (Kunaver &
Požrl, 2017).

Moreover, difficulties arising froma lack of data trans‐
parency and data collection challenges add another layer
of complexity to the aspiration of defining indicators
to assess exposure diversity. Data are used by media
companies to influence consumption behaviours, e.g.,
in the design and functioning of recommender systems.
While such data and data about actual consumption are
needed to assess exposure diversity, there is no unified,
transparent way for external actors to access it. As pro‐
prietary audience data is a valuable resource for devel‐
oping andmaintaining competitive advantage, platforms
are incentivised to refrain from data sharing, which can
hinder attempts to evaluate exposure diversity (Hagiu &
Wright, 2020; van Dijck et al., 2018). Ultimately, data is
an asset and firms have an incentive to keep as much
as possible of it siloed. For instance, even though Netflix
has access to abundant and granular data about the
viewing habits and preferences of their users, they only
selectively release data on some aspects of their service
(Wayne, 2022).

The growing importance of algorithms coupled with
the difficulties of predicting their outcomes calls forth
for algorithm auditing as an early bias and problem
detection tool when new versions are released. However,
such an approach can be costly for regulators and those
audited and challenging concerning the quantity and
quality of data that can be collected as well as the
legal soundness of the approach in general (PEReN &
Regalia, 2021).

Finally, when discussing the question of data and
exposure diversity, a challenge to consider is related
to users’ agency. Ensuring that users’ personal auton‐
omy and privacy and how they envision them are
respected (Helberger et al., 2018; Stasi, 2019) can con‐
flict with what experts or policymakers could identify as
the “socially‐desired distribution of audience attention”
(Napoli, 2011, p. 256). Transparency and privacy obli‐
gations are at the core of the discussions on designing
monitoring mechanisms, as can be seen in the recently
adopted EU Regulation Digital Services Act.

3. A Framework to Address Initiatives for Exposure
Diversity

Since exposure diversity corresponds to the extent to
which audiences are exposed to, discover, and engage
with diverse content (Napoli, 2011), it also relates to the
users’ media diets. Few studies in academic literature
incorporate the perspectives of consumption diversity
and diversity of algorithmic suggestions when proposing
ways for assessing exposure diversity. Furthermore, con‐
ceptual advances would be useful for policy purposes.

Therefore, we propose a framework to analyse
and compare current or recent initiatives to assess
and eventually promote exposure diversity. It distin‐
guishes between measures, metrics, methods, and data
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requirements as features of all initiatives included in our
overview.Measures are initiatives to achievemore diver‐
sity, they correspond to the overall objective, why the
assessment and promotion of exposure diversity take
place. This relates to the discussion on exposure diversity
as a societal goal (Helberger et al., 2018).Metrics are less
normative and somehow more concrete as they define
what is being assessed. We expect that the approach
changes depending on the type of content and the con‐
text. Considering metrics is also rendered necessary by
the lack of consensus regarding how to assess expo‐
sure diversity—e.g., at the recommender system level
(Kunaver & Požrl, 2017). Methods correspond to how
such assessment is made, notably regarding data collec‐
tion. Finally, data requirements give one of the main lim‐
its of the initiatives in terms of Transparency, Parsimony,
and Replicability. Actually, while considerable amounts
of data are generated, as discussed before, there are
large data collection and use challenges.

Our framework first appeared in the context of a
study performed for the European Commission onmedia
plurality and diversity online (Lambrecht et al., 2022). It is
notably based on a previous study for UNESCO on suit‐
able properties of indexes of media and cultural diver‐
sity (Ranaivoson, 2007), which was dealing with metrics.
The importance of measures is highlighted by Helberger
et al. (2018), in particular for diversity‐by‐design mea‐
sures. The term “framework” itself derives from the
Australian Communications andMedia Authority (ACMA)
study on news measurement framework, which was
focused on developing new approaches to assess media
diversity in a context of declining local news and a need
for better understanding and quantifying public interest
journalism. Finally, an original contribution of this frame‐
work, compared to the version in Lambrecht et al. (2022),
is the emphasis put on data requirements. This is to allow
us to take into account how datafication is impacting
exposure diversity, i.e., how audiences are exposed to,
discover, and engage with diverse content.

3.1. Measures

Measures are initiatives to achieve more diversity.
We distinguish between Industry, Policy, and Research
initiatives. Industry initiatives are led by one industry
partner or a consortium of industry partners to develop
solutions to improve exposure diversity. Policy initiatives
include law‐making and policies aimed at monitoring
or improving exposure diversity. Research initiatives are
led by universities or academic institutions to assess
exposure diversity. Among the latter, we have tried to
exclude Research projects of a smaller scale. There are
indeed a great number of studies that aim at increas‐
ing exposure diversity—see, e.g., Latha and Nadarajan’s
(2019) mapping of approaches to improve recommenda‐
tion diversity). They can be focused on software solu‐
tions. For example, Kamishima et al.’s (2012) recom‐
mender system aims at providing neutral recommenda‐

tions to users in relation to a specific viewpoint. Latha
and Nadarajan’s (2019) approach incorporates diversity
into its recommendations and is applied to movies and
news. Helberger (2018) recommends the use of tools for
alternative recommendation settings and technologies
that make users aware of their filter bubble.

3.2. Metrics

Metrics refer to what is being assessed. This includes
of course assessing the diversity of exposure, but also
identifying the barriers to diversity. Recent literature
overviews point to the too high number of conceptual‐
isations of news and media diversity (Hendrickx et al.,
2020; Joris et al., 2020). Besides, media diversity is
assessed by a broad spectrum of scholars, from social
to computer sciences. Despite this, the initiatives to pro‐
mote and assess exposure diversity use indicators that
derive from and sometimes combine the four follow‐
ing basic metrics: Count, Percentages, Dual Indexes, and
Distances (Lambrecht et al., 2022). These basic metrics
can be aggregated or combined to assess the diversity
of exposure.

Count represents the number of elements that
are part of a set. The elements can be various units,
which can be part of a subset or grouped in a cate‐
gory. Count can be used to quantify to what extent
units of various subsets or categories are represented
in a set. Percentages correspond to all indicators con‐
sisting in measuring the relative share of a category
within a system, e.g., the shares of films in Netflix’s
catalogue per country of origin. Dual Indexes (Stirling,
2007) notably include both the entropy index and the
Herfindahl‐Hirschman index. As Stirling’s (2007) denom‐
ination alludes, both indices combine in their quantifica‐
tion what Count and Percentages assess respectively.

Distances correspond to the level of differences, or
dissimilarity, between every pair of items consumed,
for example. Distances are commonly used by com‐
puter scientists to assess diversity (Kunaver & Požrl,
2017). Using cosine similarity, they assess how similar
two items are. Mathematically, cosine similarity corre‐
sponds to the normalised (between 0 formaximum sim‐
ilarity and 1 for maximum dissimilarity) cosine of the
angle between two vectors that are projected in a multi‐
dimensional space (Prabhakaran, 2018). Distances can
be calculated for any content, assuming that the data
is labelled (e.g., using metadata) or can be categorised
(Lambrecht et al., 2022). For example, a common compu‐
tational approach to assess distances is the bag‐of‐words
model, which compares texts according to the words
they use. Distances are often used to assess recom‐
mender systems’ diversity—especially in comparison to
Count or Percentages. In practice, the diversity of recom‐
mendations will be increased by suggesting items that
are further from a user’s preferences, although always
within certain limits (Lambrecht et al., 2022). For exam‐
ple, someone who has watched a video about football
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could be proposed other videos about other sports,
because football is a subcategory of sport or because
the recommender systemhas found that thosewho have
watched videos about football often also watch videos
about other sports.

3.3. Methods

Methods are ways to collect data that can be used
to assess the diversity of exposure. Methods include
Surveys, Online Data Scraping, and Experiments. Surveys
consist in gathering information from a sample of
individuals, usually through a questionnaire but this
also includes interviews. An example is the Office of
Communications’s (Ofcom) collection of data via con‐
sumer research for their Measurement Framework for
Media Plurality (MFMP). Collected information is there‐
fore declarative. In contrast, Online Data Scraping con‐
sists in extracting data from human‐readable output
or content available online, which provides insights
into actual (consumption) behaviour at aggregate and,
in some cases, individual levels. For example, for the
reports on “Australian content,” the researchers entered
into a database all titles identified on Stan, Netflix, and
Amazon Prime Video when inspecting content included
in relevant categories on each service (such as Australian
movies and Australian TV) and using search terms
(“Australia,” “Australian,” “Austral*”) to identify relevant
content not included in these categories (Lobato &
Scarlata, 2019). Experiments also aim at analysing the
actual behaviour of individuals but by putting them in a
setting where their behaviours can be directly observed
and hence more easily explained. Experiments can also
consist of simulations to test features such as algorith‐
mic systems. For example, in the discoverability index
Research initiative, Tétu and Dubois‐Paradis (2020) built
two profiles on Netflix to observe which films get recom‐
mended to these profiles, based on their different view‐
ing behaviours.

3.4. Data Requirements

Finally, the initiatives can be compared based on data
requirements. The emphasis is put upon which data
would be required for the methodologies to be applied.
The fourth feature of our framework considers the pro‐
found changes in media consumption resulting from
datafication. Huge amounts of real‐time data are pro‐
duced but this is also challenging for initiatives aim‐
ing at promoting and/or assessing exposure diversity:
Given the available data, a suitable initiative should not
be too demanding in terms of data necessary to build
metrics. Within this feature, we distinguish between
Transparency, Parsimony, and Replicability. Transparency
means how easy the measures, metrics, and methods
are to understand. The initiative is Transparent when the
assumptions are explicit, including regarding the data
used to compute the metrics and more generally apply

the initiatives. Parsimony corresponds to the costs under‐
lying the use of data by the initiatives. This includes the
financial cost to access the data and, beyond, how sim‐
ple it is to assess exposure diversity (e.g., required com‐
puting power and conversely the speed at which calcu‐
lations can be done). Replicabilitymeans to what extent
the indicators can repeatedly be assessed over time in
the same context. This notably concerns the type of data
the frameworks rely on. Questions here include the type
of data, their periodicity, and how they are collected.
Besides, the access to data is considered: To what extent
are data available publicly?Who owns such data? How is
access to these data ensured? And to whom?

4. A Review of Initiatives for Exposure Diversity

4.1. Methodology

We employ a multi‐method approach to investigate a
nascent aspect of media and communications policy
including document analysis (Karppinen & Moe, 2012)
and expert interviews (VanAudenhove&Donders, 2019).
Expert interviews are suitable for gathering non‐codified
knowledge and insights about emerging issues in media
and communications policy research, whereas the selec‐
tion of interviewees is identified as a critical aspect of the
research design (Hammersley&Atkinson, 1995).We con‐
ducted 15 semi‐structured expert interviewswith profes‐
sionals, academics, and technical experts from various
geographic locations such as Belgium, the Netherlands,
France, the UK, Australia, Canada, and Switzerland (see
Table 1). A snowball effect was created by encourag‐
ing the interviewees to suggest other potentially rele‐
vant interviewees. The information collected through the
interviews allowed us to complement and contextualise
the document analysis of 13 initiatives aimed at assess‐
ing exposure diversity (see Table 2). The selection of ini‐
tiativeswas based on a snowball process aswell. The doc‐
ument analysis involved a systematic comparison of the
initiatives, with the coding being informed by both pub‐
licly available information and undisclosed information
gathered during the interviews. The framework used for
the analysis enabled the initiatives to be compared in
terms of why, what, how, and to what extent they allow
for the assessment of exposure diversity.

Regarding measures, initiatives can be either Policy,
Industry, or Research. Metrics can include and some‐
times cumulate Count, Percentages, Distances, and Dual
(for Dual Indexes). Similarly, there can be one or more
methods among Surveys, Scraping, and Experiments.
Data requirements for each of these initiatives are more
difficult to assess in a comparative manner. This is why
we propose a more granular approach and distinguish
between Transparency, Parsimony, and Replicability.
The assessment though remains a bit subjective andqual‐
itative, especially in comparison to our other features.
Transparency and Replicability refer to easiness, respec‐
tively to understand and to repeat, which are difficult
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Table 1. Interviews conducted in the frame of the project.

Name Position Organisation Date of interview

Glen Joris PhD student Ghent University 30/11/2020
Joris Mattheijssens Data scientist Vlaamse Radio‐ en Televisieomroeporganisatie 30/11/2020
Sanne Vrijenhoek Researcher University of Amsterdam 02/12/2020
Johan Loeckx Researcher Vrije Universiteit Brussel 02/12/2020
Nicolas Rolin Researchers Pôle d’Expertise de la Régulation Numérique 03/12/2020
Lucas Verney Inria 16/02/2021
Benoît Rottembourg
Nava Tintarev Professor TU Delft 04/12/2020
Olaf Steenfadt Global project director Media Ownership Monitor 10/12/2020
Michèle Rioux Director Université du Québec à Montreal 10/12/2020
Eleonora Mazzoli PhD student London School of Economics and Political 08/01/2021

Science
Ramon Lobato Professor Royal Melbourne Institute of Technology 21/01/2021
Nanao Kachi Director of social and Canadian Radio‐Television and 22/01/2021

consumer policy Telecommunications Commission
Véronique Guèvremont Professor Laval University 22/01/2021
Sébastien Noir Head of software European Broadcasting Union 25/01/2021

engineering, technology,
and innovation

Catherine Johnson Professor University of Huddersfield 27/01/2021

to objectively assess. Parsimony refers to costs but all
data was not available to extensively compare initia‐
tives on that aspect. For all these reasons, that feature
of the framework should be taken cautiously. Similarly,
the information through our document analysis and our
interviews could not always allow us to properly assess
this feature, hence the note that data is in that case not
available (n/a).

4.2. The Rise of Policy Initiatives Towards Exposure
Diversity

Considering measures, the comparison first shows that
Policy initiatives have appeared that take exposure diver‐
sity into account. Napoli (2011) deemed that exposure
diversity, despite being increasingly regarded as a crit‐
ical component when assessing diversity within online
environments, is very seldom the object of policy inter‐
ventions. This seems to be changing now. While media
diversity remains usually assessed by regulatory author‐
ities by considering source diversity (ACMA, 2020), our
sample includes four Policy initiatives: two established
ones (Ofcom’s MFMP and the EAO’s yearly publication
on the visibility of audiovisual works on transactional
video‐on‐demand services) and two more in the mak‐
ing. For the latter, two reports published respectively
in Australia (ACMA, 2020) and in Canada (Parliament of
Canada, 2021) could lead to policies to promote expo‐
sure diversity among others. Bill C‐11 is the second
attempt to amend Canada’s Broadcasting Act after a bid

to modernise the Act with Bill C‐10 ended unsuccessfully
with the dissolution of the 43rd Canadian Parliament
in 2021.

Besides one Industry initiative, most other initiatives
are Research initiatives. As algorithms (notably recom‐
mender systems) and their impact on diversity play a sig‐
nificant role in the analysis of exposure diversity, most
research revolves around computer science. However,
some projects like PersoNews or DIAMOND rely on an
interdisciplinary approach, involving social sciences, e.g.,
to analyse the impact of algorithms on users, to under‐
stand how they fit in media business strategies, or to
devise policy recommendations.

4.3. A Focus on One or Two Metrics

All metrics appear in our sample of initiatives:
Percentages in eight of them, Distances in seven of them,
Count in six of them, and Dual in three of them. Only two
Research initiatives rely on all these metrics, PersoNews
and ENSURE, which reflects the broad scope of research
they involve. Both include several more focused projects,
which can have different emphases in terms of expo‐
sure diversity.

Another interesting specificity concerns the use of
Distances, which has so far never been used in Policy
initiatives but exclusively in Research initiatives (the
European Broadcasting Union PEACH Industry initiative
being the exception). Moreover, these Research initia‐
tives always involve computer scientists, which reflects
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Table 2. A comparison of initiatives to assess/promote exposure diversity based on our framework to address initiatives for exposure diversity.
Abbreviation Media sector Measure Metrics Methods Data requirement Brief description Lead organisation Country

EAO Visibility Audiovisual Policy Percentages Scraping n/a Yearly analysis by the EAO (European
Audiovisual Observatory) of the visibility
(promotion) of audiovisual works on
transactional video‐on‐demand services

EAO Europe
and Count

Australian Audiovisual Research Count and Scraping Transparent Yearly reports examining the availability and
discoverability of Australian screen content
on subscription video‐on‐demand services

Royal Melbourne Australia
content Percentages and Replicable Institute of

Technology

Broadcasting Broadcasting Policy n/a n/a n/a A 2020 report reviewed the regulatory and
legislative frameworks for broadcasting and
telecommunications in Canada; the
legislation (Bill C‐11, currently under final
consideration in the Canadian Senate) could
lead to some recommendations being applied

Canadian Canada
Act Radio‐Television and

Telecommunications
Commission

PEACH Broadcasting Industry Distances Scraping Transparent and Personalisation for EACH (PEACH) is a
“personalisation and recommendation
ecosystem developed by broadcasters for
broadcasters”; the recommended content
should broaden a user’s horizon

European Switzerland
Parsimonious Broadcasting

Union

Discoverability Music Research Percentages Experiments Transparent Index considering the presence, visibility, and
recommendation of content (music,
audiovisual, book), developed by the LATICCE
lab

Université du
index Audiovisual and Replicable Québec à Canada

Books Montréal

Recoloco n/a Research Distances Scraping n/a REcommanding personalized COntent for
LOcal Communities (Recoloco) has developed
software and approaches to personalise
Postbuzz’s content and user experience, a
digital replica of your physical mailbox; this
has included automatically identifying new
content tags, recommending content tags,
and profiling users

Vrije Universiteit Belgium
Brussel
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Table 2. (Cont.) A comparison of initiatives to assess/promote exposure diversity based on our framework to address initiatives for exposure diversity.
Abbreviation Media sector Measure Metrics Methods Data requirement Brief description Lead organisation Country

MFMP News Policy Count, Scraping and Transparent The MFMP was developed by the UK Ofcom
to measure media diversity via availability,
consumption, impact, and contextual factors

Ofcom UK
Percentages, Surveys
and Dual
Indexes
(Herfindahl‐
Hirschman
index)

PersoNews News Research All Scraping and n/a The European Research Council PersoNews
(profiling and targeting news readers and
implications for the democratic role of the
digital media, user rights, and public
information policy) project investigated the
impact the trend for personalisation has on
the role of digital media in society and how
that can be assessed; it has been followed by
several projects such as the Research Priority
Area Human(e) AI

University of Netherlands
Experiments Amsterdam

NewsDNA News Research Percentages Experiments Transparent Diversity in the News Through
Algorithmization (NewsDNA) was an
interdisciplinary four‐year research project
(2018–2022) to develop and test an algorithm
that uses news diversity as a key driver for
personalised news recommendations

Ghent University Belgium
and Distances and Replicable

DIAMOND News Research Distances Surveys Transparent Diversity and Information Media: New Tools
for a Multifaceted Public Debate (DIAMOND)
was a Flemish (Belgian) interdisciplinary
four‐year research and valorisation project
(2017–2021) on news diversity

KU Leuven Belgium
and Replicable
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Table 2. (Cont.) A comparison of initiatives to assess/promote exposure diversity based on our framework to address initiatives for exposure diversity.
Abbreviation Media sector Measure Metrics Methods Data requirement Brief description Lead organisation Country

CPN News Research Distances Surveys and Transparent and The EU H2020 Content Personalisation
Network (CPN)project has offered news
organisations transparent and easily
integrated software to personalise their
content (“bring your audience the right
stories at the right time’’)

Vlaamse Belgium
Experiments Parsimonious Radio‐ en

Televisieomroe‐
porganisatie

ACMA report News Policy Count and Survey and Transparent The ACMA 2020 report (News in Australia:
Diversity and Localism. News Measurement
Framework) sets out an alternative
framework to measure the current levels of
news diversity and the availability of local
news throughout Australia

ACMA Australia
Percentages Scraping and Replicable

ENSURE Various Research All Surveys and Transparent The ExplaiNing SeqUences in
REcommendations (ENSURE) project looked
at ways of improving the transparency and
decision support for recommender systems;
it is linked to other research projects on
diversity (recommender systems, viewpoint
diversity, etc.)

TU Delft Netherlands
Experiments and Replicable
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the fact that computer scientists tend to assess diversity
by using Distances (Kunaver & Požrl, 2017).

Conversely, initiatives that make use of Count and/or
Percentages seldom make use of Distances. The prob‐
lem is that these metrics consider different, complemen‐
tary aspects of diversity, as the Stirling (2007) model
shows. For example, increasing the diversity of recom‐
mendations on a music streaming platform can be done
by proposing songs by more different artists, instead of
always by the same artist (which can be assessed by com‐
bining Count and Percentage) as well as by proposing
songs in less familiar genres (which can be assessed in
terms of Distances).

4.4. Methods: Main Results

The three types of methods (Surveys, Scraping, and
Experiments) appear well‐represented in our sample.
The most striking result is the fact that Policy initia‐
tives never rely on Experiments. One explanation could
be that such Experiments better fit exploratory ana‐
lysis whose results still need to be generalised after,
which makes them probably less fit in the context of a
Policy initiative.

The analysis of the initiatives also shows that most
Research initiatives on exposure diversity involve com‐
puter science. This seems logical in a context where
algorithms (notably recommender systems) and their
impact on diversity play a significant role in exposure
diversity. Some Research initiatives (and in our view,
the most interesting ones) rely on an interdisciplinary
approach, involving social sciences, e.g., to analyse
the impact of algorithms on users, to understand how
they fit in media business strategies, or to devise pol‐
icy recommendations.

4.5. Transparent but not Parsimonious Initiatives

Finally, regarding data requirements, most initiatives are
Transparent (nine vs. three). The assessment was made
based on the information provided about data used to
assess and eventually improve exposure diversity, as well
as on the metrics actually used. Neither Recoloco nor
EAO Visibility provided information on the data used
(Recoloco notably provided no information on the data
used to profile users). As for PersoNews, the lack of
Transparency rather stemmed from the lack of informa‐
tion on the metrics themselves.

Only two initiatives are Parsimonious: PEACH and
CPN. PEACH provides tools aimed at editors and jour‐
nalists. It is developing algorithms to recommend con‐
tent which will broaden a user’s horizon (i.e., to edu‐
cate them). Data used are the ones collected already
by media providers, it is rather the functioning of the
algorithms that is tweaked in another direction. In the
CPN Research initiative, exposure diversity was assessed
based on partner public service media’s algorithmic sys‐
tems and a rather classical approach, hence Parsimony,

although user research is more costly in the process.
Interestingly, a common point of PEACH and CPN is that
they are led by media service providers.

Finally, six initiatives are Replicable. Replicability
depends on data type and ownership. A difference is
to be made notably between whether data are avail‐
able publicly or not. Hence, EAO Visibility is relying on a
partnership with Ampere Analysis, the EAO is therefore
not owning data. In comparison, for the discoverability
index, the LATICCE team has set up profiles on streaming
services to compare received recommendations, which
could be replicated by anyone with internet access and a
subscription to the analysed services.

5. Discussion

The increasing importance of platforms in modern soci‐
ety has contributed to a growing apprehension from gov‐
ernments and advocacy groups regarding issues such as
privacy and surveillance concerns, potential threats to
freedom of expression, as well as the possibility of tech‐
nological and infrastructure domination (Gillespie, 2018).
Data is increasingly important but is often controlled by
a few powerful actors. The resulting imbalance of power
between those who provide the data and those who
control it can impact how institutions and public discus‐
sions are governed (Kennedy et al., 2015; van Dijck et al.,
2018). Diversity, as a crucial objective of media policy,
needs to be readdressed in a context where online plat‐
forms’ domination over access to content has altered
the way citizens are exposed to media. The aim of this
article is to provide a framework to analyse initiatives
meant to assess and promote exposure diversity in the
platform context. We develop and apply such analytical
framework to a sample of initiatives and highlight draw‐
backs as to the preparedness of current policy in con‐
sidering datafication when assessing exposure diversity
across media landscapes. We highlight the importance
of considering exposure diversity as a policy goal and pro‐
pose approaches for defining and assessing it.

Our main contribution is the framework to assess
and compare initiatives towards exposure diversity. This
framework consists of four features: measures, metrics,
methods and data requirements. Measures are initia‐
tives to achieve more diversity and they correspond to
the overall objective, why the assessment and promo‐
tion of exposure diversity take place. Metrics are less
normative and somehow more concrete as they define
what is being assessed. Methods correspond to how
such assessment is made, notably regarding data col‐
lection. Finally, data requirements consider the changes
that datafication has brought to the whole media con‐
sumption process, assessing the initiatives in terms of
Transparency, Parsimony, and Replicability. The frame‐
work is applied to a set of 13 initiatives aimed at
assessing and eventually promoting exposure diversity.
Applying the framework allows us to compare in a sys‐
tematic way these initiatives according to why, what,
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how, and to what extent these initiatives allow us to
assess exposure diversity. Besides, the features of the
frameworks can be combined in the analysis.

All this allows us to respond to the research question:
What characterises initiatives to assess exposure diver‐
sity in the platform era? How could such assessment be
improved, in particular for Policy initiatives?

Firstly, as exposure diversity is recognised in the
policy sphere as an important objective that requires
policies to promote and foster it, there is a growing
number of Policy initiatives aimed at assessing and pro‐
moting exposure diversity. Secondly, based on our analy‐
sis, it may be argued that future designs of policy mea‐
sures need to include Distances as metrics, as direct
applications of research (in computer science). The focus
on Percentages and Count leads to a reductive view
of only one side of the problem. Distances have been
applied only rarely as metrics to assess diversity in the
cultural and media sectors (for example, see Farchy &
Ranaivoson, 2011). One reason may be that measuring
Distances has proved difficult for a long time for social
scientists, either conceptually or technically. However, as
computer scientists are doing it on a regular basis, there
should be fewer obstacles now to such an endeavour.
Furthermore, we recommend more generally for future
Policy initiatives to develop a set of indicators instead
of very synthetic indexes. This would enable adopting a
multifaceted approach in grasping challenges related to
diversity and a more comprehensive operationalisation
of diversity.

Thirdly, Policy initiatives never rely on Experiments.
One explanation could be that such Experiments are bet‐
ter suited for exploratory analysis and their results still
need to be generalised after, which likely makes them
less fitting in a policy context. More general consider‐
ations in terms of methods are about the importance
of an interdisciplinary perspective for Policy initiatives
and more generally for all initiatives. Social sciences and
computer sciences remain too separated while some of
themost interesting frameworks rely on interdisciplinary
approaches. In a similar way, it is also crucial to involve
experts and practitioners in the design and piloting of
measurement frameworks, such as media professionals,
algorithm developers, representatives from non‐profit
organisations and civil society, etc. Fourthly, for Policy ini‐
tiatives as for other initiatives, it is important to assess
constraints posed by data requirements. Transparency,
Parsimony, and Replicability are important for citizens
to understand these Policy initiatives and for such initia‐
tives to be efficient and applied in the long term.

6. Conclusion

The proposed framework to analyse initiatives aimed at
assessing and promoting exposure diversity in the plat‐
form context could also be used to assess future initia‐
tives. Several important measurement frameworks are
under discussion and should be followed up. In Canada,

the proposed Bill C‐11 is under discussion that would reg‐
ulate the outcomeof recommender systems of platforms
and digital media providers serving the Canadian market
with the aim to improve the prominence and discover‐
ability of local content, which could likely lead to adopt‐
ing new or adapting existing measurement frameworks.
In Australia, the ACMA’s report would still need to be vali‐
dated and implemented before becoming an actual mea‐
surement framework.

A major difficulty lies in how to best involve—or
address—online platforms. Online platforms impact
all media sectors through algorithmic gatekeeping
(Helberger, 2019; Napoli, 2015), which they deploy in
order to automatically filter, rank, and recommend
content (Haim et al., 2018). Nonetheless, understand‐
ing their impact necessitates an ability to evaluate the
scope of diversity they make available and recommend.
Currently under debate is whether platforms should be
obliged to share data with national regulatory authori‐
ties, given the risks related to technological and infras‐
tructure domination and the fundamental imbalances
between those that provide data and those who con‐
trol it (Gillespie, 2018; Kennedy et al., 2015; van Dijck
et al., 2018). Alternatively, researchers could be allowed
to employ data‐gathering methods that do not require
the platforms’ authorisation—e.g., by recruitment of
internet users to install an apparatus that automatically
records and reports their internet usage (see Kitchens
et al., 2020) or by using bots to scrape and collect data.
This could benefit from online platforms being incen‐
tivised to share data allowing to measure media diver‐
sity. In any case, doubts would remain regarding the
collected data’s reliability and the metrics to be devised
to audit platforms.

A follow‐up andmore extensive overviewof initiatives
used to not only measure exposure diversity but, beyond,
promote prominence, discoverability, and serendipity,
will be key to ensuring initiatives to assess and eventually
promote exposure diversity remain relevant.
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1. Introduction

Today’s media environment is characterised by shifting
opinion power, changes in news production, distribution,
and consumption, and increased structural and tech‐
nological dependences on digital platform companies.
Throughout this article, I will refer to “digital platform
companies” (hereafter “platforms”) as (a) the services,
platforms, and infrastructures of large platform compan‐
ies, and (b) the “firm’s” or “company’s” corporate and
business strategies. This is in line with the definitions of
“platform” and “platform companies” brought forward
by Gorwa (2019, p. 856) and Simon (2022, p. 1833).

It is observable that the power of platforms extends
far beyond economic and data power, thereby affect‐
ing the entire media ecosystem, public sphere, and

democracy (Helberger, 2020). These changing power
dynamics in the media ecosystem and platforms’ abil‐
ity to influence public opinion formation contribute to
growing media concentration trends that raise concerns
about media pluralism, particularly as the shifting media
landscape threatens local and independent journalism
(Pickard, 2020; Seipp et al., 2023). Such developments
might endanger not only a pluralistic media landscape
but democracy as a whole (Helberger, 2020, p. 845).
While these developments are relevant to many demo‐
cracies around the world, this article focuses on Europe
and its tradition of imposing positive obligations on
states to prevent media concentration and promote plur‐
alism and freedom (Tambini, 2021). Accordingly, in a
well‐functioning democracy, measures should be put in
place to disperse “opinion power” (stemming from the
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German notion “Meinungsmacht”), which is defined as
“the ability of the media to influence processes of indi‐
vidual and public opinion formation” (Neuberger, 2018,
p. 56; see also Baker, 2007; Seipp et al., 2023).

Media concentration law is the relevant legal tool
for doing exactly that. Namely, addressing concentra‐
tion and preventing dominant opinion power from
accruing. However, existing tools are unable to cap‐
ture increased concentration trends driven by datafic‐
ation, digitalisation, and platformisation of the media
ecosystem while (national) reform initiatives have not
yet proven successful (KEK, 2018; Lobigs & Neuberger,
2018; Ofcom, 2021). This is what prompted the EU to
urge a review of media concentration laws and measure‐
ments in its recently proposed EuropeanMedia Freedom
Act (European Commission, 2022a). Since creating con‐
centration rules for the digital age is complicated, it is
useful to revert to the normative foundations of tradi‐
tional media concentration law, intersecting competition
law, media law, and constitutional law. In this article,
I propose a unifying theoretical framework for a novel
“digital media concentration law” based on concentra‐
tion rules’ traditional normative foundations and incor‐
porating relevant policy goals, concepts, and guidelines
from multiple legal areas, including data protection and
privacy law, consumer law, contract law, competition
law, (tele)communication law, media law, platform reg‐
ulation, and AI law (see Figure 1).

1.1. Methodology

A normative legal research method is used to investigate
media concentration law and related policy responses.
Because “normative choices have policy consequences”
(Popiel, 2022, p. 33), understanding the underlying norm‐
ative goals of legal tools (Cornils, 2020, p. 14; Ganter,
2022) is useful to assess long‐term and institutional
effects. Economic and competition‐driven policies gener‐
ally fail to effectively protect media pluralism, public val‐
ues, and democracy (Baker, 2002, p. 30). Hence, to deal
with media concentration, the normative foundations of
the respective rules are best equipped to informeffective
policy choices. In the words of Lin and Lewis (2022, p. 2),
discussions about the digitalisation of the news media
shall focus onwhatAI and technology should (rather than
could) do for them and democracy. To that end, this art‐
icle follows a normative and prescriptive approach. It dis‐
cusses the normative foundations of European media
concentration law, based on a (doctrinal) analysis of reg‐
ulatory frameworks and documents, research reports
and studies, and literature. Flowing from that, the norm‐
ative findings are then woven together in a prescriptive
narrative to propose potential remedies.

Of prime relevance for this analysis is the EU‐wide
“Media Pluralism and Diversity Online” study (Centre
on Media Pluralism and Media Freedom [CMPF] et al.,
2022), which maps and evaluates media concentration
rules. The investigated elements of EU member states

(including the UK) regulation are those aiming spe‐
cifically at limiting media concentration and promoting
media pluralism. I draw from this study’s findings and
national examples, in addition to other relevant literat‐
ure, studies, and regulatory frameworks. These include
findings from an EU study on digital advertising and
publishers (Armitage et al., 2023) and other relevant
national studies (KEK, 2018; Lobigs & Neuberger, 2018;
Ofcom, 2021). To identify general approaches, several
national examples are highlighted to support my argu‐
ments, though they are not compared in detail. Despite
the complexity of this topic, due to space constraints,
only a selection of examples is referred to. Furthermore,
various gaps related to failures to assess concentration
and opinion power, such as the inability of TV audiences
to sharemeasurements to genuinely represent news con‐
sumption and opinion formation, have previously been
identified. Hence, my gap analysis as described in this
article correlates with the significant power shifts in the
media landscape at three levels: (a) the shifting impact
over individual news consumption and exposure; (b) the
shifting power dynamics inside automated, datafied,
and platform‐dependent newsrooms; and (c) the arrival
of new players, particularly platforms and their sys‐
temic power and growing structural dependencies (Seipp
et al., 2023). The three‐level conceptualisation of opin‐
ion power further guides the analysis and, for each level,
I outline normative goals, gaps, and potential remedies
for the digital age.

2. Normative Foundations of European Media
Concentration Law

The relationship between media concentration and eco‐
nomic, journalistic, and political power seems evident as
journalistic power stems from the economic power of
media companies, more specifically, the “capital owners
of these companies” (Knoche, 2021, pp. 374–375). Those
with journalistic power can “enforce information, opin‐
ion, legitimization, and ideology” that conforms with the
interests and goals of those in power (Knoche, 2021,
pp. 374–375). Those in themedia with “economic, journ‐
alistic, and political power” can influence individual and
public opinion formation and, hence, wield what I call
“opinion power.”

Media concentration law aims at ensuring the dis‐
persal of “opinion power” by controlling and measur‐
ing the (economic) effects of media market concen‐
tration and through the promotion of public values,
particularly media pluralism. As Helberger et al. (2017)
stress, the public value(s) at stake depend on the con‐
text. Here, the relevant public values are the promotion
of media pluralism, the safeguarding of equal opportun‐
ity to communicate and participate in the public sphere,
of democratic power distribution, and of transparency
(Baker, 2007; Karppinen, 2013; Schulz, 1998; Seipp et al.,
2023). The dual goal of safeguarding competition and
media pluralism encapsulates the intertwined nature of
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concerns about economic sustainability and public val‐
ues in the digital media ecosystem. Both aspects need
to be addressed to achieve the normative goals of media
concentration law: preventing concentrated power over
public opinion and encouraging the wider distribution
of power to participate in public discourse (Baker, 2002,
2007). To attain these goals, media law alone is insuf‐
ficient; all policy fields relevant to the media and com‐
munication sphere are applicable (Figure 1). Hence,
I recommend including the normative underpinnings and
aspired public values of media concentration law as well
as measures enabling fair competition in any efforts to
govern the digital media ecosystem.

In previous years, there has been a strong push
to revisit media concentration laws, as seen in the
EuropeanMedia FreedomAct and similar national initiat‐
ives (e.g., by Ofcom and KEK). As previously mentioned,
this article focuses on Europe, where states have posit‐
ive and negative obligations to protect free expression,
media freedom, and media pluralism (Tambini, 2021).
Individual and public freedom of expression safeguards,
envisaged in Article 10 of the European Convention on
Human Rights (Council of Europe, 1950) and Article 11
of the EU Charter (Charter of Fundamental Rights of the
European Union, 2012), are needed to enable a free
marketplace of ideas in which truth, self‐government,
and autonomy prevail. Media freedom is institutional
in nature, and specific privileges and protections are
indispensable due to their societal value in facilitat‐
ing free speech and opinion formation (Tambini, 2021).
Therefore,media freedomand pluralism aremeans to an
end—truth, democracy, and individual autonomy—and
not ends in themselves. In this respect, states are obliged
to (proactively) guarantee a healthy media environment
and prevent dominant opinion power and concentration
as a democratic prerequisite.

The High‐Level Group on Media Freedom and
Pluralism (2013, pp. 15–16), convened by the European
Commission, drafted one of the most comprehensive
reports setting forth principles for “a free and pluralistic
media to sustain democracy,” highlighting the threats
of concentration. Concentration jeopardises media free‐
dom and pluralism and some form of global settlement
for democracies to resolve doctrinal and constitutional
differences is desired to address the issues coherently
and globally (Tambini, 2021). Henceforth, I resort to and
refer to the following list of concentration threats in the
gap analysis that has previously guided reports world‐
wide (CMPF et al., 2022; Mendel et al., 2017):

• Threat 1: Excessive media ownership or advert‐
ising client influence;

• Threat 2: Commercial media ownership
concentration;

• Threat 3: Changing business models and their con‐
sequences for the quality of journalism;

• Threat 4: Lack of media ownership transparency
and opacity of funding sources;

• Threat 5: Potential conflicts of interest arising from
journalists’ closeness to business interests with
implications for the political space.

The proposed remedies to address these threats are
not exhaustive. Instead, broader realignments of future
policy objectives are needed. The thinking here must
go beyond existing rules and encompass policy fields
not previously considered part of media concentra‐
tion law. Although legal responses are necessary, as
van Drunen and Fechner (2022) highlight, they are not
the only way to achieve certain goals and establish
norms. Professional ethical guidelines, internal organ‐
isational measures, and so on can contribute to tack‐
ling concentration threats, and thereby enabling media
pluralism. Hence, I explore regulatory areas beyond the
scope of existing media concentration law (Figure 1)
and non‐regulatory approaches to empower autonom‐
ous individuals and (news) institutions.

3. Analysis: Gaps and Promises for a Digital Media
Concentration Law

This section presents the normative conceptual frame‐
work of shifting “opinion power” and explores how cur‐
rentmedia concentration laws are insufficient in address‐
ing the increasing concentration threats in the digital
media landscape at three levels: the individual citizen,
institutional newsroom, and media ecosystem levels.
At each level, I highlight potential remedies that can help
fulfil the normative goals and protect public values and
ensure fair competition.

3.1. Individual Citizen Level

3.1.1. Normative Conceptual Framework: Power Over
News Consumption and Exposure

Individual news consumption and exposure are increas‐
ingly governed by algorithms controlled by platforms
and informed by data collected on user behaviour,
such as traffic to news websites, personal interests and
beliefs, and location data (Diakopolous, 2019). Individual
autonomy and freedom of choice are significant aspects
of empowering users. Hence, the ability of profit‐driven
platforms to steer news exposure and control attention
through algorithms, based on platform design choices
(Viljoen et al., 2021, p. 2), may affect how autonomous
and free choices in news consumption and opinion form‐
ation are. Digital media concentration rules at the indi‐
vidual level intend to limit interference over user choice
and autonomy to protect free and independent opinion
formation. Normatively, this goal stems from the prin‐
ciple of equal opportunity to communicate by enabling
everyone to benefit from a “structurally possible, real
and equal opportunity to actively or passively particip‐
ate in the communication and public opinion formation
process” (Schulz, 1998, p. 180).
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Figure 1. Illustration of a unifying theoretical framework for a “digital media concentration law” and the relevant policy
goals and fields that feed into it.

3.1.2. Gaps

Several measures aim to minimise the influence of
media owners or others on individual opinion forma‐
tion (Threat 1). Media reach limitations focus on the
supply, reach, and availability of one media source to
the public. Audience shares measurements additionally
aim to gauge “real consumption.” Some EU member
states have set thresholds for the allocation of broad‐
casting licences (CMPF et al., 2022, p. 206), while oth‐
ers limit capital rights shares and voting rights shares to
confine the power of individual actors within a media
company. Media reach limitations, however, neglect the
influence of online media, new services, and platforms
on opinion formation (CMPF et al., 2022, pp. 204–207).
Similarly, audience share measures mostly target tradi‐
tional media. Only six EU member states (e.g., Croatia,
Italy, and Germany) address online media (CMPF et al.,

2022, p. 208). However, here, online media refers to
on‐demand services offered by broadcasters, not online
news services, let alone platforms. Some platforms, like
Meta, focussed less on news and journalism. At the
same time, the reliance on platforms, especially TikTok,
Snapchat, and Instagram, amongst younger audiences
keeps growing (Newman et al., 2022). Therefore, media
reach constraints and audience share measurements
focused on traditional media fail to capture the role of
platforms in today’s news consumption and exposure.

Furthermore, personalisation and recommendations
are hugely relevant for individuals to navigate unpreced‐
ented amounts of information and news circulating in
the digital public sphere. Changing business models and
the effects on quality journalism (Threat 3) also affect
consumption and exposure as does platforms’ ability
to algorithmically tailor news feeds, making “exposure
diversity” gain importance. Intermediaries do not control
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access to the medium as gatekeepers, instead they
“control powerful transmission nodes and direct user
flows by continuously engaging user attention” (Lobigs
& Neuberger, 2018, p. 70, translation by the author;
van der Vlist & Helmond, 2021). Controlling algorithmic
infrastructures that manage user attention on platforms
provides power over exposure and diversity, as online
news consumption is not inherently pluralistic, despite
the unprecedented availability and diversity of informa‐
tion sources (Napoli, 1999). The attention economy and
changing audience behaviour online further render tradi‐
tional audience share measurements obsolete. To gauge
influence over opinion formation and set limits, one can‐
not ignore the far‐reaching role of attention control and
persuasive tools via algorithmic systems, as well as those
new actors who have such direct and novel control over
exposure. There is no easy way of doing so because by
making effects part of the assessment, the threshold
for application of media concentration law heightens.
As Tambini (2021, p. 154) highlighted, “the key metric
is not audience share on [the] national level, but data
consolidation.” Hence, it might be easier to identify con‐
trol over choice architectures (including data and target‐
ing algorithms) than the effects of selective exposure.
The following subsection deals with potential solutions
at the individual citizen level, focussing on empowering
users by allowing true autonomy and agency, which is
needed to meet the normative goal of sustaining free
and independent opinion formation.

3.1.3. Policy Goals and Potential Remedies

3.1.3.1. Enablement of Autonomy, Transparency, Control,
and Trust

Autonomous news users, enhanced user control, and
trust can help counter the negative effects of chan‐
ging business models (Threat 3). Transparency oblig‐
ations have played a significant role in measures
to increase trust. For instance, the proposed EU AI
Act (European Commission, 2021) and the German
“Medienstaatsvertrag” (Die Medienanstalten, §83, §93)
both require that automatically generated content be
labelled as such to enhance trust in automated tools.
Yet, transparency obligations alone are not enough.
Effective recommender transparency requires a certain
level of AI literacy to comprehend the information and
the technical interfaces used to control personalisation
(Deuze & Beckett, 2022). Research shows that obliga‐
tions to make transparent information about automated
decision‐making, like the Regulation of the European
Parliament and of the Council of 27 April (2016; General
Data Protection Regulation [GDPR]) requires or about
themain parameters of platforms recommender systems
(European Commission, 2022b, Article 27) are only a
small (and slightly less relevant) portion of the inform‐
ation that is important to individuals’ trust (van Drunen
et al., 2022, p. 36). From a normative viewpoint, to pro‐

tect free and independent opinion formation, merely
making more information transparent is insufficient.
Instead, enabling user choice and enhancing account‐
ability may be considered as a relevant complementary
avenue (van Drunen et al., 2019, 2022).

Connectedly, the European Media Freedom Act pro‐
poses a “right of customisation” (of audio‐visual media
offer; European Commission, 2022a, Article 19) and the
Digital Services Act requires platforms that use recom‐
menders to allow user choice, including enabling at least
one option for recipients of the service tomodify or influ‐
ence those main parameters (European Commission,
2022b, Article 27). The latter is the first provision of
its kind, demonstrating the importance of increasing
not only transparency but also control to enable inde‐
pendence and autonomy. Previous research confirmed
that control mechanisms over news recommendation
algorithms are “extremely valued” by users (Harambam
et al., 2019). Users need a certain level of trust in the
quality of information to freely form opinions from a
diverse pool of information and viewpoints. In fact, the
media’s ability to fulfil its role in society is predicated on
citizens’ ability to trust the media, while citizens cannot
fulfil their role in the democratic process unless they can
trust the media (van Drunen et al., 2022). While it seems
indispensable to enhance transparency and user con‐
trol, merely requiring “alternative options” (e.g., Digital
Services Act) may not suffice if the design and adoption
of such alternatives remain at the discretion of very large
online platforms (Helberger, van Drunen, et al., 2021).

So far, media concentration rules do not fully encom‐
pass elements of transparency, control, and choice to
empower users as “active agents.” I envision those ele‐
ments as being part of an extended revision of media
concentration rules for the digital. We can observe that
the first elements of this are already emerging in the EU
framework (e.g., Digital Services Act). Some open ques‐
tions remain, though, such as the extent to which the
ability to turn off personalisation is sufficient in provid‐
ing users with choice, how exactly it promotes diversity,
as well as how autonomous are users’ choices and how
much control do they truly wield once they find them‐
selves in technical and infrastructural lock‐ins. The avoid‐
ance of lock‐ins and network effects, as well as data, pri‐
vacy, and consumer protections, are other elements to
complete the puzzle for the individual citizen level.

3.1.3.2. Prevention of Lock‐In and Network Effects

Preventing lock‐ins helps to enable user autonomy,
choice, and control, addressing the normative threat of
concentration and influence of (commercial) power in
the media (Threat 2). In Diakopolous’ (2019, p. 183)
words, “given their ability to influence attention, inter‐
action, and communication, the choices made in the
design of their interfaces and algorithms are anything
but neutral,” and end‐user autonomy is curtailed if they
depend on established infrastructures and platforms
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(Napoli, 2015). Accordingly, measures to avoid lock‐ins
and prevent network effects seem indispensable to ful‐
fil the normative goals and to truly enable competi‐
tion. The Digital Markets Act also recognises that “core
platform services have very strong network effects, the
ability to connect many business users with many end
users through the multi‐sidedness of these services, a
significant degree of dependence of both business users
and end users, lock‐in effects” (European Commission,
2022c, preamble), which reduce end users’ choice in
practice, affects fair competition, and threatens user
rights. Preventing large platforms’ consumer profiling
and enhancing contestability and transparency seem
to be relevant initial steps to counter lock‐ins and
avoid dependences.

3.1.3.3. Data, Privacy, and Consumer Protections

Platforms “collect a massive amount of personal data
from consumers, who are not capable of making suf‐
ficiently voluntary and informed decisions about the
collection and use of ‘their’ personal data…which
endangers their informational self‐determination and
privacy” (Kerber & Specht‐Riemenschneider, 2021, p. 4).
Protectivemeasuresmatter formedia pluralism and free‐
dom, as privacy concerns may have a chilling effect on
free speech (Cohen, 2013). As I will elaborate below, the
protections of data rights and privacy envisaged in legal
instruments like the GDPR and protected under Article 8
of the European Convention on Human Rights (Council
of Europe, 1950) and Articles 7 and 8 of the EU Charter
(Charter of Fundamental Rights of the European Union,
2012), are, despite some flaws, significant initial steps
towards constraining the collection, processing, and use
of personal data.

Structural digital vulnerabilities are architectural,
relational, and data‐driven and can be triggered by
asymmetric power relations (Helberger, Micklitz, et al.,
2021, p. 145). News consumption triggers vulnerability
because data is analysed to target audiences and to cap‐
ture attention through personalised news exposure, with
significant ramifications for individual rights, public opin‐
ion, and democracy. As news travels via platforms, and
personalised news exposure without user control may
allow platforms to manipulate opinion, digital architec‐
tures must be designed in a way to not exclude or disad‐
vantage news consumers’ free and autonomous choices.
Currently, architectural “dark patterns,” namely “user
interface design choices that benefit an online service by
coercing, steering, or deceiving users into making unin‐
tended and potentially harmful decisions” may interfere
with free and independent opinion formation (Helberger,
Micklitz, et al., 2021, p. 6).

The Digital Markets Act (European Commission,
2022c, Article 5) imposes limits on “gatekeepers,” such
as the prohibition to combine and cross‐use personal
data with third‐party personal data, to limit data‐driven
competitive advantages. This is a welcome approach

to limit private data power; however, under the GDPR,
users can simply provide consent. Therefore, allowing
end‐user consent is not enough tomake data‐drivenmar‐
ketplaces competitive (Graef, 2021) nor to protect con‐
sumers, as architectures could exploit user vulnerabilit‐
ies and nudge towards consenting (Helberger, Micklitz,
et al., 2021). Furthermore, Helberger et al. (2017) argue
that realising public values in platform‐based public activ‐
ities requires “cooperative responsibility.” Consequently,
rules ought to not only allocate institutional account‐
ability on and data collection constraints on platforms
but also concentrate on architectural design decisions,
such as the configuration of recommendation or sorting
algorithms (Helberger et al., 2017, p. 2).

In sum, existing legal tools cannot effectively limit
power or measure concentration because they are lim‐
ited to traditional media and ignore how attention con‐
trol influences news consumption and exposure. To deal
with concentration and opinion power at the indi‐
vidual citizen level, we need to look beyond traditional,
media‐centred tools and expand the toolbox with more
audience‐ and user‐centric remedies.

3.2. Institutional Newsroom Level

3.2.1. Normative Conceptual Framework: Power Over
Editorial Decision‐Making and Agendas

At the institutional newsroom level, growing automa‐
tion, datafication, digitalisation, and platformisation of
newsrooms have implications for the media’s normat‐
ive role and editorial independence (Seipp et al., 2023;
van Drunen & Fechner, 2022). Traditionally, opinion
power is based on an editor’s ability to curate and set an
agenda in combination with the means to reach an audi‐
ence (Jarren, 2018). As control over audience connection
shifts from news media to platforms (Nielsen & Ganter,
2022; Simon, 2022), opinion power and control inside
newsrooms also shift. Henceforth, policy goals at this
level aim at protecting editorial independence, enabling
media resilience and sustainability, and imposing trans‐
parency obligations. This is informed by the normative
objective to control those with power over the media
and public opinion. Potential remedies should aim at pro‐
moting media pluralism, and specifically, measures to
control the structural power relations within the media
ecosystem, including the “struggles over the framing and
agenda of public discussions, and political and corporate
decisions about the architecture and ownership ofmedia
systems” (Karppinen, 2013, p. 80).

3.2.2. Gaps

Ownership restrictions assume that “many owners”
equal “plurality,” which has traditionally been justified by
“the normative assumption…that emphasises the import‐
ance of diverse ownership to guarantee equal distri‐
bution of communicative power” (Just, 2022, p. 188).
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Traditional ownership constraints, however, ignore new
sources of power and control in the media. In fact, cur‐
rent rules focus on traditional media actors, whereas in
the digital age, new and extremely powerful actors have
entered the stage.While limitations onmedia ownership
remain important, its definition must be rethought for
the digital age as objects and characteristics of control
change. Baker (2002, p. 57) observed decades ago that
“the fundamental issue is control, for which ownership is
a loose but poor proxy.” The growing importance of con‐
trol over data, skills, and knowledge is eroding traditional
understandings of what it means to “own” competitive
resources. The extent to which data are subject to tradi‐
tional ownership and property rights remains a point of
contention in Europe. Regardless, control over resources
such as data, skills, and knowledge are currently not part
of traditional media concentration measurements.

Indeed, existing constraints fail to recognise how
changing business models and sources of power have
challenged power dynamics, and thus fail to effectively
address Threats 3, 4, and 5. According to Ferrer‐Conill
and Tandoc (2018, p. 448), data analytics and algorithmic
tools have reshaped the relationship with the audience,
allowing for far more fine‐grained control over the flow
of audience attention by new actors, particularly plat‐
forms. Journalists’ and editors’ reliance on audience
metrics, often defined and controlled by external plat‐
forms, is another example of power shifting within news‐
rooms (Dodds et al., 2023). As a result, newsrooms are
becoming increasingly dependent on platforms that col‐
lect and analyse data to develop and build new tools
(Simon, 2022), leading editors in today’s newsrooms
to be constrained by and reliant on the technological
affordances of the tools they use (Ferrer‐Conill & Tandoc,
2018, p. 448). Latest advancements in generative AI have
highlighted this issue even further. Although the con‐
sequences of generative AI such as ChatGPT on news
organisations are far from foreseeable, it is apparent that
few individuals and corporations control the resources
and talents that underpin these AI capabilities (Murgia,
2023), with potentially severe long‐term institutional
consequences. And although there may be more com‐
petition in the “AI race,” smaller actors will still depend
on large companies for cloud access, computing infra‐
structure, and data, as well as financially. Hence, in the
long‐term, these developments may lead to further con‐
centrating on the digital media environment and poten‐
tially exacerbating dependence.

In addition to being gateways to news and provid‐
ing technologies and data, platforms remain relev‐
ant for funding skills, expertise, and research projects
(Diakopolous, 2019, p. 179; Simon, 2022, p. 4). Although
previous research has not shown any direct interfer‐
ences with journalists’ editorial independence through
funding (Fanta & Dachwitz, 2020), limitations on for‐
eign ownership do not capture the money flowing from
foreign private companies into (European) news organ‐
isations, which might pose potential for indirect influ‐

ence. More concretely, ownership transparency rules
that focus on media ownership disclosure and reporting
and restrictions on foreign ownership of media compan‐
ies (Threat 4) are relevant for traditional media markets
but outdated for the digital age. In most EU member
states, a foreign shareholder’s maximum stake in a coun‐
try may not exceed 49% (CMPF et al., 2022, p. 219).
The goal here is to limit the influence of a foreign owner
(natural or legal person) on the European media mar‐
ket and ensure that the majority owner will never be a
non‐EU or EEA company, to protect from undue influ‐
ence. It is evident that traditional ownership limits gener‐
ally disregard the power dimension of platforms, which
act not only as gatekeepers but also as political play‐
ers (Helberger, 2020). Therefore, transparency obliga‐
tions regarding the amounts and beneficiaries of fund‐
ing (especially from Google and Meta) may need to be
included in the current toolbox (CMPF et al., 20222,
pp. 401–402; Papaevangelou, 2023). This is significant as
platforms always pursue their own political and commer‐
cial agendas, and even Meta withdrawing from funding
news could affect news organisations.

As a result, power and control inside newsrooms are
increasingly characterised by control over things that
cannot be owned in the traditional sense. This is prob‐
lematic because those in control (often) fall outside the
scope of ownership limitations despite wielding signific‐
ant technological, commercial, and political power.

3.2.3. Policy Goals and Potential Remedies

The media serve a public and democratic purpose by
upholding professional and journalistic ideals such as
independence and autonomy (McCombs & Shaw, 1972).
And although states have positive obligations towards
media freedom, any regulatory remedies must be pro‐
portionate in protecting editorial independence and pro‐
moting pluralism, while ensuring that states refrain from
interfering too heavily with journalistic freedoms.

3.2.3.1. Independence (Editorial and Organisational)

Media concentration rules set objectives to safeguard
media from political interference (Threat 5) and pro‐
tect independence. In automated newsrooms, the spe‐
cific rules may need to be rethought, as they have
started to erode borders between editorial teams, busi‐
ness departments, and third‐party technology compan‐
ies that often either fund and support R&D or externally
develop and build technology is the norm (van Drunen
& Fechner, 2022, p. 6). In addition to regulatory meas‐
ures, van Drunen and Fechner (2022, p. 22) argue that
“internal organisational matters have increasing relev‐
ance in ensuring editorial independence in the context of
automation,” also to prevent external influences. Despite
some (limited) internal strategies and (risk) assessments
of whether to use a certain tool, platforms are often
the providers of new technology, skills, and knowledge
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and offer these based on their own terms and con‐
ditions (Simon, 2022). Thus, alongside non‐regulatory
internal organisational measures, balanced contractual
relationships between platforms and news organisa‐
tions through contractual obligations could be estab‐
lished while respecting contractual freedoms (Helberger,
2020). This could enable more direct channels of com‐
munication, more balanced negotiations, and fairer rela‐
tionships between news organisations and platforms.
Another approach could focus on procurement rules
and creating better conditions for news organisations
to develop and build their own in‐house technology
or in cooperation with academia or public interest
research institutions.

3.2.3.2. Media Sustainability and Resilience

The role of platforms calls for remedies that address the
principle of control better than ownership limitations
and overcome the lack of media ownership transparency
and opacity of funding sources (Threat 4). To address the
deepening dependencies on platforms for technology,
data, tools, staff, knowledge, services, and networks,
a digital media concentration law needs to empower
the media and enable sustainability and resilience. One
way of doing so could be to look at media privileges
(e.g., funding, distribution, tax breaks, and subsidies) and
(long‐term) financial support in the form of public fund‐
ing and potentially increased state aid. Tambini (2021,
p. 48) states that “fiscal treatment of the press is…one of
the key means through which states can create the con‐
ditions for the sustainability of journalism.” Accordingly,
Pickard (2020) and others have called for public funds
and digital or “public media” taxes on platforms’ earn‐
ings to fund public interest journalism (CMPF et al., 2022,
p. 400). This requires a delicate balance to be struck
between regulatory action and public support while
avoiding public interference with journalistic freedom.

3.2.3.3. Transparency of “Ownership”

Lastly, a redefinition of “ownership” limitations and
information transparency obligations to measure con‐
centration is needed. Ownership concerns two kinds
of control over the media: allocation control (company
policy and strategy and controlling mergers, acquisi‐
tions, or cutbacks) and operational control (internal
distribution of resources, setting editorial strategies,
delegating editorial control; Sjøvaag & Ohlsson, 2019).
The European Media Freedom Act proposes to mitigate
“the risk of undue public and private interference in edit‐
orial freedom” (European Commission, 2022a) To do this,
both public and private sources of financing for techno‐
logy, skills (such as fellowships, research projects, and
development), and services need to be made transpar‐
ent. As the resources of control change, so must the
approach towards “ownership.” Thatmeans that, to limit
“control,” not only those who “own” media but also

those who “control” the sources of power need to be
accounted for.

3.3. Media Ecosystem Level

3.3.1. Normative Conceptual Framework: Systemic
Power of and Structural Dependencies on Platforms

Finally, platforms wield systemic opinion power which
creates structural dependencies and influence over
other democratic players (Helberger, 2020, p. 846).
Platforms have the (economic) monopolistic and polit‐
ical power to influence policymaking (Helberger, 2020;
Seipp et al., 2023), while existing transparency and over‐
sight mechanisms, merger controls, and competition
laws seem to fall short. Hence, the overarching norm‐
ative goals at the media ecosystem level focus on struc‐
tural media pluralism and on a democratic and balanced
media ecosystem to enable equality and diversity. Since
journalistic power stems from the economic power of
media companies (Knoche, 2021), measures to promote
fair competition in the media market are indispensable
in enabling media pluralism and power dispersal.

3.3.2. Gaps

To address Threats 1 and 2, media ownership limits and
merger controls focus primarily on horizontal concentra‐
tion and traditional media and “rarely take into consid‐
eration the take‐up of new services and platforms, res‐
ulting in a scarcity of set limits for digital news media”
(CMPF et al., 2022, p. 210). Rules at the media eco‐
system level focus specifically on limiting concentra‐
tions of power and anti‐competitive behaviour, address‐
ing Threats 1 and 2. They are sector‐specific rules and
are contained, for instance, in national telecommunica‐
tions laws and include duties to interconnect, provide
number portability, or transparency obligations (Just,
2022). Those rules have been criticised as ineffective,
causing general competition rules to be applied to the
media. Only Germany and Austria explicitly recognise
the media’s democratic and opinion power for general
competition and merger controls (CMPF et al., 2022,
p. 214; Just, 2022). Most ownership limitations con‐
stitute purely competition‐focused rules and are eval‐
uated by national competition authorities (NCAs; e.g.,
Slovakia, Estonia, and Luxemburg; CMPF et al., 2022,
pp. 209, 246). Although traditional media merger assess‐
ments are conducted by both, national media regulatory
authorities (NRAs) and NCAs, the former acts merely in
a non‐binding advisory role while the latter makes the
final decision (CMPF et al., 2022, pp. 214–218). NCAs
can evaluate mergers’ economic effects but not polit‐
ical power, which derives from opinion power (CMPF
et al., 2022, p. 39). Media merger controls also typically
focus on horizontal mergers and often lack clear restric‐
tions on vertical mergers, where an individual or a com‐
pany controls key elements of production, distribution,
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and related activities like advertising (CMPF et al., 2022).
This is a major limitation in effectively preventing digital
media concentration. Broadly speaking, besides ineffect‐
ive merger controls, no concrete rules can be found that
address the imbalanced and asymmetric negotiation and
market relations between platforms and news organisa‐
tions effectively. This triggers the need to control power
allocations of vertical integration and convergence in the
media market better. Policymakers also need to regu‐
late for enabling fairer conditions in negotiations, such as
putting procedural safeguards in place to enforce “good
faith” negotiations.

3.3.3. Policy Goals and Potential Remedies

To address the concerns described above in light of
platforms’ vast systemic power, the following policy
goals should guide potential remedies: break structural
dependencies, create counterpowers, enable fairer com‐
petition, combat negotiating power imbalances, and
enhance collaboration mechanisms amongst regulat‐
ory bodies.

3.3.3.1. Breaking Dependencies and Empowering
Journalism

To build an environment conducive to media pluralism
and resilience, one priority is to ensure the survival
of journalism, particularly independent and local forms
(Pickard, 2020). Empowering local media has two main
purposes: to reduce the dependence on platforms that
provide resources (e.g., technical, financial, talent) and
to counterbalance large media outlets (e.g., Springer),
which is pivotal to avoid the emergence of media con‐
centration. Journalism is at a competitive disadvant‐
age for attention and advertising because of platform
power, leading to an asymmetric power dynamic and
increased reliance on platforms for services, data, and
revenue (Nielsen & Ganter, 2022), sparking increased
concentration trends. Hence, a pluralistic media environ‐
ment requires special protections for independent, high‐
quality local journalism.

Collective bargaining agreements and other meth‐
ods to strengthen news organisations’ rights against plat‐
forms are an increasingly popular remedy. Regulatory
initiatives in Australia, Canada, and the UK address this
competition and market power imbalance. However,
Australia’s News Media Bargaining Code, for instance,
has been criticised for not boosting small outlets’ nego‐
tiation capacity sufficiently (Bossio et al., 2022). Hence,
small outlets do still depend, to a degree, on collect‐
ive bargaining agreements facilitated by external parties,
like public interest foundations, to pursue negotiating
objectives (Minderoo Foundation, 2022). Creating the
conditions for more collective action could be important
to further boost local news media’s power in an asym‐
metric relationship. That may require an antitrust excep‐
tion to allow publishers to negotiate with platforms col‐

lectively and share information about the progress of
negotiations (Bossio et al., 2022, p. 8).

Other remedies could concentrate on defining a
balanced contractual relationship between platforms
and news media while respecting contractual freedoms
(Helberger, 2020). Not only users but also the news
media find themselves in situations where platforms
have contractual control over their infrastructure and
services (Simon, 2022, p. 12). Besides regulatory options,
internal rules on procurement and instructions on
implementation processes of new technologies based
on public values and standard‐setting guidelines (e.g.,
Council of Europe Expert Committee on Resilience in
Journalism) could offer contractual protections (Council
of Europe, n.d.).

3.3.3.2. Fair Competition

Current rules are limited mainly to horizontal merger
controls and traditional media, thereby neglecting to
account for platforms’ increasing power over production,
distribution, and infrastructure. Therefore, new rules
on fair competition must better capture threats of ver‐
tical integrations to prevent concentration (Threats 1
and 2; CMPF et al., 2022, p. 38). Given the increasing
vertical convergence of media sectors and businesses
and the role of platforms as multi‐sided markets (as
gatekeepers, technology service providers, business part‐
ners, investors, and political players), it is vital to address
media attention markets. That means explicitly consider‐
ing power over data, technology, and infrastructure.

Especially data‐driven advantages make newsrooms
more dependent on platforms and the data they collect
(CMPF et al., 2022, p. 39). At this moment, it seems
unrealistic for a (large) news organisation’s R&D team
(nor researchers) to develop and build their own AI mod‐
els to become more competitive since data and comput‐
ing power remain heavily concentrated under the con‐
trol of a select few platform companies. Rules on fair
data access for all actors competing in the media ecosys‐
tem are needed to enable fair competition. The Digital
Markets Act and the Data Act aim to set new laws
on who can use and access data in the EU across all
economic sectors and limit strategic advantages from
data power and lock‐ins (European Commission, 2022c;
European Commission, 2022d). It remains to be seen
whether such provisions will make news organisations
more competitive and less dependent on the data
market. In addition and complementary to the Data
Governance Act (European Commission, 2020), the EU
(European Commission, 2022e) has also announced a
“European Data Space” to support media companies in
sharing data and developing innovative solutions, which
would better equip the media to scale up and become
more competitive. It aims to support EU media stake‐
holders in handling data‐driven business models and
pool together sets of content, data, and metadata to
produce new products and formats targeting expanded
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audiences. Such initiatives are vital elements for fairness,
reduced (structural) dependencies, and power asymmet‐
ries from data monopolisation.

3.3.3.3. Accessibility and Non‐Discrimination of
Communication Infrastructures

Because platforms and media are all part of the lar‐
ger digital communication infrastructure, it may be
useful to take an infrastructural approach, seeking to
learn lessons from (tele)communications law for avoid‐
ing “infrastructural capture” of the media, where a
“scrutinising body is incapable of operating sustainably
without the physical or digital resources and service” of
a business (Nechushtai, 2017, p. 1043). Instagram and
YouTube provide important platforms for civic engage‐
ment, social participation, and public opinion formation.
Power is also increasingly concentrated in cloud infra‐
structures and data centres (e.g., Google Cloud, Amazon
Web Services), smartphones, digital assistants, and
wearables (iOS/Apple, Android/Google, Alexa/Amazon;
Busch, 2021). For digital news media markets, such
dependence poses severe risks since media are sup‐
posed to scrutinise the power of these platforms, which
control the infrastructures needed to connect with
audiences and gather, produce, and disseminate news
(Nechushtai, 2017).

In line with the EU’s electronic communications
policy, regulating platforms as infrastructures for
general‐interest services offers a source of inspiration for
improving competition, driving innovation, and boost‐
ing consumer rights. Indeed, a digital media concen‐
tration law could incorporate several new legal areas,
as the focus of current discussions on the market and
opinion power of digital platforms may be too narrow
to fully reflect the deeper sources of platform power.
Busch (2021, p. 5) suggests a “platform infrastructure
law” to address platforms as societal infrastructures and
key actors in the sphere of services of general interest.
Hence, a digital media concentration law could include
stricter rules to guarantee infrastructural accessibility
and non‐discrimination, as well as a right to access “data‐
collection‐free” and “non‐personalised” digital services.

3.3.3.4. Transparency and Oversight Guarantees

NRAs, NCAs, and data protection authorities should
increase efforts to cooperate and share data and
expertise in assessing and preventing concentrations.
Therefore, rules may be needed to improve cooperation
between authorities and enable joint decisions, such
as in media mergers. In spite of the fact that “the NCA
should always have the power to block a merger on the
basis of its competition concerns (including consumer
choice),” the NRA should have the authority to do so
based on its commitment to media pluralism (CMPF
et al., 2022, p. 390). Collaborations could improve the
exchangeof data among authorities and create joint com‐

mittees for institutional cooperation. Because economic
andmedia plurality aims are linked, media mergers need
to be “subject to the double, sometimes coordinated,
but ultimately independent filter of two authorities”
(CMPF et al., 2022, p. 390).

Furthermore, NRAs need enhanced access to data
and information for monitoring and transparency pur‐
poses to address Threat 4. Measuring concentration and
opinion power in digital media markets is extremely
difficult. To do so effectively, other parameters than
(TV) audience share measures need to be assessed.
EU member states lack effective tools to measure cross‐
media concentration (CMPF et al., 2022, p. 244), des‐
pite some previous proposals (e.g., KEK, 2018). We need
platform‐based, dynamic media metrics, including met‐
rics for algorithmic exposure. As proposed, centralised
data‐gathering frameworks to measure pluralism could
be a starting point to assess exposure diversity in online
news consumption (CMPF et al., 2022, p. 376).

Finally, law and policymakers must be wary of plat‐
forms’ political and lobby power and their influences
over democracy. The regulatory process of the News
Media Bargaining Code in Australia and the emerging
pressures from Meta on the Canadian government
demonstrate platforms’ political power, which in turn
presents ineffective democratic protections (Roth, 2022).
In Europe, where ambitious regulations are underway
to curb platform power and ensure fair competition,
the largest platforms aggressively push their own agen‐
das. Big tech’s lobbying clout in Brussels is not new,
but how they aim to conceal their political influence
is (Goujard, 2022). This calls for enhanced transpar‐
ency reporting obligations. Media concentration con‐
trols should acknowledge the broader political economy
in which platforms operate and push agendas. Enhanced
lobbying controls and transparency reporting obligations
are significant first remedies.

4. Conclusion

In this article, I demonstrated that to account for growing
opinion power and concentration in digital media mar‐
kets, it is not enough to simply update existingmedia con‐
centration laws. Seeing the complex dynamics between
platforms, media organisations, and users, a new, far
more holistic approach towards dealing with media con‐
centration in the digital age is needed. This is an approach
that considers the effects of the power of platforms to
influence and control opinion at the individual citizen,
the institutional newsroom, and the ecosystem levels.

More specifically, I propose a greater focus on the
role of users and enabling autonomous choices. This
means that a new media concentration law will also
have to incorporate elements of data protection, privacy,
and consumer law. Finally, avoidance of lock‐ins and net‐
work effects must be addressed by developing fairer data
access rules that consider the characteristics of “attention
markets” and the respective effects for individuals.

Media and Communication, 2023, Volume 11, Issue 2, Pages 392–405 401

https://www.cogitatiopress.com


At the institutional newsroom level, I particularly call
for measures to safeguard editorial independence and
empower a resilient media. To do so, policymakers need
to focus on the new sources of control, rather than solely
on ownership limitations, to fulfil the normative goals of
media concentration laws for the digital age. The sources
of control in the digital, notably over data, technologies,
funding, expertise, and knowledge, play a decisive role
but are not “owned” in the traditional sense. Because
of the necessity to strike a careful balance between
public regulatory interference and journalistic freedom
and independence, non‐regulatory approaches, in par‐
ticular, are significant in this context. Internal organ‐
isational measures, (procurement) rules, guidelines for
implementing new technologies, and fair data access and
sharing conditions could all be valuable avenues.

At the media ecosystem level, remedies should focus
on platforms’ systemic opinion power and structural
dependencies. More specifically, collective bargaining
agreements, protecting local journalism, and ensuring
contractual fairness between news media and platforms
are ways to balance and challenge dominant power.
Additionally, NRAs, NCAs, and data protection authorit‐
ies need to build better cooperation mechanisms, such
as for media mergers. Further, due to platforms’ indis‐
pensable infrastructural power, platform infrastructures
can be seen as “utilities for democracy,” which need to
be considered in any potential remedies. Lastly, the polit‐
ical power of platforms and the challenges they pose to
democracy must be understood better and addressed
through enhanced transparency reporting obligations.

States have positive obligations to create amedia sys‐
tem capable of sustaining democracy. Thus, I argue that
the normative goals at each level should guide choices in
each policy field; only then can a digital media ecosystem
based on public values be created. I have shown that ele‐
ments of a digital media concentration law can be found
in different policy fields (see Figure 1) aswell as scattered
across the new emerging regulatory framework from
Brussels. Despite the complexity of the topic and the
need for additional research, what this article contrib‐
utes is a unifying theoretical framework that anchors
these individual elements as part of a more comprehens‐
ive reform of the rules on addressing media concentra‐
tion with the goals to promote pluralism, equality, and
democracy in digital media markets.
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1. Problem‐Solving and the Fallacy of Urgency

Over the last two decades, public and scholarly attention
to the information industries has expanded and deep‐
ened. Critical questions about data‐centrism, privacy,
inequity, labor exploitation, and new forms of monopoly
power have gained traction. The area I’ve been most
concerned with—content moderation by social media
platforms—has seen an explosion of academic attention
to match the explosion of concern among the public,
journalists, and policymakers around the world. This is
undoubtedly good news. Senior leadership at most of
the major platforms seem to take trust and safety more
seriously than ever before. Detection tools have become
more sophisticated. More attention is being paid to
the labor that moderation requires, though not enough.
The individual and societal harms being perpetrated via
these platforms are now understood to be urgent, in a
way they were not less than a decade ago.

But this is also a public relations strategy on the part
of the tech companies, a grasp for “perceived corpo‐
rate authenticity” (Hanlon & Fleming, 2009). Whenever
troubled industries begin to acknowledge the concerns

of their customers, they step up their corporate social
responsibility efforts, recommit to the health of the pub‐
lic, the environment, the labor force, etc., and down‐
play the tactical value of these gestures. Even if well‐
intentioned, these gestures help to stabilize the under‐
standing of the problems at hand, valorize the role of
those companies in addressing them, demarcate appro‐
priate solutions, and normalize the relations between
the company, public, market, and state on which they
depend (Baker & Hanna, 2022; Busch & Shepherd, 2014).
The professionalization of Trust & Safety inside the com‐
panies for example, which is a welcome change in gen‐
eral, has also affirmed specific approaches to content
moderation—reifying who counts as users, what regis‐
ters as legitimate harm, and what reads as a reasonable
intervention. And, as has been most painfully apparent
in Elon Musk’s takeover of Twitter in 2022, the content
moderation debate can itself be deployed as a political
cudgel, turning the problem into a game of “should he
or shouldn’t he.”

These efforts also reshape what kinds of research
get done, and what kinds enjoy the greatest visibility.
As public and regulatory scrutiny has intensified, it is
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the administrative, problem‐solving research that has
increasingly taken center stage: legal and economic ana‐
lysis displace the sociological; American cases displace
comparative ones; data‐centric efforts to measure prob‐
lems displace interpretive efforts to investigate them.
Industry‐friendly analysis crowds out the critical, the fem‐
inist, and the postcolonial, anything that might challenge
the industry itself.

The widely shared sense of urgency about these
issues—an urgency academics feel too, as users and
citizens—has also drawn some researchers into lockstep
with the social media companies, privileging a problem‐
solving mentality that takes for granted the definition
of the problem and the aims of the stakeholders. Junior
scholars are being lured by funded research projects and
cajoled into taking unpaid advisory roles by the plat‐
form teams facing these controversies. Funding organi‐
zations have poured money into what Anderson (2021,
p. 44) calls “consequence‐driven and interpretation free”
research on digital media and its effects. Funders like
to see direct “engagement” with the companies as evi‐
dence of impact. Industry‐academic partnerships, jour‐
nals, and conferences enjoy outsized prominence, focus‐
ing attention on measuring and reducing harm while
overshadowing equally important research about labor
and inequity, subcultural expression, and the alternative
approaches to moderation being squeezed out of view.

So social scientists, take note: It need not be our job
to solve the problems these industries have created, at
least not on the terms in which they offer them. Given
my own employment, I get how odd, maybe problem‐
atic, it is for me to say this (see, for example, Sætra et al.,
2022). But research oriented to problem‐solving, while it
may solve problems, also accepts the questions posed by
industry stakeholders themselves—questions that are by
no means innocent.

This may seem to run counter to the widespread
concern that socialmedia companies have frustrated aca‐
demics by withholding access, to the massive data and
rarified computational systems needed to conduct their
research (Couch, 2020; Social Science Research Council,
2018), and with NDA arrangements deployed so as to
thwart qualitative inquiry (Starr, 2020). But I believe the
concern is in fact the same. Access to data is just not
a wall, but a gate. By doling out access churlishly, the
tech industry often can “capture” those researchers they
do interact with, drawing a select few academic institu‐
tions into a cozy orbit (Whittaker, 2021)—a coziness that
can leave people suspicious of the research they subse‐
quently generate (Matias, 2020). And access to the peo‐
ple and inner workings of these companies can also be
granted and withheld in ways designed to protect them
from unfavorable assessment by researchers.

So I don’t begrudge the field’s demands for access
to social media data. And I share the growing con‐
cerns about research partnerships with Silicon Valley.
Mine is a complementary concern: Even researcherswho
do not enjoy access can nevertheless be captured—by

embracing a problem‐solving orientation that accepts
the way the tech industries define their problems. This is
akin to what Gitlin (1978)—commenting on mass media
research of the time—called an “administrative men‐
tality”: research that “poses questions from the van‐
tage of the command‐posts of institutions that seek to
improve or rationalize their control over social sectors
in social functions” (1978, p. 225). Silicon Valley compa‐
nies need researchers now more than ever, as signals of
their good faith efforts, as they face multiple crises that
have stirred public discontent and regulatory scrutiny
that threaten their very existence. Plus, their ability to
enlist researchers is stronger than ever, as they play on
our genuine concern for the public welfare—that these
companies jeopardized (Benson & Kirsch, 2010).

2. The Fact that Content Moderation Exists

Solving the problems the industry created on the terms
they offer can lead us to overlook the problems we are
not being invited to solve, the communities the industry
tends to ignore, the solutions that challenge the business
models embraced by the industry, and those dilemmas
that are in fact not solvable, but are actually meant to be
perennially contested. We are kept from thinking about
how else moderation might be, or how the very fact of
content moderation configures public power.

This kind of work is being done, certainly. Over more
than a decade, scholars have rightly focused on expand‐
ing our understanding of the practices and dynamics
involved in content moderation. Researchers in infor‐
mation studies, communication and media, and sociol‐
ogy have considered the entire sociotechnical ensemble
being fixed into place: technological, institutional, social,
and legal.

But when we adopt a problem‐solving approach on
terms borrowed from social media companies, we risk
accepting as a precept that content moderation exists,
and must exist in the way that it does—to accept that
social media exists in the way it does. Even as this field
growsmore impactful, it takes toomuch for granted. This
is an enormous mistake. Because it may be that what
will matter about social media platforms and other infor‐
mation industries—their lasting significance—will not be
about the specific dilemmas the technology sparks, or
how well or poorly the industry stakeholders address
them. It may be the very fact of content moderation
as a societal project, the very fact of these industries
and the roles they have inhabited, to which we should
attend. “The fact of” is borrowed from Cavell’s 1982
essay “The Fact of Television,” and even more so from
Streeter’s (1996) use of Cavell in the start of his book
Selling The Air.

Content moderation is an illustrative example.
We can debate the facts about content moderation, how
content moderation is or should be done, and how harm
is or should be addressed. A judge in Texas may want
there to be less moderation, while a feminist activist
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harassed by misogynist trolls may want more. But both
positions require there to be moderation, of some sort,
and that means some apparatus that can accomplish
moderation. Do the kinds of decisions platforms make
matter? Of course. Does the scope of the specific prob‐
lems they face matter? Absolutely. But it also matters
that Silicon Valley has assembled an enormous labor
force to do the work of moderation that didn’t exist
before, fitted with specific labor dynamics. It matters
that the imposition of content moderation is driving
some users to alt‐sites that assert different moderation
policies, cleaving political discourse in a particular way.
It matters that the idea of moderation has enhanced
and altered the cultural power of Silicon Valley compa‐
nies. It matters that long‐standing theories of regulation
are shifting when it comes to the technology industry. It
matters that moderation is helping reassert a new form
of American cultural imperialism, under the guise of
care. It matters that debates about content moderation
and the responsibility of platforms have forced a subtle
redefinition of “media” itself. Only research scoped so
as to take in that entire sociotechnical ensemble shifts
our attention from how moderation is done, to the very
fact of it.

Studying the fact of content moderation means pay‐
ing attention to what would still matter even if all
the social media platforms disappeared. New legal and
regulatory regimes are not only imposing obligations
on social media platforms, but they’re also generat‐
ing new government agencies, new policy techniques,
and whole new categories into which information inter‐
mediaries must adjust to fit. Tech firms are generat‐
ing new managerial positions and adjudicative practices
and forms of expertise inside the companies. Some
are even attempting to manufacture institutional forms
where none existed: Facebook’s Oversight Board, which
is designed to appear like an institutional partnership,
though it is more like Facebook extruding out a part of
itself so as to partner with it, may end up a model for
other companies.

Or consider everyone being enlisted by the plat‐
form companies into playing sustained roles in the
project of contentmoderation: non‐profits and advocacy
groups, content creator coalitions, institutional partners
like fact‐checking teams from news organizations, law
enforcement, and regulatory agencies (Ananny, 2018).
What is the relationship between these organizations
and the platforms? Who defines and funds their efforts?
What financial and political pressure does this impose on
them, and how do they bear that pressure? What legiti‐
macies and expertise are being called for and brought to
bear, and how is all that borrowed authority used to legit‐
imate the entire undertaking? How does their partner‐
ship with platforms, such as it is, alter how they under‐
stand their own public mission?

What social media is remains unsettled. What will
later seem true about it may have more to do with
the shifting institutions and arrangements being pulled

together to stabilize it. The consequences that we will
later mistakenly attribute to the technology of social
media platforms will depend on the growth of new
institutions, and the adjustments of existing institutions,
around platforms and their governance (Johns, 1998).
These arrangements will almost surely outlast the plat‐
form companies themselves.

3. We Are Implicated

When we focus on solving platforms’ problems for them,
our critical attention is obscured: by the sense of urgency,
by the tactical way platforms define the problems for
us, and by the fetishization of data science approaches
and scalable solutions. Our concerns are replaced by
theirs, or by none at all: Too often, calls for social sci‐
ence to be more oriented toward problem‐solving seem
to demonstrate a troubling disregard as to where those
problems come from (Watts, 2017). I am not saying that
the critical study of a datafied society needs to be irrele‐
vant or utopian. But as researchers, we can and should
opt to stand aside from this rush to solve immediate
problems, to instead ask questions about the underly‐
ing dynamics that manifest themselves in these prob‐
lems, about what the problem assumes or overlooks—
and about what arrangements might provide solutions
far down the road, but have to wait until our current
institutional commitments have shifted (Splichal, 2008).
While today’s problems are urgent, they’ve been urgent
far longer than the socialmedia companies that now face
them have been around.

In fact, if we take seriously the idea that it is the
arrangements of institutions that will matter in the long
run, then being enlisted in solving platforms’ problems
is us becoming part of that arrangement. We are impli‐
cated because we are among those being ensnared in
this institutional and sociotechnical ensemble. If “don’t
solve problems” sounds counterintuitive, it is a reminder
of how much our fields have already been enlisted in
this project, by Silicon Valley and by the public outcry.
Whatever the future fortunes of Facebook, or Meta,
or whatever, the proximity between researchers and
social media companies itself will matter: the implicit
agreements being established about who takes on what
responsibilities, who bears what costs, and who defines
which goals.

Now, if we do refuse to dutifully engage in agnostic
problem‐solving, we still have a duty to meet with our
research:

Critical theory is, of course, not unconcerned with
the problems of the real world. Its aims are
just as practical as those of problem‐solving the‐
ory, but it approaches practice from a perspective
which transcends that of the existing order, which
problem‐solving theory takes as its starting point.
(Cox, 1981, p. 130)
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We should aspire to offer insights into the deeper
assumptions embedded in how the problems are
defined, the very fact of these sociotechnical systems as
a part of the world, and the institutional arrangements
being fixed into place. Understanding these, in their his‐
torical, sociological, and political‐economic contexts, can
be put into the service of more profound changes.
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