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Along with the exponential growth of both online in-
formation and digital platforms, the emergence of the 
social web has increased interest towards Internet 
based research. Simultaneously, the debate on the is-
sues related to the ethics and methods of this research 
has been expanding (e.g. Markham & Buchanan, 2012; 
Moreno, Goniou, & Moreno, 2013; Walther, 2002). 
Questions about ethical protection of research sub-
jects, the ethical ways of gathering and using the data 
as well as the validity of the Internet based data are of 
the utmost importance, especially in those fields, in 
which human subjects are central to research. From 
the perspectives of research ethics and methods, 
online and social media seem to be the most problem-
atic fields, as they enable a vast quantity of qualitative 
and quantitative approaches. Also, no general ethical 
rules of thumb as yet exist to guide research across all 
digital platforms and in accordance with the laws of 
particular countries.  

It has been argued that the ethical problems that 
arise in Internet based research are basically similar to 
problems typical to the research within humanities and 
social sciences, but they still have some special aspects 
(Elgesem, 2002). Elgesem refers primarily to the pri-
vate/public distinction, which in online environment 

obtains different dimensions than offline, and makes 
protection of informational privacy more difficult. The 
social media era also raises new questions, for example 
about the meaning of ‘informed consent’ in ‘big data’ 
studies; about the application of copyright principles; 
about anonymity and confidentiality of data; should so-
cial media be seen as a source or tool for research, etc. 

The idea for this special issue originated from vari-
ous unanswered questions: should the intertwined 
methodological and ethical choices of research be 
guided by, for instance, law, the cultural context, spe-
cific social media platform regulations, general ethical 
association guidelines such as The Association of Inter-
net Researchers (AoIR) (see Markham & Buchanan, 
2012) or specific university ethical boards’ guidelines, 
or perhaps scholars’ own ethical decisions and com-
mon sense?  

The Internet and social media platforms and sites 
have also defined their own specific rules of peoples’ 
personal information and communication data usage 
and, for example, big data mining. For example, Face-
book’s user data can generally be considered public as 
users can individually determine the information they 
are willing to share publicly. However, Facebook has 
determined its own terms of what and how data can be 
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mined for research purposes (e.g. Facebook, 2014; see 
also Sormanen et al., 2016). Public data, available on 
any social media site, does not automatically mean it 
has any unproblematic availability for research (e.g. 
Zimmer, 2010). In the user agreements of social media 
platforms users (information owners) have usually 
agreed with the use of their data for platform im-
provements, content optimization and marketing pur-
poses, but not for research purposes. 

In addition to ethical guidelines and any site-
specific terms and conditions, there are general codes 
of ethics and laws to be considered when conducting 
research online. For instance, for scholars operating in 
Finland, the two most prominent laws that define re-
search online are the Copyright Act and the Personal 
Data Act. A large part of the data available on the In-
ternet can be considered as copyrighted material, such 
as blog posts and photographs. The researcher should 
therefore use appropriate references when copying or 
using material or ideas available online. The Personal 
Data Act is a crucial guideline in conducting research 
online, since most of the problems and ambiguities 
concerning the ethics of online research tend to in-
volve issues about informational privacy. The legal ap-
proaches, indeed, vary country by country and the way 
they are followed, by cultural context. Therefore, also 
“ethical considerations should be more case-sensitive 
instead of relying on one model for all solutions”, as 
the authors of the article in this issue—“Hazy Bounda-
ries: Virtual Communities and Research Ethics”—
Helena Kantanen and Jyri Manninen (2016) argue. Fur-
thermore, online research is most often multidiscipli-
nary and researchers have different disciplinary back-
grounds. Thus, their experiences with research ethics 
also vary according to their specific backgrounds. Sari 
Östman and Riikka Turtiainen (2016), therefore, in their 
article “From Research Ethics to Researching Ethics in 
an Online Specific Context” suggest that the focus 
should be moved from defining general ethical guide-
lines to studying research ethics. 

The major ethical concerns regarding social media 
big data research are the possible misuse and abuse of 
the information gathered. The risks include violations 
of personal privacy, civil rights and consumer freedoms 
(Bollier, 2010). When conducting massive data mining 
processes and projects, it is nearly impossible to re-
ceive consent from every individual from whom the da-
ta are collected. In these cases the researcher needs to 
secure the privacy of the individuals and ascertain that 
the information does not end up in the wrong hands 
and is not used for criminal purposes (see Acquisti & 
Gross, 2009). 

When looking at social media from big data gather-
ing and usage perspectives, informed consent should 
be requested when possible even in observational re-
search, and should not obstruct the results of the 
study. Social media experimental research is always 

more risky from the ethical perspective, and demands 
more reflection on its impact on the research subjects. 
These aspects will be further discussed in one article of 
the issue, “Facebook’s Emotional Contagion Experi-
ment as a Challenge to Research Ethics” by Jukka 
Jouhki, Epp Lauk, Maija Penttinen, Niina Sormanen and 
Turo Uskali (2016). 

Two articles of this issue concentrate on the meth-
odology of Internet based research. Johanna Sumiala, 
Minttu Tikka, Jukka Huhtamäki and Katja Valaskivi 
(2016), (in “#JeSuisCharlie: Towards a Multi-Method 
Study of Hybrid Media Events”) introduce a three-
phase multi-method approach for the analysis of hy-
brid media events. The authors outline a model, in 
which the research process moves from preliminary 
digital ethnography to quantitative social network 
analysis and lastly to in-depth interpretation, demon-
strating how links and connections in the hybrid media 
landscape can be disclosed. Mikko Villi’s and Janne 
Matikainen’s (2016) article discusses a methodological-
ly challenging issue in studying social media: “Participa-
tion in Social Media: Studying Explicit and Implicit 
Forms of Participation in Communicative Social Net-
works”. They argue that too little attention has been 
paid to what constitutes participation when the users 
create connections rather than content. Unlike explicit 
participation, implicit participation does not involve 
any conscious participation, but combining different 
accounts (e.g. Facebook with Spotify) the users’ infor-
mation automatically becomes available on the other 
platform as well. This implicit user participation pro-
duces data that is valuable to marketers. The authors 
call for more attention to the research of implicit par-
ticipation than has so far been employed. 

The articles published in this special issue are select-
ed from among the papers presented at the internation-
al symposium “Successes and Failures in Studying So-
cial Media: Issues of Methods and Ethics” held on 20 
November 2015 in the University of Jyväskylä, Finland. 
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1. Introduction 

As an online researcher, how do you understand the 
ethical research process? Do you work in a field where 
research ethics is being taught starting the first years of 
your university studies? Or did you, as a junior re-
searcher, have to stumble your way through your first 
online specific research process trying to recognise and 
solve the ethical questions by yourself? Or, maybe you 
are from a discipline in which ethical questions are not 
a major concern? 

We have worked with research ethics for years; 
teaching, publishing, developing Finnish understanding 
about online specific research ethics (see Turtiainen & 
Östman, 2013). In Finland, research ethics and online 

studies are both quite novel objects to academic inter-
est (Pekkala, 2000). Until now, the ethical interest in 
Finland has mainly concerned creating guidelines for 
conducting online-related research. However, such 
guidelines have existed internationally for at least 15 
years (Ess, 2002; Baym & Markham, 2009; Markham & 
Buchanan, 2012) and the Finnish ones have not dif-
fered from those significantly (Kuula, 2006; Turtiainen 
& Östman, 2009). 

In the rise of digital humanities, online specific re-
search ethics has also come to a situation where these 
basic principles become as important as ever. Simulta-
neously, we need to pay attention to new ethical as-
pects: digital humanities bring together researchers 
from multiple various disciplinary backgrounds, which 
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means multiple ethical backgrounds. We work in the 
project Citizen Mindscapes (CM24)1, which brings to-
gether researchers, among others, from the following 
disciplines: sociology, psychology, digital culture, com-
puter science, language technologies, statistics, an-
thropology and history. All of these researchers have 
rather varied opinions about which kind of ethics 
should be followed when studying Suomi24, Finland’s 
oldest and largest online discussion forum. Östman is 
the responsible researcher in a work package, which 
concerns research ethics. Among the project, we have 
noticed that in order to create new, multidisciplinary 
understanding about online specific research ethics, we 
need to make it so that ethics is the actual object of re-
search. Therefore, we are moving on from our previous 
work with developing online specific research ethics to 
researching online research ethics. In this report, we 
question: Which kind of variety of ethical viewpoints 
exists in a multidisciplinary, online specific research 
project? With this question, we will start mapping the 
field out for how the ethics can be studied. 

Our current data is preliminary and comprises 16 
answers to an open-answer survey in a project consor-
tium seminar in May 2016. We asked the participants 
about their disciplinary background, their understanding 
and experiences of research ethics and the ethical chal-
lenges and questions in their current research situation. 

While teaching and publishing about research eth-
ics, we have developed certain self-reflexive methods 
for (novice) online researchers. We understand ethics 
as passing through the entire research process from 
choosing the subject to reporting and societal discus-
sion. Therefore, it is also combined with every stage of 
the process and, in our opinion, especially with source 
criticism. In this report, we will present one of these 
methods which combines ethics with source criticism. 
This is an important aspect in qualitative online re-
search (Baym & Markham, 2009, pp. xii–xv). At the end 
of the report, we will tie the benefits of this method to 
our current findings. 

First, however, we will discuss the understanding of 
research ethics among digital humanities. We will con-
sider the linkage between ethics and methodology, es-
pecially source criticism. Then, we will present the sto-
ry-method and ‘room board’ which reminds one of 
certain basic principles in online specific research eth-
ics. At the end, we present a model for organising and 
pre-analysing the data collected from the CM24 partic-
ipants. Finally, we will briefly discuss how these find-
ings seem to lead us towards a new ethical paradigm—
studying the ethical processes themselves.  

                                                           
1 The project is funded by the Academy of Finland’s Digital 
Humanities Programme. About this, see: Academy of Finland 
grants funding for Citizen Mindscapes in a Social Media project: 
https://www.uef.fi/en/-/suomen-akatemia-rahoittaa-kansakun 
nan-mielenliikkeet-sosiaalisessa-mediassa-tutkimusta 

2. Digital Humanities 

First, we will briefly introduce the concept of digital 
humanities. The term has gained extensive visibility in 
the academic societies in the Northern countries dur-
ing the last couple for years. It was coined in the early 
2000s, although it has not been possible to pinpoint it 
to any specific researcher or discipline. In 2010, how-
ever, the Professor of English Literature, William Pan-
napacker, announced digital humanities to be ‘the next 
big thing’ in research, since the digital technology had 
affected every possible discipline. A year later, he con-
tinued this argument on his blog in The Chronicle of 
Higher Education by writing that actually there is no 
‘next’ to that; and, that very soon digital humanities 
will only be ‘the humanities’. (Pannapacker, 2011; see 
also Spiro, 2012, p. 16). A mere year after that, media 
and communication researcher David Parry (2010) 
blogged about how digital humanities would fundamen-
tally challenge all of the current humanistic research. 

According to the researchers of digital culture, 
Jaakko Suominen and Anna Haverinen, holistic change 
was strongly linked to the discourse about the digital 
revolution at the end of the 1990s. At that time, sever-
al projects were started which, for example, aimed at 
digitalising humanistic research material. In addition, 
tools for computer-assisted production and handling of 
data were developed. (Suominen & Haverinen, 2015).  

Digital humanities was evolved in a situation where 
Western societies have been changing rapidly. It does 
not have centuries or even decades of tradition, which 
would have given it a stabilised definition. As Suominen 
and Haverinen write, it is a discipline—or an era of re-
search—which has been actively developed by re-
searchers. Digital humanities lives and further evolves 
along with the technologies applied in the current soci-
eties. (Suominen & Haverinen, 2015). 

There are at least two separate ways of defining 
digital humanities: for example media theorist Gary 
Hall as well as media and technology researchers Leigh-
ton Evans and Sian Rees see it as humanistic research 
appropriating information technological methods, 
which in their opinion is not necessarily a good thing 
(Evans & Rees, 2012, p. 29; Hall, 2013, pp. 2-3, 133-
134; see also Suominen & Haverinen, 2015). The other 
orientation emphasises a wider understanding about 
the current, digitalised culture; it includes theorising 
the digital world more than just applying computer-
assisted methods in producing and analysing the mate-
rials. (Suominen & Haverinen, 2015). Our understand-
ing follows the latter orientation. In positioning our-
selves in the field of digital humanities, we have 
utilised Suominen and Haverinen’s model (Figure 1) for 
evaluating the relationship of the researcher/research 
project with digitality. The model is based on the two 
orientations mentioned above, and on whether the re-
search in question emphasises digitality itself as mak-
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ing and developing things or as a theoretical under-
standing about the digitalised world. 

According to Suominen and Haverinen, this coordi-
nation might help to define any researcher’s or pro-
ject’s, even networks’ or consortiums’ (e.g. CM24), in-
ternal relationships concerning digitality. This would be 
of significant help especially in multi-/interdisciplinary 
research. (Suominen & Haverinen, 2015). As research-
ers of digital culture, we would position ourselves quite 
far on the right, more in the top than the lower corner; 
however, the vertical position depends extensively on 
every current research topic and may, therefore, vary a 
lot. It is also possible for us to move up and down as 
well as left and right on the axels according to the stage 
of research, even inside an individual project. After all, 
the division between the practical and theoretical digital 
humanities is not biased as much as a moving line. 

With our main focus more on the understanding 
end, we are conducting research which quite often in-
volves human beings either as subjects or informants 
of the study. In addition, we see the Internet and digi-
tality as a research environment that ethnologists 
might call the field. Ethnographical methods are often 
applied to these kinds of studies. It is especially in 
these cases, but also with other kinds of methods, that 
ethics is extensively intertwined with methodology. 
Next, we will discuss what we mean by this. 

3. Self-Reflexive Ethical Tools for Digital Humanities 

In the English-speaking academic world, online stud-
ies have existed since the early 1990s, and less than a 
decade later, online specific research ethics was also 
taken into account (see Baym & Markham 2009, pp. 
viii-ix). In Finland, however, research ethics in general 
only became an object of interest in the 1980s, but it 
did not get much attention until the 1990s (Pekkala, 
2000). The Internet generalised in Finland since c. 
1995, and only started to appear in research more 
widely a decade later. Since it is becoming increasing-
ly more common to Finnish scholars to publish inter-
nationally, we need to update our late-born under-
standing of the online research ethics and further 
develop it. This is what we are aiming at in the 
CM24’s ethics-related work-package. This further 
work, reaching for studying ethical processes as such, 
will also be generalisable more widely; we find this 
approach beneficial for multiple disciplinary back-
grounds in international academic cultures. 

The challenges that the traditional Finnish disci-
plines had to face due to this novelty, the Internet 
where people shared and lived their lives, became 
clearly visible to us around 2008. At that time, we were 
working on our online-related doctoral theses in Digital 
Culture. In 2008 and the coming years, we got several

 
Figure 1. Model for positioning yourself among Digital Humanities research. Source: Suominen & Haverinen, 2015 (S. 
Östman & R. Turtiainen, Transl.). 
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questions from doctoral students, lecturers and re-
searchers from other disciplines (for example ethnolo-
gy, anthropology etc.) concerning online studies. We 
were asked, for example, on what conditions we could 
trust our informants to be what they claimed to be; we 
were confronted about asking people’s permission for 
studying them. It seemed to be a common idea that 
when people voluntarily published pieces of their lives 
online, these lives could be used for research without 
questioning their publicity and authors’ right for the 
contents they had created. 

On the Web, everything builds to the context: how 
the sites are built, what they are used for, who uses 
them, how the users communicate, how they feel 
about their contents…these elements vary a lot. Not 
knowing enough might lead to misinterpretations or 
(unintended) disrespectful usage of material (see Aull 
Davies, 2008; Ess, 2002). We have created a tool with 
certain basic principles for online researchers: ‘a Room 
Board of Ethics’ (Figure 2): in it, we ask whether the In-

ternet is your tool, source or subject; are you conduct-
ing research with, on or about the Internet. Depending 
on your relationship to the Internet as a researcher, 
the Internet might be your research environment in a 
way which in ethnographic studies might be called the 
field. In these cases, it should also be seen as any other 
ethnographical field: you need to get hands-on experi-
ence in order to understand its mechanisms. 

There are some tools for essential ethical consider-
ation. The question of whether something can be used 
freely or more carefully lies at the bottom. Asking for 
permission, rights for citing, identities of inform-
ants/subjects to research and so on seem to be im-
portant ethical matters even still in 2016. Malin 
Sveningsson and others have presented in Att fånga 
nätet. Kvalitativa metoder för Internetforsking (To 
Study the Web. Qualitative Methods for Internet Stud-
ies, Sveningsson, Lövheim, & Bergquist, 2003) a coordi-
nation system (Figure 3) to which researchers may po-
sition their subject, informants, material and so on,  

 
Figure 2. The Roomboard of Ethics: Some guidelines and basic principles for online research (See also Turtiainen & 
Östman, 2013). 
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Figure 3. Delicacy of the material. Source: Sveningsson, Lövheim and Bergquist, 2003, p. 186 (the figure has been ap-
plied for example by: McKee & Porter, 2008, p. 73, 2009, p. 11; Turtiainen, 2012, p. 52; Östman, 2015, p. 74). 

according to how delicate the material is (to a reader) 
and how private or public the creators consider it. This 
most probably requires contact with the authors—or at 
least an extensively thorough reading by the research-
er in order to learn the authors’ understanding about 
their actions and culture: this understanding might only 
exist implicitly in their media texts. Either way, 
Sveningsson’s method is very useful.  

We recommend Sveningsson’s model for any re-
searcher whose data consist of users’ personal online 
contents. This tool, however, does not offer a practical 
walk-through of the ethical decision-making process as 
an entity. For that, we have developed a story-method 
which has proved useful among Digital Culture under-
graduates as well as graduated, but still novice online 
researchers. 

4. ‘Mary’s Mistakes’—A Method for Recognising 
Online Specific Ethical Matters 

‘Mary’s mistakes’ is a method that we have built for 
recognising ethical challenges in online specific studies. 
It is a story with as many ethical dilemmas as possible, 
for which Östman invented a prototype some years 
ago for teaching. We developed this idea further in our 
Finnish article in 2013, and Turtiainen has been using 
the final version of the story in her teaching ever since. 
We find Mary’s story internationally useful, since it can 
be applied to any individual case of research, at least in 
digitally oriented cultural studies. It is our further aim 

to find out whether or not a similar tool would work in 
other contexts among Digital Humanities as well (such 
as extremely theoretical or strictly quantita-
tive/statistical disciplines). 

Mary2 is writing her master’s thesis in psychology. 
She wants to study eating disorders with girls. Her re-
search question is: ‘Which body images do 13–15 year 
old girls with an eating disorder have?’ The subject is 
delicate, and Mary fears that volunteers are hard to 
find. She studies Digital Culture as a minor, and by link-
ing her study to that, she finds a solution: Mary decides 
to use some pro-ana3 discussions and blogs she found 
on a random discussion site. Mary has had an eating 
disorder, but has never participated in any Internet ac-
tivity about it. Actually, she does not use social media 
almost at all. For her study, she creates a fake profile to 
the site, with the nickname ‘Thinspy-98’. 98 in a nick-
name usually refers to the birth year—Mary was born 
in 1991. With this nickname, she starts discussions, ask-
ing and commenting, wishing that this way she would 
get material for her study. 

‘Mary’ has built for herself a great number of traps 
in the story: for example, her question does not quite 

                                                           
2 Mary is a fictional character to whom and whose study we 
have gathered as many ethical problems as we could think of 
on the basis of the questions we obtained from researchers 
from other disciplines. 
3 ‘Pro-ana’ refers to culture in which people with anorexia 
nervosa consider themselves not ill, but rather willingly choose 
this life-threatening lifestyle. 
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match her chosen material; the subject is very delicate 
as well as the informants, who are teenagers with a se-
vere illness; she has not thought her methods through 
thoroughly enough (online material is not necessarily 
the best choice for studying experience); she plans on 
cheating her informants with the fake profile; she is 
not going to ask for their permission; she is studying a 
subject very close to her; yet, she does not know any-
thing about the environment in which she is going to 
produce her material. 

An experienced online researcher might easily rec-
ognise all of Mary’s traps. For example, in online envi-
ronments, it is essential to know something about the 
context: who is using the site, what was it built for, 
which kind of conventions and habits are there (e.g. 
are old users and ‘newbies’4 equally allowed to speak 
up—usually they are not), which kind of tone of voice is 
usual there, which aims and needs do the users have 
(e.g. peer support, encouraging others, asking for help, 
sharing own experiences…) and so on. All these aspects 
affect the discourse, which is unique on every site, 
even if they cover the same subject. Knowing the field 
you are working; knowing who is speaking, what they 
are saying, to whom, how and why they say it the way 
they do is basic source criticism, especially in ethno-
graphically emphasised research. 

Moreover, every case of research is unique and in-
cludes multiple different ethical dilemmas. Writing 
down your intended research process—for example in-
to a story like this—may help to recognise the case-
bounded ethical matters. Mary’s story has proved use-
ful for the students in Turtiainen’s yearly ethics class 
for digital culture students, and we also used it in a 
workshop for an ethnography course at the University 
of Turku in 2015. The learning process proceeds as fol-
lowed:  

1. Students read Mary’s story; 
2. The class analyses the story in the lecturer’s 

guidance piece by piece until the class has 
recognised every ethical risk in the story; 

3. The students write their own stories about their 
bachelor’s/master’s/doctoral theses; 

4. In the course exam, they are given back their 
own stories for analysis, similar to which the 
class did together earlier with Mary’s story. 

The story method has several benefits. It forces the 
researchers to be self-reflective, which helps them in 
positioning themselves in relation to the subject as well 
as practising sustainable source criticism. The doctoral 
students in our ethnography workshop found this 
method very useful: in their feedback, they described it 
as practical, illustrative and eye-opening. Some of the 
students had not recognised the current challenges, 

                                                           
4 New users. 

but also understood why certain earlier processes or 
phases had not succeeded. A doctoral student wrote: 

‘I found the workshop really useful considering my 
doctoral studies and future career as a researcher. Es-
pecially, I’m thankful for the concrete examples with 
which both the lecture and the workshop demonstrat-
ed the ethical questions that we might face in the re-
search process.’ 

Next, we will move on from online specific research 
ethical tools for researchers; we will proceed to dis-
cussing the possible tools for actually studying these 
ethics. By applying our model to preliminary CM24 da-
ta, we will aim at finding out how ethical viewpoints 
vary among a multidisciplinary project. The next steps 
after this pilot study will lead us towards creating some 
commonly applicable guidelines for such widely multi-
disciplinary projects. 

5. Towards Studying Research Ethics 

The coordinate system that we presented in the begin-
ning (Suominen & Haverinen, 2015), was suggested to 
be utilised for scholars to position themselves accord-
ing to their research focus and motives. This model is a 
great start for positioning yourself on the field of 
online studies. It also has inspired us in developing a 
tool for studying various ethical approaches (Figure 4). 
We collected some preliminary data in a CM24 consor-
tium seminar in May 2016. Östman asked the seminar 
participants to answer the following questions: 

1. Disciplinary background and current research; 
2. Describe your understanding about research 

ethics and/or ethically conducted research; 
which matters do you find the most essential; 
what kinds of things have affected your 
understanding? 

3. Which ethical questions and/or practices do you 
expect to face during your current research; 
how do you plan to proceed with them? 

We obtained 16 answers, one of which could not be 
integrated to our model. We have coded the answers 
as P1–P15 (P = Participant). The participants came from 
multiple disciplinary backgrounds, and they integrate 
into our model (see Figure 4). 

The basic idea of this fourfold table is based on Suo-
minen and Haverinen’s figure. We have further devel-
oped it on the basis of our roomboard: in it, we defined 
a researchers’ relationship with the online environ-
ment as being threefold: it may be a tool, a subject or a 
source for the study. In this example (Figure 4), we 
have specified ‘online environment’ as the Suomi24 
discussion forum, which is the focus of the whole 
CM24 project. Our former studies have shown that the 
more focal the online environment is and the more un-
derstanding the manner of research, the more
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Figure 4. Online environment (Suomi24 discussion forum) in multidisciplinary research. 

relevant, even essential, it is to take online specific eth-
ics into account (Östman & Turtiainen, in press). 

In Figure 4, the participants P3, P4, P6, P7, P8 and 
P10 represent quantitatively and statistically oriented 
disciplines and backgrounds5. According to their survey 
answers, they are situated below the line, which defines 
the relevance of online specific ethics. Among those, an 
online specific take to ethics might not be that neces-
sary, which was well articulated in their answers. With 
their background, ethics mostly have to do with such 
matters as copyright laws (P3, P7) and open access to 
the data: ‘Privacy protection might be in contradiction 
with what could be learned from the data’ (P4). 

Participants P1, P2, P5, P9, P11–P15 are situated 
above the relevance-defining line. They come from 
humanistic backgrounds and tend to have human-
related, understanding and in several cases, culturally 
oriented research take: ‘Will my analysis do justice to 

                                                           
5 In order to keep answers anonymised, we cannot specify the 
individual disciplines. 

the data; that is, will it give a right kind of a voice to the 
participants?’ (P5). They answered the survey more 
thoroughly and seemed to have a wider understanding 
about the research ethical processes; some of them had 
been taught ethics in their university studies, whereas 
the first group (below the line) had not been educated 
about ethics and tended to see it more as legal points 
rather than decision-processes. However, multidiscipli-
nary research environments helped the participants to 
appropriate a more reflexive, process-oriented ethical 
take. P12 had their background in information technol-
ogy. However, he/she saw their multidisciplinary expe-
rience and discussions as an ethically evolving actor, 
which had led to a reflexive ethical approach. 

To be able to consider all the facts needed for ethi-
cal decision-making in a multidisciplinary process, the 
researcher needs to understand at least these three 
things; the contexts, the research environment and 
their own background (of importance of recognising 
the contextual specificities see also Nielsen, Paasonen, 
& Spisak, 2015, p. 11). Doing this, we suggest that indi-
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vidual researchers, even those situated in the low left 
corner of our tool, might benefit from a case-based 
self-reflexive ethical analysis such as ‘Mary’s mistakes’ 
method. The next step of our study will include engag-
ing these participants to apply Mary-method in their 
own case studies. This will be done in the next consor-
tium seminar in fall 2016. By analysing the results of 
that step, we will find out whether the ethical co-
understanding of a multidisciplinary project will benefit 
from this kind of case-based learning. Simultaneously, 
we will further proceed in this new field of studying 
online specific research ethics as its own entity. Based 
on this process, we would like to suggest that in Finland, 
possibly also worldwide, a shift of paradigm from re-
search ethics to researching ethics is about to appear. 

6. Summary 

In this article, we have presented a) a tool to research-
ers for positioning themselves in the field of Digital 
Humanities (Suominen & Haverinen, 2015), b) a method 
for contextually reflexive ethical decision-making and 
certain basic principles for that, and finally c) a tool for 
studying the actual ethical decision-making processes. 
By leading researchers to actively consider their ethical 
approaches, we will be able to study research ethics and 
its practical applying-processes in multiple disciplines. By 
doing this, we aim at creating a commonly functional 
and effective guideline for online specific, widely mul-
tidisciplinary research. The follow-up for this prelimi-
nary study will be carried out in fall 2016 (Step 2: Mary-
method) and 2017 (Steps 3 and 4: undefined6). 
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1. Introduction 

In June 2014 the Proceedings of the National Academy 
of Sciences (PNAS) published an article entitled “Exper-
imental Evidence of Massive-Scale Emotional Conta-
gion Through Social Networks”. It was about an 
experiment1 conducted by Adam D. I. Kramer from Fa-
cebook’s Core Data Science Team together with Jamie 
E. Guillory and Jeffrey T. Hancock from Cornell Univer-
sity. The article provided experimental evidence about 
emotional contagion, a phenomenon that has been 
widely studied before but mostly in offline environ-
ments. In January 2012, the research team manipulat-

                                                           
1 Henceforth, “the Facebook experiment” or “the experiment”. 

ed the News Feeds of a massive number (N = 689,003) 
of Facebook users for a week, reducing the amount of 
emotional content in their feeds. After analyzing over 
three million posts and over 122 million words, the re-
sults showed that when the amount of positive status 
updates published in their News Feed was reduced, us-
ers published more negative status updates and fewer 
positive updates. Conversely, when the amount of 
negative status updates was reduced, users published 
more positive status updates and fewer negative up-
dates. Moreover, the less emotional content the users 
were exposed to, the fewer words they used in their 
status updates. (Kramer, Guillory, & Hanckock, 2014).  

The research suggested that emotional states “can 
be transferred to others via emotional contagion, lead-
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ing people to experience the same emotions without 
their awareness” (Kramer et al., 2014, p. 8788). Emo-
tional contagion had been proved earlier (e.g. Barsade, 
2002; Huntsinger, Lun, Sinclair, & Clore, 2009; Kramer 
et al., 2014, p. 8788 also refer to several other studies), 
but proving that it happens “outside of in-person inter-
action” and particularly in the increasingly popular so-
cial media was new (see e.g. Ferrara & Yang, 2015 for a 
similar but more recent study). Moreover, as there are 
common conceptions about positive social media post-
ings making people sad or envious (e.g. Copeland, 
2011), the experiment produced valuable information 
to the contrary. The experiment suggested that peo-
ple’s “hearts and minds”, as Schroeder (2014, p. 3) puts 
it, can be manipulated online, for good or ill. (See also 
Shah, Capella, & Neuman, 2015; Summers-Effler, Van 
Ness, & Hausmann, 2015, p. 472; cf. Parkinson & Man-
stead 2015, p. 377.)  

Academic and non-academic reactions to the 
study—defined as ethically controversial (Ananny, 2015, 
p. 101; Harriman & Patel, 2014; Pejovic & Musolesi, 
2015, p. 18; Simon, 2014; Thorson & Wells, 2015, p. 
10)—were mixed. On a broader view, the heterogeneity 
of the views on the ethics of the experiment is a sign of 
how contested and fluid the concept of privacy is (e.g. 
Ess, 2013, p. 260). Moreover, as Facebook cooperates 
with several universities such as Cornell, Stanford and 
Harvard (see e.g. Cheng, Adamic, Dow, Kleinberg, & 
Leskovec, 2014; Friggeri, Adamic, Eckles, & Cheng, 
2014; Sun, Rosenn, Marlow, & Lento, 2009)2 the exper-
iment has raised debate about whose research ethics 
prevail in such joint ventures—those of a private com-
pany or those of an academic research institution. In 
this article, we focus on the academic but also look to 
some extent at the non-academic ethical commentary 
on the Facebook experiment, and ask what it tells us 
about ethical research issues in the current era of so-
cial media research.  

The ethical discussion presented in this article is 
founded on an integrative literature review (see e.g. 
Card, 2010; Torraco, 2005) that we conducted by 
searching major journal databases such as Science Di-
rect, Google Scholar, Sage Journals, and Ebsco Academ-
ic Search Elite for articles covering the experiment. As a 
result we obtained articles from journals such as Re-
search Ethics; Big Data & Society; Media, Culture & So-
ciety; Nature; and Information, Communication & 
Society. In addition to journal articles, we searched for 
conference proceedings on the experiment as well as 
scholarly analyses of the issue published in blogs and 

                                                           
2 For Stanford’s recent collaboration with Facebook, see 
www.sserg.org/new-collaboration-with-stanford-university-
and-facebook. More about Facebook’s partnerships at https:// 
research.facebook.com. On Facebook’s exclusive cooperation 
with a few universities that have been granted access to 
Facebook’s data, see e.g. Paolillo, 2005, p. 50.  

other internet sites. Some news and magazine articles 
as well as blog posts were also included in order to of-
fer some non-academic views on the issue.  

Overall, our approach to the ethical discussion re-
volving around the Facebook experiment is essayistic in 
nature (see e.g. Ceserani, 2010; Cornelissen, Gajew-
skade, Piekkari, & Welch, 2012, pp. 198-199), which 
means that we prefer exploring and discussing the top-
ic in a heuristic manner: we tend to concentrate on 
raising questions rather than put forward any definite 
results based on empirical research. However, we do 
argue that there are two crucial themes of debate 
which sum up the ethical discussion revolving around 
the experiment: research as manipulation (discussed in 
Section 3) and the related informed consent (discussed 
in Section 4). Moreover, we suggest that the debates 
about the ethics of human-subject big data research, 
while demanding a rethink of research ethics, still reflect 
the classical divide between the utilitarian and the deon-
tological points of view. In the next section we will intro-
duce some key questions of research ethics in the era of 
social media. Then we move on to present the Facebook 
experiment and the ensuing ethical discussion.3  

2. Research Ethics and the Human Subject 

The views on research ethics generally put into practice 
in any academic research can be seen as balancing be-
tween two classic moral philosophical stances. Utilitar-
ianism attempts to calculate the morality of an act by 
estimating the total amount of happiness or suffering 
produced by the act, while deontology views certain 
actions as immoral or moral per se, regardless of their 
consequences. Both these stances are applied, for ex-
ample, in social media research when scholars contem-
plate the effect of their study on the subjects’ privacy: 
the utilitarian view of privacy might allow certain incur-
sions into privacy if the result is the greater good, 
whereas from the deontological point of view, a certain 
level of privacy is a right that should not be violated, for 
example, by conducting a study without receiving the in-
formed consent of the subjects of the study (Ess, 2013, 
pp. 256-262; Shrader-Frechette, 2000). Both stances are 
problematic, and neither of them is applied in research 
without any consideration of the other—or in moral de-
cision-making outside of academia, for that matter. At 
any rate, the utilitarian emphasis on avoidance of harm 
and the more deontological value of receiving informed 
consent from research subjects are considered the two 
most significant imperatives of research ethics in studies 
with human participants (e.g. the British Psychological 
Society, 2010). Actual policies as to how exactly the im-
peratives are defined and in what situations they apply 
(e.g. in big data research) vary significantly.  

                                                           
3 This article is based on an unpublished conference paper by 
Jouhki et al. (2015). 
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One of the key ethical principles of the Association 
of Internet Researchers (AoIR)—that the greater the 
vulnerability of the subject of study, the greater the ob-
ligation of the researcher to protect the subject—is a 
good example of how challenging it is to formulate 
specific rules of ethical research (Markham & Buchan-
an, 2012, pp. 4-5). Obviously, protecting the research 
subject depends on how one defines both the harm 
that might be inflicted on the unprotected person and 
also a research subject. The context of any research 
setting means that ethical codes are not so much strict 
rules as incentives to individual researchers to reflect 
on the moral ground of their research and make ethical 
decisions using their own judgment of what is in fact 
practicable in the circumstances. Especially when in-
formed consent cannot be obtained in human-subject 
research, the benefits of the study should outweigh the 
harm of any invasion of privacy.  

Often anonymity is seen as enough to ensure the 
no-harm rule in cases of non-experimental (e.g. purely 
observational) research. In experiments that affect the 
participants’ behavior, the rules are stricter (See e.g. 
Vainio, 2012; Vanderpool, 1996.). The level of sensitivi-
ty required for the decision-making to be ethically suf-
ficient is a constant topic of debate. For example, a 
research institution or a commercial company engaging 
in research might hold the view that obeying the law is 
enough to make the research ethical (Hudson & 
Bruckman, 2004, pp. 132-133). If the participants are 
not harmed in any way during the data gathering, an 
ethically sensitive researcher—whether working in a 
private company or a university—might still take into 
account the hypothetical situation that a research par-
ticipant at some point learns about his or her role in 
the research and is offended (i.e. harmed) by having 
been a participant without having given consent (e.g. 
Hudson & Bruckman, 2004, pp. 136-138). Moreover, an 
ethically sensitive researcher might treat public content 
on the internet (e.g. tweets, blog posts) as intimate parts 
of their creator’s personhood. Most researchers, how-
ever, use this content without securing informed con-
sent (Hesse, Moser, & Riley, 2015, p. 27).  

The fact that data are accessible and public does 
not necessarily mean that using them is not jeopardizing 
privacy and is thus ethically justified (see e.g. boyd, 
2010;4 Marx, 2013; Tinati, Halford, Carr, & Pope, 2014, p. 
673; Zimmer, 2010). The boundaries between private 
and public information—especially on the internet—are 
frustratingly ambiguous, contested and changing (Mark-
ham & Buchanan, 2012, p. 6; Ess, 2007, p. 499; see also 
Rooke, 2013; Rosenberg 2010; Weeden, 2012, pp. 42-
43). Even when a researcher wants to have participants’ 
informed consent to take part in a study, it might be 
impossible for him or her to obtain it if the research in 

                                                           
4 The author danah boyd wants her name to be written in 
lower case. 

question concerns, for example, massive data mining 
processes and projects. Moreover, big data researchers 
often ignore the whole question of informed consent 
because they define their data as either public or pro-
prietary (Paolillo, 2015, p. 49). Also, when there is no 
direct contact between the researchers and their hu-
man subjects it is questionable whether the subjects 
should even be called participants. Besides, when ex-
periments are made on them, it is unclear whether 
they are to be subject to the same ethical research 
scrutiny as human-subject study participants normally 
are (Hutton & Henderson, 2015, p. 178; Kahn, Vayena, 
& Mastroianni, 2014, p. 13677.). Even if a researcher 
did in such cases manage to obtain the participants’ 
consent, there would be no real guarantee that it was 
indeed informed (Flick, 2016, p. 15-17).  

To problematize the issue further, even if informed 
consent was verified and the researcher was allowed 
to use the participants’ personal data, the data might 
also include information about people (e.g. contacts of 
the users) who had not given their informed consent 
(Phillips, 2011, p. 32). Thus it is no surprise that a large 
number of extensive data mining projects are carried 
out without informing the groups or individuals target-
ed by the researchers; the only measure taken to pro-
mote the ethicality of the research is making sure that 
the participants are anonymous, thus ensuring confi-
dentiality (Lindsay & Goldring, 2010; Zwitter, 2014, p. 
5; see also Sormanen et al., 2016). 

In contrast, when conducting qualitative research 
like virtual ethnography or, more specifically, partici-
pant observation, in smaller internet forums, obtaining 
the consent of participants is technically relatively 
easy. However, it is rarely done because of the possibil-
ity that knowing that they are being observed might 
cause participants to act differently from usual, which 
would skew the data. Then again, in practice, many 
scholars do not seek informed consent because they 
are afraid it would be denied (e.g. Hine, 2000, pp. 23-
24.). Sometimes participant observation even without 
consent is impossible (e.g. in the case of private discus-
sion groups), so the researcher might engage in decep-
tion (e.g. an invented alias) in order to gain access to 
the group of participants. As Brotsky and Giles (2007, 
pp. 95-96) put what is indeed rather obvious, covert 
participant observation is “highly controversial from an 
ethical position”, but as in most completed research 
projects with ethical research challenges, it is ultimate-
ly justified by reference to the benefits brought by the 
results. Sometimes even informed consent does not 
create an authentic consensual atmosphere, for exam-
ple if the subjects of the research do not feel they have 
been treated fairly or if the purpose of the research is 
not felt to be morally valuable enough (Kennedy, 
Elgesem, & Miguel, 2015). Lastly, even if informed con-
sent is received, there is the problem of the level of in-
formedness. How can a researcher be sure that the 
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research subject has sufficiently understood the pur-
pose and the consequences of the research? (E.g. 
Escobedo, Guerrero, Lujan, Ramirez, & Serrano, 2007; 
Svanteson, 2007, p. 72.) 

3. The Facebook Experiment as Manipulation 

On Facebook, the News Feed is practically a list of sta-
tus updates of the contacts in a user’s network. The 
updates shown in or omitted from the News Feed de-
pend on “a ranking algorithm that Facebook continual-
ly develops and tests in the interest of showing viewers 
the content they will find most relevant and engaging”. 
Facebook is thus like any traditional media as it pro-
vides content to its users selectively, but where it dif-
fers from the old media is that the content is modified 
individually according to what the medium evaluates to 
be the optimally engaging experience. (Kramer et al., 
2014, p. 8788.) Users accept this practice when signing 
up for Facebook.  

In their massive-scale experiment, Kramer et al. 
(2014) tested the emotional engagement of Facebook 
users by modifying their News Feed. The “experiment 
on the manipulative power of Facebook feeds”, as Pea-
cock (2014, p. 8) described it, was criticized almost 
immediately upon publication of the article. Bloggers 
claimed Facebook made users “sad for a psych experi-
ment” (Grimmelmann, 2014) or the company was us-
ing people as “lab rats” (a blogger quoted by Rushe, 
2014). According to The Guardian’s poll (Fishwick, 
2014), most people who read about the experiment 
were not surprised that Facebook would experiment 
on user data the way it did but, at the same time, they 
declared they had now “lost trust” in Facebook and 
were considering closing their account. The “secret” 
experiment, as The Guardian called it, “sparked out-
rage from people who felt manipulated by the compa-
ny”. It can be speculated that had Facebook known 
what the public reaction to their experiment was going 
to be, they would not have published it. danah boyd 
(2014; see also Paolillo, 2015, p. 49) suggests that the in-
tended PR outcome of the experiment from Facebook’s 
point of view was to show that Facebook can downplay 
negative content in their service and thus make custom-
ers happier. Presumably this was seen as better for users 
and better for Facebook, as experimentation is how 
websites make their services better (Halavais, 2015, pp. 
689-690; Kahn et al., 2014, p. 13677). 

It is possible that many people missed the benevo-
lent intention of the research team and concentrated 
on the contestable ethics of their method. The criticism 
about the experiment reached such levels that Face-
book’s researcher and the first author of the article, 
Adam Kramer, defended the experiment in his own Fa-
cebook page, pointing to the minimal “actual impact 
on people”. During the week of the experiment, he ex-
plained, the users who were affected “produced an av-

erage of one fewer emotional word, per thousand 
words”. (Kramer, 2014.) The magnitude of the impact 
was perhaps unknown to many critics of the experi-
ment, as many objected to it on the grounds that Face-
book was “controlling the emotions” of its users. 
Moreover, regardless of the magnitude of the impact 
of the experiment, the user agreement of Facebook 
can be interpreted to mean that users of Facebook al-
low researchers to experiment on them.  

Thus, many ethicists would agree with Meyer 
(2014), who published a statement with five co-authors 
and on behalf of 27 other ethicists “to disagree with 
these sweeping condemnations” of Facebook’s ethics 
in the experiment. She wrote that “the experiment was 
controversial, but it was not an egregious breach of ei-
ther ethics or law.” If Facebook is permitted to mine 
user data and study users for personal profit but aca-
demics are not permitted to use that information and 
learn from it, it “makes no one better off” (Meyer, 
2014). However, for many critics it was more a matter 
of ethical principle than actual impact. For example, 
Kleinsman and Buckley (2015, p. 180) rejected Meyer’s 
statement and claimed that “[i]f an experiment is in 
‘breach of either ethics or law,’ then whether it is an 
‘egregious’ breach or not is irrelevant.” In this view, 
there is no grey area in research ethics, and conse-
quently, a person as a subject of research is—in a bina-
ry way—either harmed or not harmed.  

Many scholars were even more critical than Kleins-
man and Buckley (2015). Recuber (2016), for example, 
noted how quick scholars were to draw analogies be-
tween the Facebook experiment and the infamous Mil-
gram’s (1963) experiment analyzing obedience to 
authority, as well as to the Stanford Prison experiment, 
also known as the Zimbardo experiment (Haney, Banks, 
& Zimbardo, 1973; Zimbardo, 1973), that studied the 
psychological effects of becoming a prisoner or a 
guard. According to Recuber, there were indeed some 
similarities between the Facebook experiment and the 
two notorious experiments from the 1960s, one being 
the fact that all three studied the researchers’ ability to 
manipulate change in the participants’ behavior. How-
ever, the Facebook experiment was different in its fail-
ure to reflect on this aspect (Recuber, 2016, pp. 46-47). 
The user reactions studied in the Facebook experiment 
were caused by the observers but the power relations 
between the experimenters and the experimentees 
were downplayed or normalized, and not at all prob-
lematized. This, at least to Recuber, is a typical and in-
sidious element of contemporary big data research. 
(Recuber, 2016.) When the number of research sub-
jects is so high, individually they tend to vanish in the 
haze of the overarching term “big data”. However, the 
“power” exerted per capita over the participants in the 
Facebook experiment can be viewed as rather minimal 
(albeit massive in scale). The experiments carried out 
by Milgram and Zimbardo, on the other hand, caused 
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their participants to suffer severe physical and psycho-
logical stress. 

The ethics of human-subject research is mainly 
about protecting the subject. In this sense, the Face-
book experiment was found ethically questionable. 
Strict assessments of the experiment conclude that the 
study indeed “harmed” its participants (albeit almost 
unnoticeably), because it changed the participants’ 
mood (e.g. Bryman & Bell, 2015, p. 141; Grimmelmann, 
2014; Kleisman & Buckley, 2015, p. 181). However, if 
harming is defined as changing a participant’s mood, 
then a vast quantity of empirical research on humans is 
harmful, especially research that requires face-to-face 
interaction. In general, big data studies or techniques to 
test or predict personality or actions might not be legally 
problematic but they do undermine a “sense of individ-
uality on a personal level”, claims Schroeder (2014, p. 7). 

Facebook has experimented on its users before, 
and has published research about it (see e.g. Bond et 
al., 2012; Chan, 2015, p. 1081; Simonite, 2012). How-
ever, these experiments were explicit in their intention 
to influence users. For example, in 2010 on the day of 
the US congressional elections, Facebook encouraged 
randomly assigned users to vote, managed to increase 
voting activity, and afterwards published an article 
about it in Nature (Bond et al., 2012). Moreover, in 
2012 Mark Zuckerberg, the CEO of Facebook, used Fa-
cebook to encourage people to register as organ do-
nors, after which organ donor enrollment increased 
significantly in the US (Simonite, 2012). These forms of 
“manipulation” did not raise as much ethical debate as 
the experiment we discuss here did. The reason for this 
might be that people see explicit forms of intended ma-
nipulation as more acceptable than covert forms, even if 
the explicit manipulation attempts to elicit significantly 
greater change in the subject than the covert form.  

Research ethics are often implemented more strict-
ly in the academic world than in the corporate research 
environment. Then again, the ethical views of social 
media users might be quite flexible, and a lot of how 
users relate to being studied and experimented on by 
researchers depends on the application of the results 
(Kennedy et al. 2015, pp. 8-10). It seems like people do 
not want to be experimented on for the sake of an ex-
periment but they are more likely to accept it if the ex-
periment might result in some kind of benefit for 
themselves or others. Many people also do not mind 
commercials or other manipulations—even outright 
propaganda—as they are often part of the deal be-
tween users and service providers (cf. Searls 2015 on 
ad blockers). In the case of the Facebook experiment, 
even though scholars did not read any status updates, 
some people still felt that their privacy was violated. 
The problem in these kinds of cases is often the fact 
that one has a feeling of being private while actually 
being public (Kennedy et al., 2015, p. 13). According to 
Chan (2015, p. 1080), the fact that neither Facebook 

nor Cornell University—the two parties involved in 
conducting the study—apparently anticipated the pub-
lic backlash they would face for the data manipulation 
shows “the vast disconnect between the research cul-
ture of big data (whether based in corporate or aca-
demic institutions) and the general public’s cultural 
expectations.”  

4. The Problem of Informed Consent 

It is the “informed” in informed consent that is the 
other major ethical research issue in the experiment 
that worried both the general public and academia (see 
e.g. Kahn et al., 2014, p. 13677). Cornell University re-
searchers (Guillory and Hancock) analyzed the data af-
ter Facebook (Kramer) had collected them. The study 
therefore did not go through an ethical review at Cor-
nell University, which might have been critical of how 
the informed consent of the participants was going to 
be secured (Paolillo, 2015, p. 50). In the article, re-
search ethics is discussed in two sentences (Kramer et 
al., 2014, p. 8789). The first sentence states that the 
researchers themselves did not read any of the texts 
analyzed for the experiment as a linguistic software 
program was used to analyze the data. The other sen-
tence declares that the data collection “was consistent 
with Facebook’s Data Use Policy, to which all users 
agree prior to creating an account on Facebook, consti-
tuting informed consent for this research.” In other 
words, the authors interpreted Facebook’s user 
agreement to mean informed consent.  

In that case, the level of informedness is highly de-
batable, as most users of Facebook do not read or 
completely understand the data use policy (Flick, 2016, 
p. 17; see also Kennedy et al., 2015, pp. 10-15). When a 
user accepts the terms and signs up for Facebook, he 
or she is informed that the service provider will use the 
personal data for all sorts of things (Facebook, 2015a). 
The user might give their consent but is most likely not 
well informed, since the description of the data use 
policy is not very precise (see e.g. Grady, 2015, p. 885; 
Sloan, Morgan, Burnap, & Williams, 2014, p. 16.). For 
example, at the time of the experiment, the research 
use of personal data was not mentioned although, fol-
lowing the wide publicity the experiment received, it 
has subsequently been added to the policy.  

Kleisman and Buckley (2015; see also Bail, 2015, p. 
23) hold the view that because the authors of the Fa-
cebook experiment could have asked for proper in-
formed consent from the users, they should have done 
so. It does not matter whether the research is unlikely 
to cause harm or if it is beneficial or otherwise im-
portant: consent is always essential if it can be ob-
tained. The scholars should at least have informed 
those users who were affected afterwards (Recuber, 
2016, p. 54; see also McKelvey, Tiessen, & Simcoe, 
2015, pp. 580-581). A month after the publication of 
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the experiment, PNAS’s Editor-in-Chief, Inder M. Ver-
ma (2014), added a foreword to the contested article. 
It was entitled “Editorial Expression of Concern and 
Correction” and it defended the authors’ ethical choic-
es by separating Facebook’s data collection process 
from the actions of Cornell University. Readers were 
reminded that it was a non-academic private company 
(= Facebook’s Kramer) that gathered the data, and the 
academics (= Cornell’s Guillory and Hancock) only ana-
lyzed them. However, as the responsibility fell partly on 
the journal (see e.g. Kahn et al., 2014, p. 13679), Verma 
(2014, p. 10779; see also Schroeder, 2014, pp. 2-3) did 
concede that perhaps everything was “not fully con-
sistent with the principles of obtaining informed con-
sent and allowing people to opt out.”  

Many human-subject big data scientists know that a 
strict interpretation of the opting-out option makes 
their research extremely difficult. The problem is fur-
ther complicated by the fact that in many cases the da-
ta are not collected by academics but by third parties 
such as Facebook. Should the data collectors abide by 
the ethical research norms of academia? If they did, 
there would be a lot of ethical problems, particularly 
with data produced by third parties, such as filmed 
footage, photographs, Google Street View data, tele-
vised rock concert recordings, and so on. Even if partic-
ipant anonymity was secured, the human subjects in 
these cases could not opt out. If scholars did not have 
to worry about opting out as an ethical norm, they could 
team up with someone outside of academia to do their 
“dirty work” (see e.g. Kahn et al., 2014, p. 13677; Wrzus 
& Mehl, 2015, p. 264; cf. boyd, 2014.). On the other 
hand, one could say that a person can opt out of any Fa-
cebook experiment by not signing up for Facebook in the 
first place—just like a potential participant in a psychol-
ogy experiment can decide not to attend the experiment 
if he or she does not want to be manipulated.  

In general, an ethically pragmatic social media us-
er’s informed consent is more like meta-informedness, 
or “implicit informed consent” (Bryman & Bell, 2015, p. 
139), where the user knows that for example Facebook 
will do various known and unknown things with its user 
data but is unlikely to do anything that is morally too 
dubious—although it has been observed that users 
tend to underestimate the level of their privacy when 
they are excited about a social media application (Kehr, 
Kowatsch, Wentzel, & Fleisch, 2015). For most users, 
Facebook’s data policy is thus a reasonably informed 
and fair trade-off between the user who gets to use the 
service without a fee, and the service provider who gets 
to sell the data to third parties such as advertisers (Ken-
nedy et al., 2015, p. 12; see also Hutton & Henderson, 
2015, p. 178). This is actually the common logic of com-
mercial media, and the “ethical fig leaf” (O’Hara, Ngu-
yen, & Haynes, 2014, p. 4) of a social media researcher. 

As Chan (2015, p. 1080; see also Aiken & Mahon, 
2014, p. 4) notes, Facebook’s data use policy “enables 

any user to potentially become an experiment subject 
without need for prior consent”. In the end, a scholar 
interested in research ethics might ask if there is any-
thing ethically new in the Facebook experiment. People 
were studied without their knowing about it but they 
had allowed it by signing up for Facebook. (Schroeder, 
2014, p. 3; see also Zwitter, 2014, p. 1.) Certainly com-
panies have been doing experiments with only vaguely 
informed consent before, as have psychologists, so 
many people think the Facebook experiment is merely a 
recent example of an old ethical research issue 
(Schroeder, 2014, pp. 1-2; cf. Selinger & Hartzhog, 2016).  

In a way, the Facebook user agreement is similar to 
the informed consent form the participants in most 
psychological experiments have to fill out. Participants 
are informed that they (and the data they will produce) 
will be used for scientific purposes but the participant 
might not know exactly what those purposes are. He or 
she might even be deceived about the real purpose of 
the study to which they have consented. The message 
of informed consent is, “I trust you. Do what is need-
ed.” Perhaps the only new aspect in this case is that 
there are over a billion people on Facebook every day. 
It is an essential networking tool for a large amount of 
people, many of whom are dependent (to a greater or 
lesser extent) on the service. This means that its user 
agreement is not necessarily an ethical act between two 
equal parties: opting out of an experiment becomes 
equal to opting out of a significant part of one’s social 
life (see e.g. Gertz, 2016). One might therefore suggest 
that a participant might be sufficiently informed but the 
question of consent is more controversial.  

After multiple critical reviews of the experiment, 
Mike Schroepfer, the Chief Technology Officer for Fa-
cebook, wrote an apologetic post for Facebook’s News-
room. According to him, they should have “considered 
non-experimental ways” to do the research. Also, the 
research would have “benefited from more extensive 
review by a wider and more senior group of people”. 
Schroepher also notes that they did not inform the 
public about the experiment well enough (Schroepfer, 
2014). Schroepher also introduced a new framework of 
research that Facebook is going to implement. It in-
cluded clearer guidelines for researchers, a more ex-
tensive review stage, and training (including on privacy 
and security matters), as well as the establishment of a 
special research website (Facebook, 2015b).  

Describing the new guidelines section, Schroepher 
announced that a more enhanced review process 
would be conducted prior to research if the intended 
research focused on “studying particular groups or 
populations (such as people of a certain age) or if it re-
lated to content that may be considered deeply per-
sonal (such as emotions).” Also, a further review would 
be conducted if there was any collaboration with the 
academic community. The statement ends with trying 
to convince the reader—supposedly a daily Facebook 
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user—that Facebook wants to do research “in a way 
that honors the trust you put in us by using Facebook 
every day.” (Schroepher, 2014.) This seems to be Face-
book’s way of admitting that the experiment lacked in-
formed consent. Perhaps for PR reasons as well as due 
to potential legal issues, Schroepher could not say out-
right that the experiment failed to obtain informed 
consent (cf. Verma, 2014).  

5. Discussion  

In this article we have shown how the debate around 
the Facebook experiment brings up two crucial and in-
terrelated themes of research ethics: research as ma-
nipulation, and the problem of informed consent. The 
debate around the experiment shows that the era of 
big data research demands some rethinking of research 
ethics. Although the two key issues presented here are 
not unique to contemporary research but had been 
debated for decades before big data research came in 
(see e.g. Faden & Beauchamp, 1986; Roelcke, 2004), 
the unprecedentedly large amount of human subjects 
that are called for in such research has led to a need 
for special scrutiny. At the same time, it seems that the 
ethical evaluation of such experiments is based on the 
classical ethical stances of utilitarianism or deontology. 
The proponent of the former sees little or no harm 
done in such an experiment and no loss of happiness 
caused by it, while the proponent of the latter consid-
ers that, regardless of the degree of actual harm, hu-
man integrity has been violated (see e.g. Ess, 2013, pp. 
256-262; Harman & Cornelius, 2015, p. 58; Shrader-
Frechette, 2000). 

Reaching any ethical consensus about the Facebook 
experiment is further impeded by disagreements over 
the definition of key concepts such as the “harm” done 
to human subjects, and their “informed consent”. 
When academic research ethics is so vague, it might 
seem simpler for scholars to leave it to the law and us-
er agreements to define the ethics of the research. 
However, according to Chan (2015, p. 1082; see also 
Paolillo, 2015, p. 50; Burgess & Bruns, 2015, p. 99), 
commercial companies’ ethical research standards 
should not be allowed to spread to the academic world. 
Flick (2016; see also Halavais, 2015, p. 592) agrees and 
thinks that the commercial and academic sectors should 
negotiate and agree on standards, but without making 
any concessions in the commercial companies’ favor. 
However, as universities’ opportunities to cooperate 
with private companies working with big data increase, 
the opportunities to leave the problematic ethics of da-
ta collection to companies increase likewise. 

Mike Schroepher, the Chief Technology Officer of 
Facebook, stated that Facebook should have communi-
cated “clearly why and how” they did the experiment 
(Schroepfer, 2014). The statement implies that a per-
son is deprived of optimal well-being if the reasons and 

methods of any actions carried out on him or her are not 
properly communicated. On the other hand, one could 
easily claim the opposite: a person suffers less when he 
or she does not know or notice anything about such ac-
tions. As Stilgoe (2015, pp. 46-47) observes, the Face-
book experiment was rare in being openly published and 
publicly scrutinized, since most such experiments are 
conducted in secret. We can wonder if people were out-
raged about the experiment because Facebook altered 
its users’ states of mind or because it reminded them 
that their states of mind are being altered all the time by 
all kinds of things, people and organizations (see e.g. 
boyd, 2016; see also Kehr et al., 2015). 

At the same time, Kennedy et al. (2015, p. 2) ob-
serve that there has been little research about what 
social media users themselves actually think about be-
ing observed, studied and—we would add—
experimented on. This is rather disconcerting, given 
the massive number of people that use social media 
and are in some form or other observed and experi-
mented on by researchers. Perhaps surprisingly, the 
social media users Kennedy et al. (2015, pp. 3-4) stud-
ied seemed to be concerned about privacy, but mainly 
about social privacy. That is, they wanted to be sure 
that they could choose which individuals in their net-
work have access to their personal information. They 
were not so worried about institutional privacy, or “the 
mining of personal information by social media plat-
forms, commercial companies and governments”. Alt-
hough we are talking about only one study, there is 
reason to suggest that the ethical criticism of the Face-
book experiment made by academics might not reflect 
users’ worries. This is a topic that should be further 
studied, as it would be relevant for research ethics in 
the era of social media to be more grounded in the us-
er level. A more holistic and inclusive ethical research 
study would ensure that researchers do more than de-
fine what is morally optimal in big data research; or, as 
Tama Leaver (2013) states, “Big Data needs Big Ethics, 
and we don’t have them yet.” 

If we go further into the ethical implications of so-
cial media experiments that aim to enhance user expe-
rience, we are faced with a more profound ethical 
challenge than a discussion of manipulation and in-
formed consent reveals. If in Facebook we are fed im-
agery that further filters our experiences of the “real” 
world, then what are the ethical ramifications of re-
searchers teaming up with companies that aim to give 
people “the experience they want” (Simonite, 2012)? 
Would the companies be in charge of the “hard ethical 
choice…of what content to show…without oversight, 
transparency, or informed consent” (boyd, 2014)? The 
way media and new media influence our perceptions 
of reality has already been widely studied (e.g. Fair-
clough, 1995; Macey, Ryan, & Springer, 2014) but there 
has been little consideration so far of the ethics of aca-
demics taking part in these kinds of studies. 
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The way big data is “all at once essential, valuable, 
difficult to control, and ubiquitous” seems to be re-
flected in our complex, context-dependent attitudes 
toward it (Pushcmann & Burgess, 2014, p. 1695). Gertz 
(2016, p. 56) notes that despite the Facebook contro-
versy, the number of Facebook users is still growing. At 
the same time, users’ autonomy seems to be diminish-
ing. From this it can be concluded that many users do 
not mind the asymmetrical relationship they have with 
the service provider. As Ess (2013, p. 254) notes, “our 
engagements with new digital media appear to bring in 
their wake important transformations in our sense of 
self and identity.” Our “foundational conception of au-
tonomous self” that has legitimated concepts of priva-
cy that “modern liberal-democratic” states respect 
seems to be changing. Perhaps the question we should 
ask is primarily existential rather than ethical, as Gertz 
(2016, p. 61) suggests. According to him, we should 
first think about the increasingly significant role tech-
nology plays in our lives. If we accept it, then we can 
have a more meaningful discussion on the ethics of 
scholars experimenting with it.  
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1. Introduction 

The ever-increasing popularity of social media plat-
forms has made them alluring from the point of view of 
academic research. Researchers now have a unique 
and cost-efficient opportunity to examine and under-
stand behaviours and beliefs in naturalistic contexts, 
and to reach populations which may be hard to reach 
otherwise (Madge, 2007; Moreno, Goniou, & Moreno, 
2013). At the same time, the easy availability of re-
search data made possible by social media raises new 
ethical questions such as what is public and what is pri-
vate. Moreover, the prevailing ethical guidelines may 
not be applicable in all research settings. Therefore, 
the basic principles of ethical research conduct associ-
ated with respecting the autonomy of research sub-

jects, avoiding harm, and protecting privacy and data, 
are extremely topical, and more discussion and under-
standing is needed about their implications in the con-
text of relatively new electronic environments 
(Bruckman, 2006; Dennen, 2012; Finnish Advisory Board 
on Research Integrity, 2009; Hine, 2000; Kozinets, 2010; 
Markham & Buchanan, 2012; Zimmer, 2010). 

This paper, written from the Finnish perspective, 
focuses on ethical issues related to the study of discus-
sions on Internet forums—or, more specifically, virtual 
communities. Virtual communities, or online communi-
ties, are Internet-based communication forums or so-
cial networks where interaction is based on computer–
mediated communication (Lakkala, 2010; Manninen & 
Nevgi, 2000). In these communities, participants typi-
cally have a common interest, like product develop-
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ment or the use of social media tools at work (Kosonen, 
2009; Wasko & Faraj, 2005). These communities are also 
characterised by “public discussions long enough, with 
sufficient human feeling, to form webs of personal rela-
tionships in cyberspace” (Rheingold, 1993, p. 193). 

During our ongoing research project (Kantanen, 
Manninen & Kontkanen, 2014), we have explored 
learning, communication and innovation generation, in 
both a national and global online community. During 
the different phases of our project, we have tackled 
several ethical issues. The questions we have asked 
have included, for example: Do we need an official eth-
ical review when studying a global LinkedIn communi-
ty, administered from the United States? Are we 
studying a public or private forum? Are community 
postings exempt? Does our study qualify as human 
subjects research? What would be an appropriate way 
to recruit research participants? How would we gain in-
formed consent, and is it always necessary? How should 
we behave in an online forum when observing partici-
pants? How can we safeguard the confidentiality of par-
ticipants’ contributions when reporting the study? 

Ethical questions are complicated in the real world 
but they are even more complex in the virtual envi-
ronment. Such questions are related to the concepts of 
public and private, confidentiality, the integrity of data, 
reputational risks, intellectual property issues, and 
whether the research qualifies as human subjects re-
search or not. Other issues include participant recruit-
ment, disclosure of presence, and citing, anonymising 
and crediting when reporting and disseminating re-
search results (Bassett & O’Riordan, 2002; Bruckman, 
2006; Buchanan & Zimmer, 2013; Hine, 2000; Kozinets, 
2010; Markham & Buchanan, 2012; Turtiainen & 
Östman, 2013; Walther, 2002). 

The remainder of this paper is organised as follows: 
Section 2 clarifies different ethical questions concern-
ing Internet research. Section 3 describes our study, 
the empirical case, and the ethical issues involved with 
it. Section 4 discusses these issues, and our conclusions 
follow in Section 5. 

2. Internet Research Ethics  

The Finnish Advisory Board on Research Integrity 
(2009) defines the ethical principles of research in the 
humanities and social and behavioural sciences in 
three regards: (1) respecting the autonomy of research 
subjects; (2) avoiding harm; and (3) privacy and data 
protection. Respecting the autonomy of research sub-
jects means, before all, voluntary participation based 
on informed consent. Harm can be mental, financial or 
social, and can occur during the collecting of data, re-
taining of data, or during the publishing of research re-
sults. Privacy and data protection involve issues related 
to protecting research data and confidentiality, storing 
and destroying data, and publishing research results. 

The Advisory Board guidelines emphasise a balance be-
tween confidentiality and the openness of research.  

Rosenberg (2010) shows how boundary work has 
challenged Internet researchers and revitalised the dis-
cussion about research ethics. For example, boundaries 
between private and public are often blurred. Rosen-
berg summarises the general principles of ethical mat-
ters: researchers should maximise benefits and 
minimise harm, people must be treated fairly and 
equally, research subjects should be treated as auton-
omous individuals, and those with diminished autono-
my must be entitled to protection (Rosenberg, 2010). 

One of the key issues in Internet research is whether 
to use the Internet as a practical research tool (e.g., 
online questionnaires, Internet–mediated research or 
online research practice), as a research data source (i.e., 
studies in the web), or as a research object (i.e., studies 
about the web) (Turtiainen & Östman, 2013). Turtiainen 
and Östman (2013) remind us that, often, all of these el-
ements create a research environment that requires, for 
example, awareness of source criticisms, knowledge of 
cultural practices associated with the specific research 
environment, knowledge about how the data has been 
created, and an understanding of how research subjects 
perceive the publicity or privacy of their web presence.  

Specific ethical questions related to virtual envi-
ronments have become topical since 2000 (Turtiainen & 
Östman, 2013). Madge (2007) identifies five key issues 
discussed in the literature on online research ethics: in-
formed consent, confidentiality, privacy, debriefing and 
netiquette. All of these issues will be discussed later 
from the point of view of our study. By netiquette, 
Madge refers to the often flexible codes of conduct or 
guidelines applied in Internet communication, includ-
ing phenomena like flaming and online harassment. 
Tavani (2006) discusses ethical issues related to the in-
creasing use of cybertechnology, which refers to a wide 
range of computing and communication systems. He 
calls for cyberethics as “a field of applied ethics that 
examines moral, legal, and social issues involving 
cybertechnology” (p. 19). According to Tavani, profes-
sional codes of conduct can often help to resolve pro-
fessional ethics issues, which is also what the different 
ethical guidelines are meant for. To our knowledge, the 
most advanced recommendations and guidelines con-
cerning Internet research come from the Association of 
Internet Researchers (AoIR) and its Ethics Working 
Committee. They outline general principles that are 
meant to guide decision-making in Internet research, 
regardless of rapidly changing technological contexts 
(Markham & Buchanan, 2012). Markham and Buchan-
an call for guidelines rather than a code of practice to 
ensure the flexibility of research and the usefulness of 
those guidelines in different research contexts. The 
major issues or considerations identified in the AoIR 
guidelines are: (1) questions of human subjects re-
search; (2) publicity and privacy; (3) are we studying 
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text or persons; and (4) top–down versus bottom–up 
approaches to ethics (Markham & Buchanan, 2012). 
Regarding the last tension, Markham and Buchanan re-
fer to the need for researchers to balance between 
contextual, case–based requirements, and disciplinary, 
institutional, legal and cultural constraints. 

McKee and Porter (2009a) developed an inquiry 
strategy to guide decisions about research ethics. They 
“believe that ethical decision-making for research must 
be systematic, deliberative, collaborative, and multidis-
ciplinary in order to be valid” (p. 7), and offer a frame-
work for those criteria. According to them, researchers 
must recognise the special circumstances of each case 
and be able to situate their case in proximity to other 
parallel cases and to community expectations in par-
ticular (McKee & Porter, 2009a). Instead of codes of 
practice or guidelines, they emphasise case-based pro-
cesses that would help researchers with their decision-
making in the ever-changing Internet environment 
(McKee & Porter, 2009b). 

Ethnographic research has an interest in cultures 
and cultural meanings with an emphasis on the insider 
view, as well as in language and rhetoric (Eriksson & 
Kovalainen, 2016). Robert V. Kozinets coined the con-
cept of netnography, which refers to ethnography con-
ducted online. According to Kozinets (2010, p. 60): 
“Netnography is participant-observational research 
based in online fieldwork. It uses computer-mediated 
communications as a source of data to arrive at the 
ethnographic understanding and representation of a 
culture or communal phenomenon.” 

Kozinets (2010) maintains that “pure” ethnography 
studies communities or cultures, without important 
online elements, through face-to-face interaction and 
data collection, while “pure” netnography does the 
same, without important in-person elements, through 
entirely online interaction and data collection. There-
fore, Kozinets challenges another pioneer of virtual 
ethnography, Christine Hine (2000, 2005), who main-
tains that online ethnography is always partial because 
the online experience is only one aspect of the social 
experience, and also because the culture or community 
studied does not have the field site needed for a holis-
tic description of the culture.  

The nature of our study in relation to netnography 
is examined further in the following section. 

3. The Empirical Case and Its Ethical Challenges 

In our project, our aim is to analyse learning, commu-
nication and innovation generation in virtual communi-
ties. Our data is derived from discussion threads 
published in online forums, as explained in Table 1. 

In our pilot study (Kantanen et al., 2014), we exam-
ined a Finnish web-based community intended for 
those interested in using social media tools in teaching 
and learning (Sometu; http://sometu.ning.com). As of 
September 2013, that community, Sometu, had 4,828 
members. The research question in our pilot study was: 
What are the prerequisites of learning and innovation 
development in virtual communities of practice used by 
professionals? In the more recent study (Kantanen & 
Manninen, 2014), the empirical data were collected 
from the international LinkedIn group Higher Education 
Teaching and Learning (HETL), founded in February 
2010. As of January 2016, the group has 63,124 mem-
bers. The HETL LinkedIn group is a network of profes-
sionals who participate by using their own names, job 
titles and photos. The research question of this study 
is: How can discussions in virtual communities contrib-
ute to professional learning and development? In addi-
tion to these studies, our project included Master’s 
theses writers who use the HETL discussion threads as 
data. One completed thesis analysed the sense-making 
process in a discussion thread concerning the use of 
electronic devices in class (Tiiliharju, 2015). 

This paper focuses on the ethical issues related to 
our HETL LinkedIn group study because its global na-
ture allows more diverse ethical issues to be discussed 
than national forums. In 2010, at the advent of social 
media expansion, there was an exciting discussion 
thread in the HETL LinkedIn community. The opening 
question was: “Do you accept your students’ invitations 
to connect on Facebook and other social networks?” The 
discussion continued over seven months and included 
about 280 discussants from over 190 organisations. Al-
together, there were 508 replies. When printed out, 
the data were 135 pages long. We are interested in

Table 1. Virtual communities of practice project. 

 Online Community Practitioners Studied Data Approach/Methods 

Pilot study Finnish community Social 
Media Supporting Web-
Learning (Sometu) 

Higher education and 
business experts involved 
in the use of social media 
in education 

Discussion 
threads 

Qualitative content 
analysis (ATLAS.ti) 

Current study Global LinkedIn 
community, Higher 
Education Teaching and 
Learning (HETL) 

Higher education and 
business experts involved 
in higher education and 
learning 

Discussion 
threads, 
online 
observations, 
interviews 

Qualitative content 
analysis (ATLAS.ti), 
Virtual ethnography 
(netnography)  
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both the process and the content of idea and innova-
tion development in the forum. We have already stud-
ied how new ideas and innovations are developed on 
virtual forums, and what kinds of ideas and innovations 
are developed. In this paper, the focus is not on our re-
search results, but on different ethical issues related to 
the study of this global virtual community of education 
experts. 

Our study qualifies as Internet research because we 
utilise the Internet to collect data, study how people 
use the Internet through observing participation in vir-
tual forums, utilise datasets available via the Internet, 
and employ content analysis to study the web (Mark-
ham & Buchanan, 2012). Drawing on Kozinets (2010), 
we can consider our study a netnography because we 
enter discussion forums as researchers, use discussion 
threads as natural data, observe participants on the fo-
rum, and also participate in the discussions ourselves. 
We are both members of the HETL group, and one of us 
also participated in the Facebook friending discussion 
thread. According to Kozinets (2010), netnographers 
should spend significant time interacting within and 
becoming a part of an online community. We see this 
participation as an advantage in our attempt to under-
stand the innovation development process and com-
munication of the group. Moreover, we claim that our 
thorough understanding of the context, culture and 
dynamics of the target forums contributed to the quali-
ty of our research because we were able to interpret 
our data from the point of view of our informants (Tur-
tiainen & Östman, 2013). 

3.1. Challenge 1: Ethical Review 

We completed our literature review on virtual commu-
nities in early 2013 (Kantanen et al., 2014) and were 
ready to proceed to the data collection phase of our 
study. We thought that it would be a good idea to have 
the Committee on Research Ethics (equivalent to insti-
tutional review boards, or IRBs, in the U.S.) of our 
home university evaluate and approve our research 
plan. In our country, and in the field of the humanities 
and social and behavioural sciences, an ethical review 
is needed if the study involves an intervention in the 
physical integrity of subjects, deviates from the princi-
ple of informed consent, involves children under the 
age of 15, exposes research subjects to strong stimuli 
and evaluating possible harm requires expertise, has 
the potential to cause long-term mental harm, or poses 
a safety risk to subjects (Finnish Advisory Board on Re-
search Integrity, 2009). None of these elements were 
involved in our planned project; however, we intended 
to study the global LinkedIn forum, HETL, operated 
from within the United States, and concluded that ob-
taining ethical approval would be advisable. The Chair 
of the Committee assured us that our national proce-
dure is very cautious, and that the evaluation of ethical 

aspects of the research plan would be valid anywhere 
in the world. 

Neither of us had previous experience with ethical 
reviews because, in our fields of business and adult ed-
ucation, the standard research process does not in-
clude ethical reviews—as it often does, for example, in 
the field of health research. Moreover, Finland has of-
ten been characterised as a high-trust society (e.g., 
Korhonen & Seppälä, 2005), which includes trust to-
wards institutions, such as universities and their re-
searchers. Therefore, many research environments 
have been accessible to our researchers without com-
plicated application procedures. 

Our first application was returned for revision, as 
was the second application. At this stage, however, we 
had come far enough that no Committee meeting was 
needed; but we nonetheless had to make final chang-
es, which would then be evaluated and accepted—or 
rejected—by the Chair and the Secretary. In total, the 
process from the first application to the supporting 
statement took 1.5 years. There were several reasons 
for the delay. First, the instructions given and the struc-
ture and themes of the application form were poorly 
applicable to the type of Internet research we were 
planning. For this reason, we found it difficult to an-
swer the questions as specifically as was required. 
Moreover, we were quite frustrated and not able to 
rewrite the application because of other duties. It was, 
indeed, very difficult to make decisions about possible 
ethical issues in advance of our study (Markham & Bu-
chanan, 2012). 

The HETL forum founder, who is the central gate-
keeper when accessing the forum, accepted the ethical 
review from our home university, but it was a long pro-
cess to gain the ethical approval. We obviously applied 
for the ethical review without fully thinking through 
the different aspects of Internet research ethics. Had 
we known then what we know now, our application 
would have been accepted in the first round. Our 
struggle with the ethics committee triggered a more 
profound understanding of the different and often 
complex dimensions of Internet research ethics. Be-
cause we have realised that both our students and fel-
low researchers sometimes have quite a nonchalant 
attitude towards ethical issues and Internet data, we 
wish to share what we have learned.  

3.2. Challenge 2: Public or Private Forum 

Like many other social media researchers, we pon-
dered whether the HETL LinkedIn group was a public or 
private forum, or if it was a text more than it was a 
place. If it was a place, was it a public place? If it was a 
text, could it be quoted like a book? Or, could it be 
treated like the Letters to the Editor section in news-
papers, where readers submit their input knowing that 
it will be made publicly available to all readers?  
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If the discussions can be considered a text, then the 
focus is totally different from the point of view of eth-
ics than when dealing with human subjects. Could we 
observe LinkedIn discussants just as we would observe 
people in a public place? Or could we consider their in-
puts in the forum as texts? Does it make a difference if 
the discussion thread studied is several years old, as 
compared to a synchronous discussion? 

McKee and Porter (2009b) make a distinction be-
tween a space and a place. If an Internet site is seen as 
a space, it is primarily a medium of publication, and the 
focus of research is mainly on what is published. If it is 
a place, people gather there to discuss and to share, 
and the focus of research is on people instead. The 
dominant view has long been that the Internet is a so-
cial domain, and this has led to “an imperative to apply 
restrictions from the human subjects model” (Bassett 
& O’Riordan, 2002, p. 234). The Internet is neither pub-
lic nor private. It is neither a place (residence) nor a 
space (publication medium). As Kozinets (2010) ex-
plains, it is actually many types of social interaction, in-
cluding chats, blogs, soundclips, and videos. 

Private information is such that an individual can 
expect it to not be monitored or collected, or made 
publicly available. However, questions of publicity and 
privacy are complicated in virtual environments. Even 
on public forums, people may have expectations of pri-
vacy, or find it inappropriate that their inputs are read, 
collected or analysed by external parties (Dennen, 
2012; Markham & Buchanan, 2012; Walther, 2002; 
Zimmer, 2010). Even with postings on public discussion 
forums, people do not expect that their inputs will be 
analysed. For example, in a public virtual world like 
Second Life, users consider their virtual homes to be 
private (Rosenberg, 2010). Also, public blogs have been 
considered to be a part of their writers’ identity and 
should not be treated as publicly available data (Den-
nen, 2012; Markham & Buchanan, 2012). Dennen 
(2012) maintains that the only reliable way to evaluate 
a research subject’s desire for privacy is to request his 
or her consent to participate in research.  

In our case, our data, the Facebook friending thread 
in the HETL LinkedIn forum, can be considered as text 
because it was active several years earlier and is, there-
fore, archived material. Moreover, the question of pub-
licity was clarified in the HETL Policy, which was 
published after we started our project. The Policy 
states that “The HETL LinkedIn discussion forum (i.e., 
global online community or practice) is considered a 
quasi-public group for the purpose of academic re-
search and existing postings are therefore exempt. 
However, researchers must get approval from the HETL 
IRB before starting any research project involving this 
discussion forum data” (https://www.hetl.org/hetl-
research/). The Institutional Review Board (IRB) was 
founded after we started our study, but the use of fo-
rum postings was approved by the HETL forum’s 

founder, Dr. Patrick Blessinger, and we have commit-
ted to keeping him, as well as the Chair of the HETL Re-
view Board, informed about the different phases of our 
project. 

3.3. Challenge 3: Human Subjects Research—Or Not? 

The definition of human subjects research matters be-
cause in many countries, like in the U.S., approval by 
the Institutional Review Board (IRB) is always required 
when researching human subjects (Bruckman, 2006). A 
study becomes human subjects research when the re-
searcher deals and interacts with a living person 
(Bruckman, 2002). But do we interact with living per-
sons when studying the LinkedIn group discussion 
threads? 

“Human subjects research is research in which 
there is an intervention or interaction with another 
person for the purpose of gathering information, or in 
which information is recorded by a researcher in such a 
way that a person can be identified through it directly 
or indirectly” (U.S. Department of Health & Human 
Services, 2009).  

The concept of human subjects research, which was 
originally related to the treatment of persons in medi-
cal experiments, still defines ethical research consider-
ations (Markham & Buchanan, 2012). The concept has 
also been criticised by, for example, Bassett and 
O’Riordan (2002, p. 244), who claim that “research that 
positions the Internet as a social space containing cul-
tural activity ripe for observation ignores the range of 
textual applications that the Internet supports.” 
Bruckman (2002) suggests that, instead of human sub-
jects, we should talk about “amateur artists” who use 
the Internet as a playground to create semi-published 
work. 

According to the definition above, ethnographic In-
ternet research (netnography) is human subjects re-
search. However, research use of spontaneous 
conversations, gathered in a publicly accessible venue, 
is not human subjects research, according to the Code 
of Federal Regulations (2009) that governs Institutional 
Review Boards (IRBs) in the United States (Kozinets, 
2010). The Association of Internet Researchers reminds 
us that because there are individual persons involved 
in digital information, researchers might need to con-
sider principles related to research on human subjects 
(Markham & Buchanan, 2012). 

Terms such as harmful, vulnerable, or personally 
identifiable information may be more relevant than the 
human subjects model, at least outside of the regulato-
ry framework of research ethics (Markham & Buchan-
an, 2012). Instead of the spatial models behind the 
human subjects view, Bassett and O’Riordan (2002) 
suggest a hybrid model of relational ethics that would 
incorporate text, space and bodies and thus extend the 
limited application of the human subjects model. They 
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argue that the human subjects research model is too 
narrow and does not consider the Internet as a cultural 
production of texts. 

The conclusion is that research of publicly accessi-
ble conversations—or even semi-public conversations, 
like in our HETL case—is not human subjects research, 
but this does not exclude the need to consider ethical 
principles of avoiding harm and protecting privacy. 

3.4. Challenge 4: Participant Recruitment and Informed 
Consent 

When we discuss recruiting participants for research, 
we address two separate issues: first, under which 
conditions can we use the HETL discussions as research 
material; and second, what kind of process should be 
applied when recruiting HETL members for additional 
interviews.  

In our study, we have thus far only been dealing 
with forum discussions. Because the HETL policy con-
siders group postings exempt for academic research, 
we have not yet been involved in participant recruit-
ment when studying forum postings. Also, Kozinets 
(2010) states that a netnographer’s normal, asynchro-
nous actions in online communities do not require in-
formed consent. However, we are aware that there are 
different points of view about this. In the U.S., a utili-
tarian stance may prevail, meaning that benefits to so-
ciety are weighed against potential risks; whereas in 
Central and Northern Europe, a deontological or com-
munitarian stance that does not compromise confiden-
tiality and anonymity may be taken (Markham, 2006, p. 
48). Despite our Finnish background, we have adopted 
the Anglo-American view because the focal group for 
our study is an online forum administrated from the U.S. 

The question of informed consent will become rele-
vant at the next stage of our project because informed 
consent is always required for interviews. Also, the 
HETL Policy states that when collecting research data 
directly from research participants, researchers must 
first get approval from the HETL Institutional Review 
Board and receive informed consent from the research 
participants (https://www.hetl.org/hetl-research/). In 
the ethical review that we went through, the consent 
form that we made on the basis of Kozinets (2010, p. 
194), as well as the process of electronic consent, was 
approved for our research purposes by our local ethics 
committee. 

Enrolling research participants requires contact be-
tween the researchers and the study participants. Sev-
eral sources consider informed consent to be a 
cornerstone of ethical research conduct (e.g., Buchan-
an & Zimmer, 2013). The process of informed consent 
involves the participants becoming aware, through 
conversations, of the purpose of the study, what rights 
and responsibilities participation involves, the risks and 
benefits of the study, possible compensation or costs, 

confidentiality and participant rights (Flicker, Haans, & 
Skinner, 2004; Kozinets, 2010). When studying virtual 
communities, all of this can be done online, and several 
authors advise gathering all relevant research infor-
mation into a project website, and obtaining informed 
consent through a registration page (Bruckman, 2002, 
2006; Kozinets, 2010). This process is recommended 
for adults and non-vulnerable populations, as well as 
when the research is not high risk. 

According to our experience, online groups’ Terms 
of Service and policies are very helpful when pondering 
the question of participant recruitment (see also 
Markham & Buchanan, 2012, p. 8). In our case, the 
HETL Policy requires HETL Institutional Review Board 
approval for any research project, as well as informed 
consent when collecting data directly from forum par-
ticipants. The Policy also helped shape the public–
private division and text–space discussion. Moreover, 
we advise researchers to identify different gatekeepers 
and to discuss their intentions openly with forum 
founders, administrators and group moderators. This is 
what we did with both our national and global group. 
Then, a statement can be added to the informed con-
sent form that specifies that the study plan has been 
accepted by the forum administrator or owner. 

One could also consider the timing of informed 
consent from a different point of view. Several authors 
(Markham & Buchanan, 2012; McKee & Porter, 2009b) 
suggest a process approach to research ethics. One 
may not need consent when collecting the data, but ra-
ther at the reporting and dissemination stage, if one 
wishes, for example, to quote a forum participant 
(Dennen, 2012). Many decisions at this stage pose eth-
ical concerns; for example, which (if any) details to re-
veal about the study site and participants.  

3.5. Challenge 5: Observing the Community 

Much debate exists concerning how researchers should 
behave when observing a virtual community. The gen-
eral rule should be to work as transparently as possible 
because, as Rutter and Smith (2005, p. 90) argue: “the 
ramifications of unethical disclosure are real and ines-
capable.” However, not even the question of disclosing 
your presence is simple in the online environment. In 
our case, it was easy because we did not study syn-
chronous discussions of the HETL LinkedIn group, but 
rather those that had become active several years ear-
lier, and were already archived. However, during po-
tential new phases of our study, these questions may 
become more important. We now have enough 
knowledge to face these questions in an ethical man-
ner; that is, by disclosing our presence as researchers 
to the forum participants or to the discussants of a 
specific thread. 

Kozinets (2010) advises netnographers to always 
disclose their presence, affiliations and intentions. Sev-
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eral authors are unequivocal about identity deception, 
such as Kozinets (2010): “Netnographers should never, 
under any circumstances, engage in identity deception” 
(p. 147). Identity deception may occur on the sites 
studied, but researchers should always identify them-
selves. There are different ways to do this, such as put-
ting information about ongoing research on one’s own 
personal profile (Bruckman, 2006). 

There may be projects that would be unsuccessful if 
the researcher were to disclose his or her presence. 
Hudson and Bruckman (2004) studied how chatroom 
discussants responded to the researchers’ presence 
and/or attendance in their forum and found that they 
reacted with hostility when they became aware of be-
ing studied. Therefore, the researchers considered the 
informed consent process to be impracticable. Sanders 
(2005) observed online communities of sex workers 
without disclosing her presence, as a so-called “lurker”. 
She did not want the participants to alter their behav-
iour, nor did she want to harm the shared community 
or provoke hostility. Sometimes, this kind of anonymity 
may also protect the researcher. There may be some 
unwanted consequences if the researcher were to re-
veal his or her identity and affiliations to certain online 
groups (Sanders, 2005). It is possible that because hos-
tile online behaviour is becoming more common (Jane, 
2015), researchers might need to consider their own 
protection, even when studying relatively “safe” online 
forums—especially if discussed issues are sensitive, 
such as topical discussions revolving around asylum 
seekers. Bruckman (2006) gave an example of a stu-
dent researcher who became the victim of racism on 
the site that he was studying. We know from our home 
university that hostile messages have been targeted at 
researchers working on issues related to immigration 
(Mikkonen, 2015). 

3.6. Challenge 6: Reporting and Dissemination  

Reporting and dissemination ethics apply to the various 
media in and through which research results are pre-
sented: academic journals and reports, conference 
presentations, websites, videos, press releases, inter-
views and information leaflets. Each of these reporting 
and dissemination mediums have their own distinct 
consequences. For example, writing about research 
methods transparently and in detail increases the cred-
ibility of a study.  

It is obvious that there has been a delay in our re-
search publication and reporting efforts because of the 
different ethical concerns we have experienced. The 
ethical questions at this phase of the study include, in 
our experience, questions of citing, anonymising, and 
crediting. Can we mention the HETL LinkedIn group and 
the specific discussion thread studied in our articles? 
Do the participants own copyright over their input in 
the discussion forum? If so, do we need to add author 

references for all cited input? And, if we delete all iden-
tifiers (like names and affiliations) to protect the in-
formants’ privacy, how do we give credit to those who 
contributed innovative ideas in the discussion thread? 

Bruckman (2006, p. 91) states that “one of the 
thorniest problems concerns how to disguise names of 
people and sites.” She asks how the researcher should 
balance the need to protect research participants with 
the need to give credit for their work (Bruckman, 
2002). She uses the metaphor of “amateur artists”, 
meaning that “all user-generated content on the Inter-
net can be viewed as various forms of amateur art and 
authorship” (p. 229); consequently, these amateur art-
ists deserve credit for what they have produced. 

Bruckman (2002) proposes different levels of dis-
guising, on a continuum from no disguise, to light and 
moderate disguise, to heavy disguise. In the case of no 
disguise, the report would have real names or pseudo-
nyms of research subjects and the researcher would, 
therefore, respect the individual’s copyright over his or 
her input. At the other end of the continuum, in the 
case of heavy disguise, the group studied would not be 
named and all identifying details would be changed. 
The report would include no verbatim quotes, and 
some false details might be introduced. It is worth not-
ing that one cannot be careful enough with personal 
data. Zimmer (2010) explains a case where the re-
searchers failed to anonymise their data with infor-
mation about 1,700 college students’ Facebook 
profiles. Even though all of the identifiers were deleted 
or encoded, the university in question was discovered 
and the privacy of research subjects’ sensitive personal 
information was endangered. 

Our case falls into the category of “light disguise” 
(Bruckman, 2002), where the community studied is 
named but participant names and some other identify-
ing details like organisational affiliations are removed. 
We are also going to use verbatim quotes in our pa-
pers, even if they can be used to identify a group 
member with the help of search engines. For example, 
Moreno et al. (2013) advise against direct quotations 
to protect confidentiality. We do not consider this to 
be a problem because, as explained above, our study is 
not of high risk and, therefore, light disguise should be 
enough. Some authors have adopted the utilitarian ap-
proach to research ethics (Markham, 2006). For in-
stance, Bruckman (2002) advises balancing the degree 
of risk against the benefits of the study, while Mark-
ham and Buchanan (2012) advise balancing the rights 
of subjects with the social benefits of the research and 
researchers’ rights to conduct research. 

McKee and Porter (2009b, p. 88) illustrate this issue 
of disguising by constructing a figure within which the 
necessity of informed consent can be assessed accord-
ing to the following variables: Public vs. private, Topic 
sensitivity, Degree of interaction and Subject vulnera-
bility. Each variable should be evaluated along the pri-
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vate–public or high–low scale. At the “low end” of the 
scale, consent may not be necessary; while at the “high 
end” of the scale, consent will most likely be required. 
The authors emphasise that these variables can be 
hard to determine and can also be culture–specific; in 
other words, a sensitive topic for one culture may not 
be sensitive at all for another. That said, our study oc-
cupies the “low end” of the scale in regards to all of 
these variables. 

Importantly, our research question specifically ex-
amines verbatim quotes, not who said them, which 
thus eliminates the need to give credit to discussion 
participants. The main purpose of our study is neither 
to analyse what kind of innovations are generated in a 
discussion nor to examine the behaviour of those who 
generate them. Instead, the objective is to analyse 
online discussions and the internal logic of how text-
based, delayed, asynchronous communication devel-
ops and proceeds in online communities (see Kantanen 
et al., 2014). In other words, we are not interested in 
who wrote what; rather, we are interested in the types 
of input (e.g., questions, experience sharing, reflec-
tions, etc.) generated in online discussions, as well as 
whether such discussions follow the five cycles of value 
creation (Wenger, Trayner & de Laat, 2011). As such, in 
this kind of analysis, verbatim quotes are important—
even mandatory—because the research focus is on 
how text is written. 

Bruckman (2002) suggests that if the study is low 
risk, the researcher could ask the research subjects if 
they want a pseudonym, real name, both, or neither to 
be used. If the study is high risk, it is not appropriate to 
list names or pseudonyms. Minimal risk means, by def-
inition, “that the probability and magnitude of harm or 
discomfort anticipated in the research are not greater 
in and of themselves than those ordinarily encountered 
in daily life or during the performance of routine physi-
cal or psychological examinations or tests” (U.S. De-
partment of Health & Human Services, 2009, Section 
46.102). Our study falls into this category of minimal 
risk. 

Ethical research conduct could and should also in-
clude the sharing of research results with the commu-
nity studied so that corrections in the analysis and 
interpretation of the results can be made when needed 
(Madge, 2007). This kind of conduct might contribute 
to a more positive online environment where the re-
searchers would be met with trust rather than with 
suspicion. We shared the results of our pilot study 
(Kantanen et al., 2014) with the national Sometu com-
munity and received positive feedback from the forum 
administrators. 

4. Discussion 

In the following, we discuss our case in light of the 
basic ethical principles of research defined in our coun-

try: respecting the autonomy of research subjects, 
avoiding harm, and protecting privacy and data (Finn-
ish Advisory Board on Research Integrity, 2009).  

Participation in research must be voluntary and 
based on informed consent. So far, we have not neces-
sarily needed consent because we have been studying 
archived online discussion threads. When interviewing 
participants, we will need their consent, which we can 
gain electronically by using a form accepted by the 
Committee on Research Ethics of our university. The 
form includes the following information for the re-
search subjects: project title, research team members, 
purpose of the study, research funding, information 
about what participation will involve, risks, benefits, 
costs and compensations, confidentiality, participant 
rights, and contact information (see also Kozinets, 
2010, p. 194). 

Our study has not at any stage included particularly 
vulnerable groups like minors, cognitively impaired 
people, survivors of abuse, or support groups for those 
with serious diseases. Groups of that kind are, of 
course, very vulnerable and deserve extra protection 
and careful ethical consideration. 

In our country, some exemptions from informed 
consent are possible “if advance information would 
distort the results of the study” (Finnish Advisory Board 
on Research Integrity, 2009, p. 8). For example, power 
relationships can be studied without the consent of 
those in power, or there may be groups that can be a 
risk to the researcher’s safety if he or she reveals his or 
her identity. In these cases, ethical review is always 
necessary. Research cultures differ from country to 
country and, therefore, global forums present chal-
lenges. For instance, many virtual communities and so-
cial media platforms are owned by and administered 
from the United States; therefore, it is not enough to 
take national guidelines of research ethics into ac-
count, but U.S. standards as well. Moreover, if the re-
search results are to be published in one of the 
“international” languages, other nations’ standards 
may also need to be taken into account.  

We consider the question of protecting Internet re-
searchers a very topical one, even though this has not 
been a problem in our study. What if a senior investiga-
tor sends a junior to study a hostile online forum and 
the research subjects trace his or her personal infor-
mation and start verbal attacks with threats of off-line 
violence? Is this a question of research ethics? Or is it 
unethical to withdraw from studying risky issues 
and/or forums because of fear? Both Bruckman (2006) 
and Jane (2015) give terrifying examples of what impu-
dent online hostility—Jane calls this “e-bile”—can in-
volve. Therefore, we wish to include the aspect of 
protecting researchers, particularly inexperienced jun-
ior researchers, in our ethical considerations. 

We have attempted to treat our research subjects 
with respect and dignity, which is not difficult because 
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they (like us) are mostly experts within the field of ed-
ucation. Our study does not include elements that 
might cause mental, financial or social harm to the re-
search subjects. If, however, we had studied synchro-
nous interaction in online communities, our presence 
might have had negative consequences to the natural 
flow of conversations and could have provoked irrita-
tion or hostility—mental harm, that is.  

The Terms of Service of different virtual platforms 
may have different views on privacy than those of their 
users (Markham & Buchanan, 2012). Moreno, Goniou 
and Moreno (2013) give examples of cases where 
courts have concluded that a person cannot expect pri-
vacy when posting on social networking sites. Often, 
ethical demands can be harder than legal ones. Extant 
laws set the ultimate limits, but do not necessarily de-
termine what is ethical. In this article, our focus has 
been on ethical, not legal considerations (for a possible 
basis for legal liability of Internet researchers, see 
Lipinski, 2006).  

Protecting privacy in research publications may be 
challenging because we use direct quotes from our da-
ta. However, as explained above, the issues discussed 
in our community are not very sensitive; therefore, a 
“light disguise” (Bruckman, 2002), where the names 
and other identifiers are hidden, should be enough. It 
is of course possible that if a quotation appears in a 
journal article, someone could track the original source 
of the quotation with the help of a search engine. 
Therefore, there is a slight risk that our study might 
cause some reputational harm to forum participants if, 
for example, original quotations with hostile and ag-
gressive comments, “flames” can be tracked. However, 
this risk is low and, if we ever publish any flaming-
related quotes, the focus will be on showing how mod-
erators diffuse heated situations in a specific virtual 
community, not on the identities of those involved in 
them.  

In our project, each researcher is responsible for 
safeguarding the research materials in his or her office 
and office computer. For ethical reasons, the materials 
may not be handed over to third parties—not even af-
ter the research project has been finished. After the 
project, the research data will be stored at the univer-
sity for ten years according to the prevailing archive’s 
regulations. Our data will not be available for second-
ary research, not even without identifiers, because this 
is the procedure accepted by our ethics committee. In 
this regard, the ethics committee may need to change 
their view because of increasing demand for openly ac-
cessible research data. 

5. Conclusion 

“Internet research ethics is complex, not impossible” 
(McKee & Porter, 2009b, p. 141). However, Bruckman 
(2006) maintains that studying online communities in 

an ethical fashion is a challenge, even for experienced 
researchers, and that the Internet continually raises 
novel ethical issues. If we are too lax in our ethics, we 
may violate the rights of individuals, or disrupt the 
communities we study; if we are too strict, we may not 
gain the knowledge needed to understand these com-
munities (Bruckman, 2002, p. 218). She gives an exam-
ple of how one student of hers was denied access to 
study an online group because someone else had stud-
ied the community earlier, “and left members feeling 
like their activities were disrupted and their privacy 
violated” (Bruckman, 2006, p. 217). Therefore, forget-
ting ethical conduct harms the whole academia.  

Working with international forums can prove prob-
lematic. Researchers, forum owners and moderators, 
and research subjects may come from very different 
cultures, including research cultures with different 
views on research ethics. Therefore, we recommend 
consulting the ethical review board of one’s own uni-
versity. First, it is much easier to approach an interna-
tional community with ethical approval, because in 
many countries it is always a part of any research pro-
cess. Moreover, the process makes researchers seri-
ously consider different ethical aspects of their 
projects. That said, we would like to add that, of 
course, it helps if the local ethics committee or review 
board has a supportive, advisory attitude towards its 
researcher clients. By delving into the complexities of 
Internet research, we have also tried to pay attention 
to the need for ethical considerations in fields where 
official reviews are not necessary. For us, the process 
that started with our local ethics committee has been 
very useful in the long run. 

Acknowledging the ephemeral characteristics of In-
ternet contexts, we argue that, in line with other au-
thors (Markham & Buchanan, 2012; McKee & Porter, 
2009b), ethical considerations should be more case-
based and processual, rather than relying on one mod-
el for all solutions. We suggest that local ethics com-
mittees or institutional review boards could, with their 
expert knowledge of ethics, provide valuable support 
for researchers operating in the complex and dynamic 
terrain of Internet research, as well as in fields and re-
search settings where an ethical review is not a stand-
ard part of the research process. There may also be a 
need for these review boards to revise their instruc-
tions and forms to better respond to the volatile re-
search environments studied by Internet researchers 
(Dennen, 2012).  
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1. Introduction: Charlie Hebdo 2015, a Hybrid Media 
Event 

On Wednesday, 7 January 2015, at 11:30 a.m., French–
Algerian brothers Saïd and Chérif Kouachi attacked the 
headquarters of Charlie Hebdo. Eleven people were 
killed in the rampage. After the attack, the Kouachi 
brothers returned to their car and exchanged fire with 

the police officers blocking their escape route. A few 
minutes later, they executed an injured police officer 
named Ahmed Merabet at point-blank range. The per-
petrators escaped from the building, and the shooting 
of the police officer was filmed from a nearby apart-
ment. The event instantly exploded into a transnational 
media event, and the amateur video material that was 
filmed began to circulate rapidly. Newsrooms all over 
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the world followed the massive security operation as 
the Kouachi brothers hijacked another car and fled 
north out of Paris. In the evening, tens of thousands of 
people took to the streets around Europe to show their 
solidarity with those killed by the gunmen. The next 
day, 8 January 2015, the attackers continued their es-
cape, and thousands of security personnel were de-
ployed to comb the area approximately 90 kilometres 
from Paris, where the two men were last seen. Mean-
while, in Paris, reports emerged that a policewoman 
had been shot and killed; however, the link with the 
Charlie Hebdo attack was not immediately apparent. As 
night fell, the Eiffel Tower’s lights were switched off in 
memory of the victims. On Friday, 9 January 2015, the 
police located the attackers in the Dammartin-en-
Goële area. The brothers were chased to an industrial 
complex 35 kilometres from Paris, where they seized a 
printworks and took a hostage. In east Paris, at around 
12:30 p.m., a third gunman named Amedy Coulibaly 
seized a Jewish supermarket, killed four people, and 
took hostages. It emerged that Coulibaly was responsi-
ble for the killing of the Parisian policewoman, Clarissa 
Jean-Philippe, the day before. In his phone call to the 
French TV station BFM-TV, Coulibaly stated that his at-
tack was synchronised with the attacks of the Kouachi 
brothers, and that they belonged to the same group of 
terrorists. He also threatened to kill his hostages unless 
the Kouachi brothers were allowed to go free. After 
several hours of this hostage situation, police special 
forces stormed the market and killed Coulibaly. The 
Kouachi brothers were killed by the special forces on 
the same day.  

Over the course of these three days, new updates 
constantly appeared on websites, on YouTube, and on 
news broadcasts. Social media websites were inundated 
with comments, links, and images connected to the 
event, and these were shared and commented on by 
both journalists and ordinary citizens. The course of the 
events, as presented by professional journalists and in-
ternational and national media houses, was intermixed 
with memes and comments that citizens from different 
countries shared via social media. In addition, various 
strategic and spontaneous (both political and religious) 
interest groups made use of the situation and competed 
for attention, tailoring and recycling details about the 
events with content aimed at different audiences.  

One of the prominent features of the Charlie Hebdo 
event was the use of the slogan Je Suis Charlie (“I Am 
Charlie”), which became a symbol of solidarity and 
freedom of expression. The volume of communication 
around the event is well illustrated by the fact that the 
hashtag #JeSuisCharlie was—at least at the time of the 
event—the most popular tweet in the history of Twit-
ter. The tag was tweeted 6,500 times per minute at its 
height and was featured in 3.4 million tweets in one 24-
hour period (Whitehead, 2015). In addition to #JeSuis-
Charlie, there were many other expressions articulated 

and shared via Twitter. The slogan Je ne suis pas Char-
lie (“I am not Charlie”) came to represent myriads of 
opinions opposed to or critical of the mass Je Suis Char-
lie declaration. Another perspective was highlighted by 
the slogan Je Suis Ahmed (“I am Ahmed”), which re-
ferred to the French police officer Ahmed Merabet, 
who was Muslim and who was shot on the street by 
terrorists shouting, “Allahu Akbar” and “We have 
avenged the prophet”. The slogan Je Suis Ahmed 
brought forth the perspective of French Muslims, who 
opposed the association between Islam and terrorism, 
as victims of the terror attack. The slogans were used 
on social media, in the news, and in demonstrations, 
and they were also circulated in images and caricature 
drawings emblematic of the case of Charlie Hebdo.  

This brief illustration of the media workings in the 
Charlie Hebdo attacks is given here to demonstrate the 
hybrid nature of communication around the events 
and how an event can be transformed into a hybrid 
media event (Vaccari, Chadwick, & O’Loughlin, 2015). 
The term hybrid refers to a complex intermedia dy-
namic between mainstream news media and social 
media, as well as the complex circulations between 
messages and actors and the recombination of media 
on a variety of media platforms (Chadwick, 2013; 
Kraidy, 2002). Vaccari, Chadwick and O’Loughlin (2015, 
p. 1044) describe hybrid media events as “media 
events whose significance for media professionals, pol-
iticians, and non-elites is being reconfigured by the 
growth of social media”. When thinking about the 
Charlie Hebdo attacks as a hybrid media event, we may 
approach it as a constellation of fluid social intensifica-
tions that are most typically created in a complex net-
work of Internet-based and mobile communication 
technologies. The Charlie Hebdo attacks comprise ele-
ments of ceremonial mass media communication, but 
these also converge with contemporary forms of ver-
nacular mass self-communication (cf. Castells, 2009), 
occasionally also thought of as a form of citizen jour-
nalism (cf. Allan & Thorsen, 2009). The element of 
“liveness” in the Charlie Hebdo attacks as a hybrid me-
dia event is intensified in the real-time circulation of 
texts and images and the dispersion of the event in 
several locations simultaneously. The level of connec-
tivity between the official and viral narratives of the 
event may vary greatly, depending on the nature of a 
message in circulation. Hence, the concept of the 
“whole world” watching Paris needs to be analysed as 
an experience that is scattered onto a multiplicity of 
screens. While people may be sharing Charlie Hebdo as 
a collective spectacle—to use Kellner’s (2003) termi-
nology—they are connected to it in different ways. 
That is, they use different communication media to fol-
low the event, associate with different—and even con-
flicted—narratives circulating on the event, and feel 
connected with different groups and identities involved 
in the event. Consequently, a multiplicity of shared ex-
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periences is created in this hybrid media event. Thus, 
the question of power embedded in social integration 
as underlined in the classic theory of media events by 
Dayan and Katz (1992) needs to be addressed on sev-
eral levels, including a variety of hybrid constellations 
of sociality (cf. Sumiala & Korpiola, 2016).  

In the following sections, we suggest a multi-
method approach for the empirical study of hybrid 
media events, using the Charlie Hebdo attacks as a case 
study. To meet this goal, we first provide a brief outline 
for our theoretical framework—the theory of media 
event—which is necessary to contextualise the meth-
odological model. Secondly, we introduce a multi-
method approach developed for the analysis of hybrid 
media events. In this approach, computational social 
science—or more specifically, a combination of auto-
mated content analysis (ACA) (Boumans & Trilling, 
2016) and computational social network analytics 
(SNA) (Huhtamäki, Russell, Rubens, & Still, 2015)—is 
used in concert with a qualitative approach—
specifically, digital ethnography. The article outlines 
three key phases for research in which the interplay 
between quantitative and qualitative approaches is 
played out. In the first phase a preliminary digital eth-
nography is applied to provide an initial sketch of the 
event. In the second phase, quantitative social network 
analytics is applied to construct the digital field for re-
search. In this phase, it is necessary to map a) what is 
circulating on the websites and b) where this circula-
tion takes place. In the third and final phase, a combi-
nation of the qualitative approach and digital 
ethnography is applied to provide a more nuanced, in-
depth interpretation of what (substance/content) is 
circulating and how this material connects with the 
‘where’ in the digital landscape, hence constituting 
links and connections in the hybrid media landscape. In 
conclusion, the article reflects on how this multi-
method approach contributes to the understanding of 
the workings of today’s hybrid media events—how 
they create and maintain symbolic battles over certain 
social imaginaries of solidarity, belonging, contestation, 
and exclusion. This is a topic of core value for the theo-
ry of media events. 

2 Theoretical Framework: Re-Thinking Media Events 

Since the birth of the modern mass media, many soci-
ologists, cultural theorists, and communication schol-
ars have examined the interplay between modern 
society and mass-media saturated gatherings (Bennet 
& Segerberg, 2012; Boorstin, 1973; Debord, 1967; 
Kellner, 2003; Rojek, 2013; Shils & Young, 1956). A key 
focal point in creating this tradition of thought in media 
studies is Media events: The live broadcasting of histo-
ry, published by Daniel Dayan and Elihu Katz (1992). 
According to Dayan and Katz, a media event is a special 
genre that is powerful enough to interrupt everyday 

media flow, bring the viewer into touch with society’s 
central values, and invite the audience to participate in 
the event (Dayan & Katz, 1992, pp. 5-9). In their lexi-
con, media events have their own grammar, their own 
meaning structure (story form or script), and their own 
practices, which are characterised by live broadcasting: 
the interruption of daily media rhythms and routines, 
the scripting and advance preparation of the event, a 
huge audience (the “whole world” is watching), social 
and normative expectations attached to viewing 
(“must see”), the ceremonial tone of media narration, 
and the intention to connect people. 

As the story forms, media events can be divided in-
to “conquests”, “contests”, and “coronations”. Accord-
ing to Dayan and Katz (1992), these scripts constitute 
(i) the main narrative possibilities within the genre, (ii) 
the distribution of roles, (iii) and the ways in which 
these roles are enacted. In many cases, the three story 
forms are closely intertwined, and historical events 
correspond to and resonate with each other at differ-
ent levels. One event may have certain features of 
each form; the form of an event may also change, 
transforming into another story form as the event de-
velops. It is also important to acknowledge that all 
these scripts are embedded in deeper meaning struc-
tures in any given culture (Dayan & Katz, 1992, pp. 28-
29). The common denominator for Dayan and Katz’s 
(1992) original work is the ceremoniality associated 
with media performance. The authors indicate that the 
significance of media events is in their ability to reach a 
larger audience than any event that requires physical 
presence. The audience itself is well aware of this, as 
they follow the unfolding media event in different loca-
tions, which may be private, semi-public, or public. 

Since its publication in the 1990s, the media events 
theory has stimulated vigorous scholarly debate, with 
its value believed to be in its theoretical and methodo-
logical innovation (Cottle, 2006; Couldry, 2003; Dayan, 
2010; Fiske, 1994; Hepp & Couldry, 2010; Hepp & 
Krotz, 2008; Katz & Liebes, 2007; Kyriakidou, 2008; 
Liebes, 1998; Nossek, 2008; Roel, 2009; Rothenbuhler, 
1998; Scannell, 1995, 2001; Sumiala, 2013). The main 
criticisms of Dayan and Katz’s approach have ad-
dressed (i) the assumed ceremonial and integrative 
functions of media events, (ii) the attempt to exclude 
any disruptive or traumatic events from the focus of 
their theory, and (iii) the strong focus on television and 
broadcasting, which may result in inadequate study of 
global web-based media events. 

In other words, many argue that Dayan and Katz’s 
initial account of media events assumes too straight-
forward a relationship between media coverage and 
audience endorsement, thereby obscuring the ideolog-
ical construction of social order, as well as the chal-
lenges and disruptive potential that are implicit in 
many media events (Cottle, 2006; Couldry, 2003; Fiske, 
1994; Kellner, 2003; Kyriakdou, 2008; Rothenbuhler, 
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2010; Scanell, 1995, 2001). In addition, given the glob-
alisation of communication through the Internet and 
social networking websites, critics have called for a re-
contextualisation of the explicit focus on TV and broad-
casting in the media events theory.  

Hepp and Couldry (2010, p. 9) argue that in theoris-
ing media events today we should not perceive them 
as placed at a defined locality, but rather as disembed-
ded, or even ubiquitous, communicative practices. 
Drawing from the work of Hepp and Couldry, we postu-
late that today’s media events should be understood as 
multi-sited, multi-temporal, multi-actor and multi-
voiced phenomena articulated by a simultaneous con-
nectivity of a variety of communication processes. 
These media events may be simultaneously structured 
around relatively centralised power structures, such as 
national and global mainstream media—for example 
the BBC or CNN—and multi-centred power structures, 
such as social networking sites (Hepp & Couldry, 2010, 
p. 9). Hepp and Couldry (2010, p. 12) offer a new work-
ing definition for contemporary media events to better 
grasp their fluid nature: 

“Media events are certain situated, thickened, cen-
tring performances of mediated communication 
that are focused on a specific thematic core, cross 
different media products and reach a wide and di-
verse multiplicity of audiences and participants.” 

Dayan and Katz have responded to the criticism of 
their original theory of media events and have re-
adjusted their ideas in different public forums. Katz and 
Liebes (2007, 2010) suggest that the focus of analysis 
should be shifted from conquests, contests, and coro-
nations to disaster, terror, and war. According to Katz 
and Liebes (2007, p. 157):  

“We believe that cynicism, disenchantment, and 
segregation are undermining attention to ceremo-
nial events, while the mobility and ubiquity of tele-
vision technology, together with the downgrading 
of scheduled programming, provide ready access to 
disruption. If ceremonial events may be character-
ized as ‘co-productions’ of broadcasters and estab-
lishments, then disruptive events may be 
characterized as ‘co-productions’ of broadcasters 
and anti-establishment agencies, i.e. the perpetra-
tors of disruption.” 

Furthermore, Katz and Liebes suggest that mara-
thons of terror, natural disaster, and war—media dis-
asters—should be distinguished from media events as 
a separate genre. These mediatized disasters of differ-
ent kinds have become far removed from the ceremo-
nial roots of the original media events (Cottle, 2006; 
Liebes, 1997; Liebes & Blonheim, 2005). Daniel Dayan 
(2010) has written extensively about the changing na-

ture of media events. For him, the “macabre accou-
trements to televised ordeals, punishments, and tor-
tures” and the emphasis on “stigmatization and 
shaming” in today’s mediatized public events have 
caused media events to lose their potential to reduce 
conflict; instead, they ‘foster divides, and install and 
perpetuate schisms’ (Dayan, 2010, pp. 26-27). As a re-
sult, media events tend to lose their distinct character 
and instead migrate towards other genres: new media 
events are no longer clearly differentiated entities, but 
exist on a continuum. Dayan (2010, p. 27) suggests this 
‘banalization of the format’ produces what he calls 
“almost” media events. Dayan reminds us that the 
pragmatics of media events have changed as messages 
have become multiple, audiences selective, and social 
networks ubiquitous. Dayan (2010, p. 27) summarises 
the difference between original and current media 
events in the following manner: 

“Interpersonal networks and diffusion processes 
are active before and after the event, mobilizing at-
tention to the event and fostering intensive herme-
neutic attempts to identify its meaning. But during 
the liminal moments we described in 1992, totality 
and simultaneity were unbound; organizers and 
broadcasters resonated together; competing chan-
nels merged into one; viewers gathered at the same 
time and in every place. All eyes were fixed on the 
ceremonial centre, through which each nuclear cell 
was connected to all the rest.” 

Dayan leaves the reader in a state of scepticism. For 
him, in today’s “contested territory of media events”, 
disenchantment and the loss of the “we”—the most 
critical functions of media events—are the most likely 
consequences. Although it is reasonable to ask wheth-
er this “we” ever existed, it is nevertheless inevitable 
that the dimensions of media events have changed 
with the changing media environment and the con-
temporary multiplicity of the media. 

The concept of hybrid media events is one attempt 
to respond to the criticism offered by Hepp and Could-
ry (2010) and the response offered by Dayan (2010) 
and Katz and Liebes (2010). The idea of hybrid media 
events acknowledges the situated nature of transna-
tionally or even globally mediated communication of a 
certain thematic core (here, the killings and related 
public reactions), while underscoring the fluidity of the 
movement in the circulation of the related posts, 
memes, images, news, and reports. The concept of the 
hybrid media event highlights the complex intermedia 
dynamics between the different media platforms 
(namely, mainstream news media and social media) in 
communicating those solidarities, belongings, and con-
troversies associated with the event.  

One of the key challenges for the study of contem-
porary media events is a methodological one. As the 
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media landscape changes and media events become 
more transnational and global, the right methodologi-
cal tools need to be developed to better grasp these 
changing conditions. During the 1980s and 1990s in the 
empirical study of media events, the methodological 
focus was mainly on qualitative research. The empirical 
analysis focused on the study of national broadcast 
media, such as the BBC, or the national press, and the 
focus was on observation, textual analysis, and inter-
views related to the production, representation, and 
reception of media events (cf. Couldry, 2003; Couldry, 
Hepp, & Krotz, 2010; Eide, Kunelius, & Phillips, 2008). 

While dividing the empirical focus between the 
production, representation, and reception of media 
events has proven a useful strategy for understanding 
national media events, this approach lacks the tools to 
analyse those communicative processes that go beyond 
the national frame and take place between and betwixt 
production, representation, and reception of media 
events. In these new conditions, messages, tweets, 
posts, memes, images, and symbols circulate and travel 
from one context to another. The categories between 
production, representation, and reception become 
blurred. It takes only one click to transform the person 
receiving a message into the one who produces it. As a 
result, new methodological approaches and tools need 
to be developed to capture these processes of commu-
nication that are crucial for today’s hybrid media events. 
This suggests a new type of methodological dialogue be-
tween qualitative and quantitative approaches.  

Here, the quantitative methods that make it possi-
ble to deal with a large amount of data circulating on a 
variety of media platforms are combined with more in-
depth qualitative methods, such as digital ethnogra-
phy, that enable researchers to go deeper into the data 
and trace pieces of meaning associated with symbolic 
battles carried out in the process of communicating 
about the events. In the following section, we intro-
duce our methodological model for the study of hybrid 
media events with global appeal. This model, devel-
oped in the project on the 2015 Charlie Hebdo attacks 
in Paris, was created primarily for researching digital 
media—specifically Twitter. 

3. Studying Hybrid Media Events on Twitter 

Twitter is a micro-blogging website created in 2006 
that enables users to send up to 140 character mes-
sages, commonly called “tweets”. According to Twit-
ter’s own statistics from December 2015, the service 
has 320 million monthly active users (Twitter, 2016). 
Although the user growth has stalled in 2016—as Twit-
ter is having its tenth birthday—it is still among the 
most popular social networking sites, along with Face-
book and Instagram (Statista, 2016). On Twitter, mes-
sages are public by default, although the service also 
offers a feature called direct message (DM), which is 

private. On Twitter, the model of social relationships is 
directed and non-reciprocal, meaning that users can 
subscribe to other users’ tweets in order to follow 
them. However, those they follow don’t have to follow 
them back. When a user follows other users, the 
tweets of those followed will be visible on the user’s 
main Twitter homepage, constituting a “tweet time-
line” that appears in reverse chronological order. The 
characteristic practices for Twitter communication al-
low individual tweets to be liked and retweeted, which 
can increase the visibility and popularity of a single 
tweet. The retweet practice can also push a single 
tweet into a circulation that crosses the borders of dif-
ferent media platforms. Users can make a reference to 
other user with the @ symbol. With the prefix @ fol-
lowed by a username, users can mention or reply to 
other users. An important feature is the hashtag—a 
word or phrase prefixed with the # symbol. Hashtags 
provide means for labelling tweets under certain top-
ics, which gives structure to the communication on 
Twitter and enables users to find the information that 
interests them. Additionally, Twitter allows users to 
post images, videos, and hyperlinks.  

As Twitter communication is limited to short mes-
sages that can be enriched with other communicative 
elements, such as images, videos, and hyperlinks, it is 
suitable for fast information sharing. Due to its public 
nature, it is popular among journalists, authorities, and 
organisations, as well as ordinary people. It is a promi-
nent platform in the context and construction of dif-
ferent types of media events, varying from sports and 
politics to crises and disasters. A recent report on Twit-
ter states that typical content on Twitter is twofold: ei-
ther conversational, with thousands of people 
engaging with a particular topic for an extended period 
of time, or breaking news stories that drive large spikes 
in traffic over shorter periods of time (Parse.ly, 2016). 
Studies focusing on Twitter during political elections 
and sport events such as the Olympics give emphasis to 
idea of the audiences as co-producers of a media 
event, in addition to the traditional mass media (cf. 
Girginova, 2015; Kreiss, Meadows, & Remensperger, 
2014). In the field of crisis communications, Twitter has 
been at the centre of many discussions. From the Arab 
Spring to the 2011 London riots, Twitter has been iden-
tified as a prominent platform for citizen communica-
tion in several revolutions, protests, and movements, 
as it connects people and bypasses the gatekeepers, 
whether they be the authorities or journalists (cf. Ben-
net & Segerberg, 2012; Procter, Vis, & Voss, 2013). 
From the journalistic viewpoint of crisis reporting, the 
2010 Haiti earthquake has been called the first “Twitter 
disaster”. This title underlines the fact that during the 
first 24 hours of the Haiti earthquake, news organisa-
tions were depending on social media, and especially 
the rapid and easily accessible flow of information pro-
vided by Twitter (Bruno, 2011). In times of crisis, ordi-



 

Media and Communication, 2016, Volume 4, Issue 4, Pages 97-108 102 

nary people can actively produce information, and they 
can also link and share published news stories from 
mainstream news media (Utz, Schultz, & Glocka, 2013; 
Parse.ly, 2016). In this context, Twitter has been per-
ceived as a symbol of change in the media landscape: 

“If we allow ourselves to paraphrase the CNN effect 
of the 1990s, this changeover in the media land-
scape could be called the Twitter effect. As was true 
for the CNN effect, which was caused by more than 
just the CNN organization, the Twitter effect must 
also be considered as a symbol of a much broader 
phenomenon, concerning several online tools ori-
ented to the publication of user-generated, real-
time content (Twitter, Facebook, YouTube, etc.).” 
(Bruno, 2011, p. 8) 

For our research, Twitter offers a fruitful context for 
the study of a hybrid media event. First of all, in con-
trast to Facebook, Twitter provides an Application Pro-
gramming Interface (API) that allows access to the 
majority of the data published through the service (cf. 
Vis, 2013). Secondly, although we fully acknowledge 
that Twitter is only one platform in the hybrid media 
system, we state that it played a key role as a promi-
nent platform during the unfolding of the Charlie Heb-
do attacks, through which information, images, videos, 
and links about the incident were circulated. Thirdly, 
Twitter has become a key platform for breaking news, 
and therefore events that draw attention tend to sur-
face on the platform. Finally, Twitter offers rich data 
that also sheds light on other forms of media. Several 
media organisations, politicians, and authorities use 
Twitter, and the content and actors from other media 
platforms are also present through a hypermedia chain 
(cf. Kraidy & Mourad, 2010). To give an example, a 
tweet that contains an image taken of the TV screen 
showing the news is a common convention that con-
structs a chain of different media. 

4. Towards a Multi-Method Model  

4.1. Automated Content Analysis and Computational 
Social Network Analytics 

In our multi-method model, we combine computation-
al social science—more specifically, automated content 
analysis (ACA) (Boumans & Trilling, 2016) in concert 
with computational social network analytics (SNA)—
with a qualitative approach—particularly, digital eth-
nography. The computational approach allows for ana-
lysing both what is being said and by whom. Moreover, 
the individual actors can be connected to each other 
through their interactions for richer context to content, 
and this allows, for example, the identification of den-
sifications in interaction between actors. More specifi-
cally, methods of automated content analysis allow us 

to identify the content that is circulating in the context 
of the hybrid media event under investigation. Social 
network analytics give us the means to investigate the 
overall structure between the actors that discuss and 
share content related to the event. 

Here, the computational approach is used primarily 
to support digital ethnographic investigations. In terms 
of content analysis, the computational approach allows 
us to identify the key topics that are discussed in the 
data collected on the event. Four main approaches exist 
for automated content analysis: counting and dictionary, 
unsupervised learning, semi-supervised learning, and 
supervised learning (Boumans & Trilling, 2016; Laak-
sonen, Nelimarkka, Tuokko, Marttila, & Kekkonen, 
2015). In its simplest form, automated content analysis 
is implemented by counting the number of times indi-
vidual keywords or, in Twitter’s case, hashtags and 
usernames, are included in the data. Unsupervised 
learning allows, for example, the creation of content-
based clusters from the data to identify topics and 
their combinations or, in other words, to “identify po-
tentially significant fragments” (Procter et al., 2013). In 
supervised learning, part of the data is categorised 
manually, and this learning data is used to teach an al-
gorithm to categorise the rest of the material according 
to its category. Examples of approaches for automated 
content analysis include keyword extraction, topic 
modelling, natural language processing (NLP), and enti-
ty recognition (Boumans & Trilling, 2016; Finkel, Gren-
ager, & Manning, 2005). 

Compared to the situation that Procter et al. (2013) 
faced when they started mining tweets and found that 
there was very little existing infrastructure to support 
them, the availability of tools supporting analysis has 
improved over the last few years. Online services and 
social media analysis platforms, including Pulsar and 
others, provide investigators with dashboards that are 
able to manage millions of tweets. Using such envi-
ronments for research is, however, far from trivial. 
Transparency of data and analysis routines remains a 
key issue. For ethnographic research, this limitation is 
not as major, as the investigation is done first and 
foremost on a qualitative basis, and therefore repre-
sentative sampling is not a major issue. It is, however, 
important for the ethnographic research to understand 
what, in fact, is “the field” where the research takes 
place. This can be a problem when using commercial 
analytics services, as, due to technical and business re-
strictions, it is not always possible to gain the necessary 
information on how the data has been obtained.  

The key approach into the analysis of structure that 
emerges from the interaction between individual ac-
tors in the data is social network analysis (SNA). Here 
we follow the insight of Yang and Leskovec (2014, p. 
1892) as they maintain that, “networks provide a pow-
erful way to study complex systems of interacting ob-
jects”. SNA supports investigators in observing latent 
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structures and patterns in source data and in sharing 
their findings with others (Freeman, 2000). When ana-
lysing communication networks, actors are represent-
ed as network nodes and connected to each other 
through interactions. Network analysis allows us to 
quantify both structural properties of networks, as well 
as the structural positions of individual actors. Moreo-
ver, cluster identification can be used to identify 
groups of nodes that are interconnected to each other. 

Network-level metrics come into play when indi-
vidual network representations are compared to each 
other. Moreover, network metrics support the tem-
poral analysis of network structure. Size, connection 
count, density, diameter, and average path length are 
examples of metrics that can be used as indicators as 
to which way a network under investigation is evolving. 
In investigating hybrid media events, one can, for exam-
ple, create network representations of interactions that 
are related to a particular topic (identified using auto-
mated content analysis) and use network-level metrics 
to compare the properties of these topic networks.  

Cluster identification is a particularly useful method 
for supporting early exploration of communication da-
ta. Clusters emerge from the topology of the network 
and challenge the investigators to make sense of why a 
particular cluster emerges. To support the sense-
making process, the investigators can use the cluster 
membership to volumes of hashtags and other topic 
identifiers and therefore name or label the clusters ac-
cording to their content signature. 

Node-level metrics can be used for a number of 
purposes. Nodes with a high “betweenness” value, for 
example, are likely to act as bridges or boundary span-
ners (Hansen, Shneiderman, & Smith, 2011, “bridge 
scores for boundary spanners”) connecting the differ-
ent clusters of the overall network. Nodes with a high 
“in-degree”, receive attention from the other actors. 
Nodes with a high “out-degree” are active in producing 
new content. Closeness centrality allows us to make a 
distinction between nodes with peripheral position and 
those close to the core of the network.  

4.2. Digital Ethnography  

Concepts such as digital ethnography, virtual ethnog-
raphy, web ethnography, netnography, mobile ethnog-
raphy, ICT ethnography, and virtual ethnography have 
emerged to describe fieldwork conducted in digital en-
vironments and landscapes (Boellstorff, 2008; Hine, 
2015; Kozinets, 2015; Wittel, 2000). Online access to 
vast amounts of archived social interactions, along with 
live access to the human beings posting, changes the 
practice of ethnography. Researchers of the media are 
not dealing merely with words, but with images, draw-
ings, photography, sound files, edited audiovisual 
presentations, website creations, and other digital arti-
facts (Kozinets, 2015, p. 4).  

A characteristic of this qualitative methodological 
approach is that the researcher conducts fieldwork in 
the digital environment and applies participatory ob-
servation as a means to analyse human–technology in-
teractions in the media and the social and cultural 
implications this interaction has for the present day 
digitalized life. In more practical terms, a digital eth-
nographer constructs his/her field by following ortrac-
ing the event, phenomenon, oractivity in question. The 
fieldworker makes notes, keeps field diary, takes 
screen shots, downloads material, and he or she may 
also interview informants by meeting them face-to-
face or via digital communication media. It is not un-
typical that digital or online ethnography is combined 
with offline ethnography (cf. Postill & Pink, 2012).  

Ethnographic understanding of the digital environ-
ment and its related interactions aims at in-depth, ho-
listic, and situational understanding and knowledge of 
the studied event, phenomenon, activity and people 
(Hine, 2015, pp. 2-3). Considering the global, fluid, and 
continuously changing nature of the digital landscape, 
the issue of proximity and situational knowledge also 
needs re-framing. As Hine (2015, pp. 3-4) argues:  

“When we watch a fight break out on Twitter we 
cannot be sure whether any of the followers of 
those involved are seeing the same fight, at the 
same time, and understanding it in the same way 
that we do…The very notion of singular ‘situation’ 
as a pre-existing object breaks down when we look 
closely…An ethnographer in such circumstances 
must get used to a perpetual feeling of uncertainty, 
of wondering what has been missed, and attempt-
ing to build interpretations of events based on 
sketchy evidence.” 

In digital ethnography, the researcher has to deal 
with his/her limited human capacity to encompass the 
whole of the situation. For this challenge, computa-
tional social science offers valuable tools to map the 
digital landscape and provide a broader frame for the 
communicative and social processes taking place in 
that landscape. The value of ethnographic thick de-
scription and situational understanding lies in the 
depth, detail and the ability to grasp more profound 
layers of meaning in those actions and activities taking 
place in Twitter and elsewhere in digital media. To fol-
low Hine (2015, p. 5): 

“Ethnography is highly necessary for understanding 
the Internet in all its depth and detail, and yet it can 
be challenging to develop way of conducting eth-
nographic studies which both embrace all that me-
diated communication offers and still provide us 
with robust, reliable insights into something in par-
ticular.” 
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5. Three Phases 

In the following, we will explain in more detail how the 
computational social science methods, automated con-
tent analysis (ACA) and social network analytics (SNA), 
can be combined with digital ethnography, and how 
this methodological interplay contributes to developing 
a new multi-method model for the study of such media 
events. This method has three phases:  

1) Digital ethnography provides the first outline of 
the event;  

2) Automated content analysis and social network 
analytics construct the digital field for research; 

3) Digital ethnography provides an in-depth inter-
pretation of what (substance/content) is circu-
lating and how this material connects with the 
‘where’ in the digital landscape, hence consti-
tuting links and connections in the hybrid media 
landscape necessary for the social meaning 
making of the event. 

5.1. Digital Ethnography Sketches the Event 

Like traditional media events, hybrid global media 
events interrupt the daily routines of the media and of 
the everyday. In the case of disruptive events, not only 
the mainstream news media, but also the social media 
environment turns to a disaster mode and begins to 
broadcast and circulate news, comments, tweets, 
posts, and images on the events as they unfold. This 
moment of massive media saturation and circulation of 
information produces the first methodological chal-
lenge for the study of hybrid media events. This first 
phase of chaotic information flow demands a digital 
ethnographic scope—a perspective in which the events 
are followed and structured into a timeline. In the case 
of Charlie Hebdo attacks, we started our pilot study 
immediately as the events unfolded. As digital ethnog-
raphers, we traced the news in the mainstream media, 
such as the BBC, the New York Times, the Guardian and 
Le Monde, as well as on Twitter, YouTube, and Face-
book. Our personal media streams also included na-
tional news outlets, as well as friends and family 
members located in our native Finland and in different 
parts of the world, reporting and commenting on the 
events from different local perspectives. We identified 
certain prominent messages, hashtags, posts, memes, 
and images circulating in those media environments. 
To give one example, the hashtag #JeSuisCharlie was 
soon announced as the most-tweeted message in the 
history of Twitter, offering a simple and interesting 
lead to be followed in the course of the events. This 
first ethnographic phase of the analysis is best de-
scribed as suggestive, and its findings may well be chal-
lenged in the later process of quantitative and 
qualitative analysis. Yet, it is a necessary stage for the 

process to follow, as it is this first stage of the project 
in which the chaotic information flow around the 
events is given its first suggestive sketch. This phase 
provided insight to what might be interesting, relevant, 
and peculiar in the events as they evolve and, thus, di-
rect the analysis in the next phase. As a concrete way 
of gathering data, this phase results in many field 
notes, screenshots, memes, images, videos, and links, 
as well as a timeline of the events.  

5.2. Using Automated Content Analysis and Social 
Network Analytics to Map the Field 

In the next phase, social network analytics are applied 
to draw a more general overview of communication 
around the events with more data. In the case of the 
Charlie Hebdo attacks, the media platform analysed 
was Twitter. In this so-called “helicopter stage” of the 
analysis, social network analytics are used to construct 
the research field and give an overview of the data as 
well as map certain elements considered relevant 
based on the first phase of the pilot study. Prior to the 
analysis, the data needed to be collected. In this case, 
it was acquired through the social media analytics plat-
form Pulsar using several search words1. The number 
of hits for #JeSuisCharlie totalled 2.3 million. 

At the second stage, it is important to make a dis-
tinction between what is circulating in Twitter and 
where this circulation is taking place. In the Charlie 
Hebdo attacks project, we began with the hashtag 
#JeSuisCharlie and identified certain key groups: actors 
including ordinary media users, professional media 
houses; sites such as connected media platforms, 
countries and connections associated with it - both 
communication and non-communication between the 
different virtual communities created around this par-
ticular hashtag. As a result, this mapping can be further 
expanded to identify hashtags and actors that are re-
lated to #JeSuisCharlie. This mapping helps us to em-
pirically illustrate communicative networks created 
around the events—where and when they take place 
and how they exist in relation to each other.  

Human-in-the-loop analysis is particularly im-
portant when ethnographic and computational meth-
ods and approaches are used together. Therefore, we 
point to the Ostinato Model (Huhtamäki et al., 2015) 
for a structured process for data-driven visual network 
analytics that allows for balancing between exploration 
and automation (i.e. reproducibility) of analysis. This 
way, a multidisciplinary group of investigators can de-
velop the rich description of a hybrid media event in an 
iterative and incremental fashion through a process that 
resembles peeling an onion and, thus, to begin to quan-

                                                           
1 The list of search words applied is the following: je suis 
charlie, #jesuischarlie, je ne suis pas charlie, #jenesuispas 
charlie, je suis ahmed, #jesuisahmed 
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titatively identify what is circulating (which hashtags) 
and in which digital media landscapes this circulation 
takes place. Starting with Twitter helps us to follow the 
circulation of certain hashtags and actors tweeting and 
re-tweeting onto new networks of communication (for 
example, Facebook, Instagram, or online media sites 
such as Huffington Post have been identified). 

However, it must be noted that while collecting da-
ta from Twitter is relatively straightforward, given that 
the investigative team has the required technological 
capabilities, hybrid media introduce a major issue into 
data collection. The two public APIs that Twitter offers 
for developers, response-request based REST API and 
real-time streaming API, only allow data collection at 
the time it is published on Twitter. REST API allows the 
collection of limited amounts of data dating back to a 
number of days, and the streaming API operates in re-
al-time by definition. The only way to collect extensive 
data on Charlie Hebdo, for example, is to acquire (buy) 
the data either directly from Twitter or through a social 
media listening service such as Pulsar. The data ecosys-
tem has transformed since Procter et al. (2013) con-
ducted their research regarding the 2011 London riots. 
Importantly, Twitter acquired Gnip2 in 2014 that is cur-
rently the only company through which Twitter data 
can be purchased. 

5.3. Applying Digital Ethnography in Tracing the Social 

In the final stage of the empirical analysis, networks 
mapped by using quantitative analysis and social net-
work analytics and its visual illustrations are taken into 
an ethnographic reconsideration. The quantitative 
analysis draws a map of the field and helps to orientate 
the ethnographic immersion. After choosing an inter-
esting incident within the larger event, this case is fol-
lowed in and through different media platforms. This 
phase aims to develop a holistic understanding of the 
chosen research object. Thus, the fieldwork in a digital 
landscape integrally involves a dense description of the 
observations in the form of field notes as well as doc-
umentation and recording of data by any means avail-
able, such as screenshots and prints (cf. Sumiala & 
Tikka, 2013). In order to capture the research object in 
a highly complex and dynamic landscape, it is useful to 
go back to the timeline of the events and re-evaluate 
the first sketch of the events against the quantitative 
framework and, consequently, make necessary re-
orientations. In this phase, the researcher needs to re-
evaluate the incident’s relationship with the larger 
event and the key nodal points in this process. This can 
be carried out by searching for facts connected to the 
events and identifying certain key elements such as 
time, place, and people. In the digital landscape, this 

                                                           
2 https://blog.twitter.com/2014/twitter-welcomes-gnip-to-the-
flock 

can be challenging as hybrid media events host and en-
tice myriads of interpretations, misunderstandings, 
rumours as well as intentional misinformation. After 
re-locating the basic elements in the event, the re-
searcher can begin to add layers of meanings to the 
event. This can be done in two overlapping ways; it is 
possible to conduct ethnographic fieldwork by follow-
ing paths and trails of links, streams, and algorithmic 
suggestions offered by Twitter and other social media 
platforms, but it may also be useful to conduct digital 
ethnography by approaching the event simultaneously 
from different directions for example by making 
searches in search engines. In these overlapping pro-
cesses digital ethnographer develops a more nuanced 
and in-depth understanding of the event and can begin 
to make interpretations of those more or less visible 
and hidden representations, discourses, actors and 
symbols and related communicative practices that con-
tribute to creating and maintaining different types of 
social imaginaries of solidarities, belongings, and exclu-
sions embedded with the events.  

6. Conclusions  

In this article, we suggest a new multi-model methodo-
logical approach to the study of hybrid media events de-
veloped for the study of the Charlie Hebdo attacks. In 
this new condition of hybrid media, events, messages, 
tweets, posts, memes, images, and symbols spread sim-
ultaneously and are constantly on the move. Old hierar-
chies between the centre and peripheries in the media 
event need to be reconsidered as hybrid media events 
appear more horizontal and multi-sited, multi-temporal, 
multi-actor, and multi-voiced social phenomena. 

As a result, new methodological approaches and 
tools need to be developed to capture these processes 
of communication and better understand the workings 
of today’s hybrid media events. This multi-method 
model proposed in the article consists of combining 
quantitative automated content analysis (ACA) and so-
cial network analytics (SNA) with qualitative digital 
ethnography. The key for the model is a close interplay 
between the different approaches and their careful 
adaption in the different phases of the research. This 
offers a unique possibility to bridge the gap between 
situational, in-depth knowledge achieved by qualitative 
methods in the study of media events and their under-
standing in the more global communication context. 

The theory of media events was first established to 
explain the social dynamics activated as people gath-
ered together around their TV sets to watch national 
rituals as live history to be performed on the screen. As 
discussed earlier, later developments in this theory 
have challenged the assumed social cohesion created 
by these events and emphasised instead the disruptive 
nature of media events. This has implied a certain con-
tested view on the issue of sociality. The hybrid charac-
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ter of contemporary global, disruptive media events 
such as the Charlie Hebdo attacks makes the issue of 
social integration even more complicated. The ques-
tion of establishment and anti-establishment is also 
changed in the hybrid media system. A terrorist attack 
is as carefully crafted and designed as a coronation, de-
spite aiming at disruption rather than integration. The 
hybridity of the media environment causes a situation 
where no individual actor is able to control the flows of 
information, attention and effect. Despite this, hybrid 
media events also represent and reproduce existing 
social solidarities and antagonisms. Continuity and 
change take place through the circulation of meanings. 
Twitter is a particular environment for the circulation 
to take place. Its specific properties contribute to a cul-
ture of circulation (Lee & LiPuma, 2002) that seems 
complex and dispersed. This complexity calls for the 
multi-method approach. 

The question of social integration in media events is 
not only a theoretical one. It is important to ask how 
we should empirically study the social dynamics acti-
vated in hybrid media events. In this article we suggest 
a methodological model that has potential to move 
from one research scale to another. The wider scale 
observations of the Charlie Hebdo attacks as a hybrid 
media event suggest a multiplicity of social dynamics 
were activated during the events. Hence, it suggests an 
interpretation that emphasises the heterogeneity as 
well as the ephemerality of those social dynamics. To 
understand more profoundly what kind of meanings 
and interpretations are associated with those messag-
es and actors circulating in the digital landscape, an 
ethnographic perspective is necessary. In the future, 
more empirical research is needed to grasp these com-
plex dynamics of social imaginaries of solidarity, be-
longing, but also exclusion. The multi-method 
approach is one attempt to point to this direction. 
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1. Introduction 

Participation in social media is multifaceted and, thus, 
methodologically challenging. In this paper, we shed 
light on the complexities of social media research by 
means of a literature review, building on the theoretical 
framework of explicit and implicit participation. The re-
view of explicit and implicit participation can provide 
insights for research and methodology in the context of 
social media. In particular, we suggest that the review 
can aid in developing methods for studying implicit par-
ticipation in social media. 

First, it is necessary to examine the general concept 
of participation in social media. The word ‘social’ in the 
term ‘social media’ implies that these platforms facili-
tate communal activities. In the same sense, the term 
‘participatory’ emphasises human collaboration (van 
Dijck, 2013, p. 11). However, all participation is not the 
same. Participation is an ambiguous concept that can 
take on many different forms, and it can even be seen 

as a problematic concept that is often overused and 
overstretched (Carpentier, 2011, pp. 351-353). One ap-
proach is to stress participation as a political-ideological 
concept that is intrinsically linked to power. Carpentier 
(2011) claims that participation is deeply embedded 
within our political realities and that it is therefore the 
object of long-lasting, intense ideological struggles. 
Carpentier also considers participation as structurally 
different from interaction. According to him, interaction 
remains an important condition of participation, but it 
cannot be equated with participation. Unlike participa-
tion, interaction has no such political meanings be-
cause participation entails power dynamics and 
interaction does not (Matikainen, 2015, p. 43).  

Many other views on participation are less political 
and less occupied with notions of power; therefore, 
they may be closer to interaction. According to Jenkins 
(2006), participatory culture contrasts with older no-
tions of passive media spectatorship and consumption. 
Rather than talking about media producers and con-
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sumers as occupying separate roles, we might see them 
interacting and collaborating. Jenkins refers to this as 
convergence culture. From this perspective, participation 
is associated more with acting together and communi-
cating with each other and less with power, politics and 
struggle, although these elements still play a role.  

The action within interaction is of essence. Former 
passive audiences turn into active participants and 
agents of cultural production on the Internet (Schäfer, 
2011, p. 10). Thereby, audiences become participants 
or users. The term ‘users’ is often used to refer to peo-
ple who are more or less active online. In this sense, 
‘users’ is a better term than ‘audience’ to indicate in-
teractive participants in social media. Being an audi-
ence only captures one segment of the contemporary 
media experience because an increasing part of online 
activity involves ‘doing’ things, such as messaging, shar-
ing, tweeting, using Facebook, chatting, commenting, 
editing, posting and uploading (Merrin, 2009, p. 24).  

Livingstone (2005) states that ‘users’ as a term does 
not work very well either. It is too broad, and it has less 
to do with communication. Users use computers when 
engaging online, but they also use, for example, wash-
ing powder, which does not have much to do with hu-
man interaction, communication or communality. Thus, 
Livingstone proposes that ‘people’ would be a good term 
to describe participants in the realm of social media.  

It is important to acknowledge that being a user 
and being an audience member are not mutually exclu-
sive roles. People can be online users and audience 
members simultaneously. The roles are not always de-
fined by the level of activity, but the role can also be a 
question of attitude, i.e. how people themselves con-
sider their positions in social media. In addition, the 
roles can depend on the platform, i.e. what kind of af-
fordances different online platforms offer for interactiv-
ity. However, it is reasonable to question the 
significance of novel communication technology and 
platforms for participation in general. The presumption 
that new networked technologies lead to participation 
is rather generalising (Terranova, 2004; van Dijck, 
2009). Nevertheless, users of ‘old media’ are often ste-
reotyped as a passive audience, and users of digital, 
participatory media are equally stereotyped as hyper-
active, co-creative people (Olsson, 2010, p. 101).  

2. Explicit and Implicit Participation 

To further examine participation, we will focus on ex-
plicit and implicit forms of participation (Schäfer, 2011). 
From the users’ standpoint, explicit participation in-
volves producing media texts and artefacts. Explicit par-
ticipation has a ‘pro’ aspect, in the sense that it is 
about production, produsage and prosumerism and is 
closely linked with user-generated content (UGC). Ex-
plicit participation is also connected to co-creation 
when consumers are no longer satisfied with their tra-

ditional end-user roles, and they want to be involved in 
creating and developing digital products and services 
(Ramaswamy & Gouillart, 2010, pp. 3-6).  

In contrast to explicit participation, implicit partici-
pation does not involve conscious production. Rather, it 
often comprises unacknowledged labour or even un-
consciously performed labour. Implicit participation 
shows a trend towards automated user participation 
because it is channelled through easy-to-use interfaces 
and the automation of user activity processes (Schäfer, 
2011, pp. 51, 78.). In implicit participation, the behav-
iour patterns, interests and consumption habits of us-
ers are turned into valuable data. For example, implicit 
participation occurs when a user connects his/her 
Spotify account with Facebook and information about 
music consumption is thereafter automatically com-
municated to his/her Facebook friends (Karppi, 2014, 
pp. 37, 72). Connections between users are essential to 
implicit participation. If UGC represents explicit partici-
pation, implicit participation is represented by user-
generated behaviour (UGB) (Netzer, Tenenboim-
Weinblatt, & Shifman, 2014, p. 625).  

Most social media platforms are created to gener-
ate data about users for improved information man-
agement and targeted advertising (Schäfer, 2011, p. 
78). In implicit participation, the actions of users and 
producers (as in produsage, see Bruns, 2012) do not 
necessarily blur; instead, the actions of users and in-
formation technology blur because the labour is per-
formed by both the information system and the user 
(Schäfer, 2011, p. 78). An obvious example of this is Fa-
cebook. The social media platform connects users and 
technology (e.g. interface and platform infrastructure) 
to gather data from users. In this sense, implicit partici-
pation is closely related to the concept of connectivity 
(van Dijck, 2013), which we will return to shortly. 

Implicit forms of user activity involve sustaining 
connections and togetherness rather than producing 
content. In this sense, implicit participation is connect-
ed to the ritual view of communication as defined by 
Carey (1989). Ritual communication concentrates on 
relationships between people and serves to maintain 
communality and community. The ritual view of com-
munication exploits the mutual roots of commonness, 
communion, community and communication (Carey, 
1989). However, many people might object to calling 
implicit online activities participation, at least in the 
sense that Carpentier has approached participation. 

We adapt Schäfer’s classification by replacing the 
dual construction of participation with a continuum or 
dimension of participation. Activities such as writing a 
blog post or contributing to a Wikipedia article lie at 
the explicit end of the continuum. In contrast, at the 
implicit end of the continuum, participation is non-
productive from the users’ point of view. Popular social 
media activities, such as sharing and liking content, lie 
between explicit and implicit participation on the con-
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tinuum; however, in our view, they are closer to implicit 
participation. 

2.1. Users of Users 

Participatory social media users can be regarded, 
among others, as consumers, producers, distributors or 
products. We will now focus on the latter two roles, 
which represent more-implicit forms of participation 
on the continuum. First, we will discuss how participa-
tion can be regarded as a product or commodity. One 
well-known view associated with social media is that ‘if 
you are not paying for it, you are not the customer, you 
are the product’ (Noguera Vivo, Villi, Nyirő, de Blasio, & 
Bourdaa, 2013). From this view follows the argument 
that social media companies are users of users because 
the users and the data they provide about themselves 
are the products social media companies use in their 
business.  

Van Dijck (2009, 2013) writes about this in a con-
vincing manner. Many social media companies are less 
interested in selling paid memberships than they are in 
customers who do not pay anything for services. In ex-
change for free services, social media companies re-
quire the use of users’ data. According to van Dijck 
(2009, p. 49), a user’s role as a data provider is infinite-
ly more important to social media companies than the 
user’s role as a content provider. Personal data are 
turned into public, observable connections, such as lik-
ing something on Facebook. Privacy is the currency in 
social media. 

Users profile themselves, e.g. by liking and using 
social plugins, while social media companies, which can 
also be called corporate social media (CSM), sell the re-
sulting data to marketers and advertisers (Gehl, 2015). 
Likes and social plugins create new forms of connectivi-
ty between websites, generating a ‘like economy’ in 
which the acts integrate more objects into the social 
graph and enable social media companies to expand 
their activities throughout the Internet to monetise 
connections and data flows outside their own plat-
forms (Gerlitz & Helmond, 2013; Langlois & Elmer, 
2013, p. 9). Users willingly and often unknowingly pro-
vide important information about their profiles and 
behaviours to CSM companies (van Dijck, 2009, p. 47). 
This view is very much in line with Schäfer’s conception 
of implicit participation. It can be argued that social 
media services are built on a double exploitation of ex-
plicit and implicit participation. First, social media 
companies thrive on the free labour of content crea-
tors (Terranova, 2004). Second, they exploit the labour 
of all site visitors, who generate valuable data about 
their interests and activities as they like and share con-
tent. This more-implicit user participation produces da-
ta that are valuable to marketers, who want to know 
what people are interested in and how those interests 
link to other interests (Gauntlett, 2011, p. 191). 

In other words, in the context of participatory cul-
ture, users are a commodity sold by the media as eye-
balls to advertisers, in the classic view of Smythe 
(1977), and also the communal activities of the audi-
ence, such as liking or distributing news stories, are a 
commodity (Fuchs, 2010). Social media users represent 
a labour power that produces attention to ads as well 
as data, which then feeds into the production of ads 
(Fisher, 2015, p. 65). Much of the user work or user la-
bour in social media is associated less with production 
and more with communication and interaction. This al-
so means that user work is described well by implicit 
forms of participation.  

In relation to implicit participation, the role of con-
nectivity has been emphasised as part of social media 
logic (van Dijck, 2013). Connectivity refers to how social 
media companies gather data from users and their 
connections and then exploit this data for their pur-
poses, e.g. by selling that information to advertisers 
(van Dijck & Poell, 2013, p. 8). When engaged in social 
media, users are positioned within an algorithmic con-
nectivity in which machine processes mine their data, 
which are then used to affect and engage other users 
(Karppi, 2014). Users produce a precious resource: 
connectivity (van Dijck, 2013, p. 16).  

The term ‘connectedness’ is closely related to 
connectivity and implicit participation. In a sense, 
connectedness involves social media users connecting 
with each other in a multitude of ways. Commoditis-
ing relationships and connections to turn connected-
ness into connectivity is the essence of the business 
undertaken by social media companies (van Dijck, 
2013). CSMs are less interested in co-creation or UGC 
than in users making connections, which yield valua-
ble information about who the users are and what 
they are interested in (van Dijck & Nieborg, 2009, pp. 
865-866). Accordingly, social media platforms record 
not only what is being said but also the more broad 
act of communication itself, including information 
about the profile of a user sending out a message, the 
users receiving that message and how users interact 
with a message by reading, liking and sharing it or not 
(Langlois & Elmer, 2013, p. 2).  

Importantly, social dynamics on social media plat-
forms depend on the platforms themselves (Gillespie, 
2015; Helmond, 2015). Social media platforms have 
simplified the communication process and expanded 
potential communicative opportunities, but they have 
also been built to harness communication in an effort 
to monetise it (Langlois & Elmer, 2013, p. 2). Social me-
dia platforms are designed to enhance human connec-
tions and constant connectivity because smaller 
friendship networks and less communication would 
lead to less user data to market (Langlois, 2014, p. 7; 
Langlois & Elmer, 2013, p. 10). As Gillespie (2015) 
notes, ‘Platforms matter…The platforms, in their tech-
nical design, economic imperatives, regulatory frame-
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works, and public character, have distinct consequences 
for what users are able to do, and in fact do’. 

2.2. Sharing in User Communities 

The context for connectedness can be labelled a ‘user 
community’. When users in social media regularly 
communicate among themselves, they can be said to 
form an actual community; otherwise, impermanent, 
transient and atomised user structures simply repre-
sent a crowd (Bruns, 2012, p. 819). The traditional 
definition of a community, i.e. a spatially compact set 
of people with a high frequency of interaction, inter-
connections and a sense of solidarity, does not always 
fit well with user communities. Social media services 
in particular do not necessarily make people feel as if 
they belong to a community. Instead, social media 
can host sets of interlinked personal communities 
built on interpersonal commitments (Gruzd, Wellman, 
& Takhteyev, 2011, pp. 1296-1299). One way to illus-
trate a user community is to view it as connections 
between personal communities formed around 
friends, followers and other contacts in social media. 
Social networking services do not form mutually 
shared communities; instead, interaction takes place 
in many interlinked personal communities, such as 
one’s Facebook friends. Overall, connectedness is sig-
nificantly related to communality. 

On the continuum of participation, sharing content 
can be placed at a position closer to implicit participa-
tion than to explicit participation. Sharing in social me-
dia involves connectedness and connectivity. Those 
who share content connect with their peers while also 
connecting with Facebook, Twitter and Google (van 
Dijck, 2013, p. 45). In general, the consumption of me-
dia content has gone from being an individual activity 
to one in which consumers have the opportunity to in-
teract with others. In a sense, the consumption of con-
tent is a social experience (Villi, 2012, p. 627) and a 
networked practice (Jenkins, 2006, pp. 244–255). Thus, 
sharing is becoming central to the way in which people 
experience media content (Hermida, Fletcher, Korrell, 
& Logan, 2012, p. 7), such as when they read news sto-
ries recommended by others on Facebook. The word 
‘sharing’ fittingly describes participation in social media 
at large: sharing can be an act of distribution, commu-
nication and consumption (Belk, 2010, p. 730; John, 
2013). Sharing involves social exchange on the one 
hand and distribution and dissemination on the other 
(Wittel, 2011, pp. 3, 8).  

We will now focus on sharing in the context of so-
cial media specifically from the viewpoint of user-
distributed content (UDC). UDC describes the role of 
horizontal connections in disseminating media content; 
users take part in distribution processes by enclosing 
content with social relations (Villi, 2012; Villi & 
Matikainen, 2015). Users make personal referrals and 

guide their peers to consume content that they consid-
er interesting and relevant by recommending the con-
tent on Facebook, tweeting links or sending messages 
through email or instant messaging applications. UDC 
involves sharing as a method of distribution. UDC refers 
to audience activities that serve to amplify the extent, 
visibility and impact of existing online media content. In 
this sense, it is possible to draw clear boundaries be-
tween UDC and user-generated content (UGC), which 
clearly involves producing new content. 

Terms and concepts that closely relate to UDC in-
clude superdistribution, i.e. forwarding media through 
social networks (Anderson, Bell, & Shirky, 2013, p. 14), 
and social curation, which illustrates the networked dis-
tribution of media content by adding qualitative judge-
ments and imbuing the content with personal and social 
significance (Villi, 2012, p. 615; Villi, Moisander, & Joy, 
2012). Singer (2014, p. 68) has coined the term ‘user-
generated visibility’, which is very close to UDC. The idea 
of friendcasting (Lee & Cho, 2011) is implicit in these ap-
proaches to social media use. User-copied content (UCC) 
can also be linked to UDC (van Dijck, 2013, p. 119). 

UDC has the advantage of not being a very time-
consuming activity for users. In many ways, UDC rep-
resents ‘easy participation’ (Newman & Levy, 2013, p. 
70), consisting of simple, everyday actions (Jenkins, 
Ford, & Green, 2013, p. 199) that represent a light 
version of participation, i.e. ‘participation lite’. Using 
a social plugin, such as pressing the Facebook rec-
ommend button placed next to a news item or anoth-
er story, is less demanding than writing a post. In 
UDC, personal recommendations by online contacts, 
especially by friends, are of utmost importance; hav-
ing media content recommended by a friend is very 
effective when deciding what content to consume 
(Enda & Mitchell, 2013; Matikainen & Villi, 2013). In-
fluencers—people with large networks of connected 
followers and friends—are also important (van Dijck, 
2013, p. 40). The term ‘alpha distributors’ can be used 
to refer to users who act as key nodes in social media 
and whose recommendations have an extensive reach 
and influence. 

UDC involves connectedness in the sense that it en-
tails communicative interactions and relationships be-
tween two or more individuals. At the same time, it 
represents connectivity because users lure their peers 
to consume media content, which then leads to data 
generating audience traffic. Users who distribute con-
tent in social media also engage in the work of advertis-
ers and marketers by endorsing brands and their 
content (Napoli, 2010, p. 512) and mobilising themselves 
in the promotion of brands (Fisher, 2015, p. 50). 

2.3. Participation and the Media 

Explicit and implicit forms of participation can also be 
examined in the context of mass media and journalism. 



 

Media and Communication, 2016, Volume 4, Issue 4, Pages 109-117 113 

Until now, UGC has been the most-recognised form of 
audience participation in journalism (Noguera et al., 
2013), and legacy media organisations’ strategies con-
cerning audience participation have concentrated 
largely on UGC (Napoli, 2010; Netzer et al., 2014; Singer 
et al., 2011). However, an increasing number of media 
scholars have argued that for legacy media organisa-
tions, engaging, encouraging and assisting the audience 
in the circulation of media content is more important 
than having them participate in content production 
(Hermida et al., 2012; Singer et al., 2011). Naturally, 
these two ideas are interlinked in the sense that con-
tent in social media often acts as a social glue that con-
nects people, such as when users view photographs on 
Instagram. 

Marshall (2009) argued that the successful opera-
tion of the media industry in social media is as much 
related to content production as it is to facilitating the 
maintenance of social connections among its audience. 
In other words, the work of editorial teams is trans-
formed from content production through creating plat-
form concepts to coordinating, managing and nurturing 
audience communities (Malmelin & Villi, 2015).  

Jönsson and Örnebring (2011) offer a simple distinc-
tion between a) features that require a low level of par-
ticipation in the media, mainly addressing audience 
members as consumers; b) features that require a me-
dium level of participation, addressing audience mem-
bers as prosumers; and c) features that require a high 
level of participation, addressing audience members as 
producers. An example of the low level of participation 
is the use of the social media audience as a ‘radar’ (Vil-
li, 2012, p. 616). Within the radar, journalists can ob-
serve which stories and content circulate the most in 
social media and make content decisions accordingly. 
Another term used to describe journalists watching 
what users discuss online is ‘public sensor’ (Heinonen, 
2011, pp. 37–38). When users are monitored, the sim-
ple act of liking or sharing content can influence deci-
sion-making processes in mass media; thereby, users 
can take part in news selection and gatekeeping (Netzer 
et al., 2014, p. 628). Moving from a low level to a high 
level of participation correlates with the transition from 
implicit to explicit participation. 

2.4. Methodological Challenges of Studying Implicit 
Participation 

Now, we move on to discussing the methodological 
challenges of social media research. In connection to 
the continuum of explicit and implicit participation, a 
fundamental methodological challenge is the tension 
between human action and the data-based environ-
ment. As van Dijck and Poell (2013) demonstrated, pro-
grammability is an essential element of social media 
logic. Sociality is produced on social media platforms, 
and their code, data, algorithms, protocols and inter-

faces impose preconditions for social interactions and 
social being. The corpus is not just the product of peo-
ple’s participation; it is also crafted by social media 
platforms according to the logic of their algorithms, the 
imperatives of their business models and the enforce-
ment of community guidelines (Gillespie, 2015).  

Here, we can again refer to Schäfer’s (2011) claim 
that in implicit participation, a user’s actions and in-
formation technology are strongly interlinked. There-
fore, there is both a human–social aspect and a data-
based aspect of interaction and participation. When 
studying implicit participation, both of these aspects 
should be considered. However, the aspects are meth-
odologically and pragmatically different. In most cases, 
user data are quantitative, but participation is human 
and social in nature; the human–social aspect of partic-
ipation emerges in meanings and discourses.  

To understand this context, Lessig (2001) has devel-
oped a useful specification. He presents three distinct 
layers of the Internet. The first layer is the physical lay-
er, which is the basis of communication, i.e. computers 
and the wires that link computers. The physical layer, 
i.e. the hardware, enables operations in information 
networks. The second layer is the code layer, which 
makes the hardware run. This layer includes protocols 
and code. The third layer is the content layer, which is 
the visible part of the Internet, including images, texts 
and videos. Lessig’s specification of the three layers 
helps us understand that implicit participation and par-
ticipation in general operate on three levels, and the 
content layer is the only one visible to users.  

In social media, the power of algorithms, i.e. the 
code layer, is stronger now than it has ever been. As 
Bucher (2012) notes, algorithmic architectures dynami-
cally constitute certain forms of social practices. For 
example, Facebook’s algorithms are based on the as-
sumption that users are not equally connected to their 
friends. This assumption has two methodologically im-
portant consequences. First, explicit and implicit partic-
ipation are partly constituted by the algorithm. Second, 
the data produced by algorithms is relevant when stud-
ying participation in social media.  

A further methodological challenge involves deter-
mining how to gather research data, which in social 
media could be rather extensive. The data can be either 
user-based or platform-based, following the continuum 
from explicit to implicit participation. Traditionally, re-
search data in social sciences have been gathered 
through surveys, interviews, observations and docu-
mentation, which are generally manual methods. Social 
media and the Internet in general generate a need for 
new forms of data analysis and software-supported da-
ta capture (Rieder, Abdulla, Poell, Woltering, & Zack, 
2015), such as network analysis. For example, Facebook 
produces diverse, broad data, which can be gathered us-
ing computational techniques (Sormanen et al., 2016), 
such as an application programming interface (API). API-
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based data can highlight the role of administrators as 
connective leaders, measure the size and composition of 
the participating audience, engage in various types of 
periodisation and investigate issues that have been 
raised in comment sections (Rieder et al., 2015).  

Even with new forms of data, interaction and partic-
ipation in social media cannot be analysed fully using 
either qualitative or quantitative methods. The rela-
tionship between quantitative and qualitative methods 
is vague because they are based on different assump-
tions of reality and human action. The challenge is then 
to combine qualitative and quantitative methods in a 
sensible way. Quantitative and qualitative data also re-
quire various analytical skills, and multidisciplinary re-
search is often necessary. In social media research, the 
lack of technical skills may lead to limited data and bi-
ased analysis (Weller, 2015). In addition, we should not 
become blinded by new data and methods. Big data 
and network visualisation can be impressive and impos-
ing, but analytically, they are rather conventional. We 
as researchers must not only preserve analytical and 
critical thinking but also remain curious about new data 
and methods.  

The challenge of data access and ownership of user 
data is of essence to research. As mentioned earlier, so-
cial media companies utilise user data as a product in 
their businesses. Thus, the data are commonly consid-
ered trade secrets. This causes many problems from a 
methodological perspective. At worst, research could 
be limited only to data that are freely available. This 
phenomenon is already evident, as shown in the 
amount of social media research focusing on Twitter 
due to the platform’s comparatively easy and stable da-
ta access (Weller, 2015). Another point is that a majori-
ty of online participation is increasingly unreachable 
and hidden from researchers. The popularity of mes-
saging apps, such as WhatsApp (Newman & Levy, 2014, 
p. 70), LINE and iMessage, in online communication is 
growing; however, data from these apps cannot be ana-
lysed in the same manner as traffic on Twitter. 

2.5. Ethical Considerations 

When conducting research on social media, ethical as-
pects should be considered. Implicit and explicit partic-
ipation especially relate to the question of privacy, 
which depends on individual and cultural definitions 
and expectations (Markham & Buchanan, 2012, p. 6). 
These definitions are extremely complicated in the con-
text of participation because users do not often per-
ceive on their own whether their participation is 
implicit or explicit, or do not realise that their activity is 
participation at all. 

As Sveningsson Elm (2009) notes, public and private 
are not univocal states; instead, they are based on us-
ers’ perceptions. In this situation, researchers should 
be sensitive to users’ rights and privacy. One essential 

notion is that like implicit and explicit participation, the 
concepts of public and private should be considered as 
a continuum and not a dichotomy (Sveningsson Elm, 
2009). Many social media environments are semi-
public, where some parts of the environment are public 
and some parts are not; in these cases, the definition of 
privacy is ambiguous. As Henderson, Johnson and Auld 
(2013, p. 550) stated, ‘In the context of social media, it 
becomes increasingly difficult, if not impossible, to eth-
ically claim a dichotomy of private or public’.  

An important ethical aspect is the question of con-
sent (Henderson et al., 2013, p. 549). If the research 
subject is identifiable, consent is needed. However, in 
the case of social media, from whom should consent be 
obtained and how should it be obtained? Consent is 
closely related to the above-mentioned dimension of 
private and public. Basically, consent is needed when 
content or communication is private. Because drawing 
the line between private and public in social media is 
challenging and sometimes even impossible, research-
ers should be extremely careful when gathering re-
search data without consent. Often, the difficulty of 
obtaining consent adds to the challenge. 

Research participants or subjects are regularly 
promised anonymity (Dawson, 2014). In social media, 
data are diverse because they also include information 
regarding people’s preferences and social relationships, 
which is often a result of implicit participation. In rela-
tion to implicit participation, it should be noted that 
personal data in social media are also produced by 
platforms. Platform-based data can often reveal a us-
er’s identity easier than when the user makes an ex-
plicit decision to reveal or hide his or her identity. 

One important question revolves around how re-
searchers can penetrate social media, especially implic-
it forms of participation. Corporate social media 
companies are not shy about collecting information on 
implicit participation, and many users are not aware 
that they are leaving traces and collectable infor-
mation. Can researchers be as straightforward and eth-
ically blunt when digging into the forms and practices 
of implicit participation? How active as participants 
should the researchers themselves be? In relation to 
these questions, Markham (2013, p. 440) questions 
whether participation is always necessary for ethnog-
raphers working in online environments.  

The ethical challenges are increased by the fact that 
children and young adults are remarkably active on so-
cial media. Scientific ethical rules emphasise that all 
humans, especially children, should be protected. It is 
interesting to note that despite many rules and guide-
lines related to research ethics, there are few empirical 
studies on ethics in online research (Dawson, 2014). 
Therefore, we suggest that in addition to concrete, de-
tailed ethical rules concerning social media research, 
more meta-analysis of the fulfilment of research ethics 
in social media research is needed.  
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3. Conclusions 

In this paper, we emphasised that implicit and explicit 
participation are the two ends of the continuum of par-
ticipation. At the implicit end of the continuum lies fully 
automatic participation, as exemplified by the pro-
grammed publication of music listening habits on Face-
book after listening to music on Spotify. At the explicit 
end lies writing a blog or publishing a picture on Insta-
gram. Sharing and liking lie between the two ends of 
the spectrum, although they more closely represent 
implicit participation. Both explicit and implicit partici-
pation in social media are motivated at least partly by 
connectedness, and they benefit and support connec-
tivity. Connectivity represents the relationship between 
the user and the information system or the platform 
(such as Facebook and Google), whereas connected-
ness represents the relationship between users. 

We argue that the more-implicit forms of user par-
ticipation in the communicative social networks of so-
cial media are of essence, especially for social media 
companies that offer services and platforms for interac-
tion and that rely on connectivity in their businesses. 
We suggest that this is also increasingly the case for 
legacy media organisations. Therefore, we claim that 
when attempting to describe the instrumental partici-
patory activities of users in a social media environ-
ment, discussion of UGC and other forms of more-
explicit participation should be supplemented with dis-
cussion of more-implicit forms of participation. Accord-
ingly, the development of methods should focus more 
on the study of implicit participation, which has not 
been the case in previous research.  

The continuum of explicit and implicit participation 
should be considered as a theoretical, methodological, 
ethical and pragmatic phenomenon. Therefore, the 
elaboration of theoretical concepts is necessary but in-
sufficient. We should remember that many methodo-
logical and pragmatic aspects can restrict the 
operationalisation of participation in social media and 
the nature of the data. For example, Langlois and Elmer 
(2013, pp. 10-11) argue that the promise that social 
media data offer a transparent trace of human behav-
iour is false because the behaviour is affected by the 
corporate logic of social media platforms. This leads to 
several challenges when studying modes of participa-
tory culture on social media platforms, including access 
to data, the ethics of data research, the data, and what 
the data claim to stand for. 
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