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Abstract
This editors’ introduction provides a short summary of the Snowden revelations and the paradoxical political and public
responses to them. It further provides an overview of the current academic debate triggered by the Snowden case and
the documents leaked by him and introduces the articles featured in this issue on post-Snowden Internet policy.
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It was late May 2013 when a 30-year-old American com-
puter professional walked through the arrivals hall of
Hong Kong International Airport. In his luggage he car-
ried four laptop computers, enabling him to access some
of theUS government’smost highly-classified secrets. He
was about to commit the biggest act of whistleblowing in
the history ofmodern intelligence agencies, to be named
after him: the Snowden revelations.

The man behind the disclosures, Edward Snowden,
hadworkedwith US intelligence agencies since 2006 and
started his job as a subcontractor to the National Se-
curity Agency (NSA) for the companies Dell and Booz
Allen Hamilton in 2009 (Ray, 2016). During that time,
he began collecting data and information on the NSA’s
secret surveillance programmes. Convinced that these
practices were excessive and invasive in nature, he de-
cided to reveal them to the public, as he could not “in
good conscience allow the US government to destroy
privacy, Internet freedom and basic liberties for peo-
ple around the world with this massive surveillance ma-

chine they’re secretly building” (Greenwald,MacAskill, &
Poitras, 2013). During his stay in Hong Kong, Snowden
metwith twoGuardian journalists, GlennGreenwald and
Ewen MacAskill, and the documentary filmmaker Laura
Poitras, to whom he consigned thousands of classified
NSA documents. On June 5th, The Guardian started to re-
port on the leaked material. Shortly afterwards, Snow-
den went public of his own accord, arguing that he did
not need to hide, having done nothing wrong.

Over the following months, several other important
news outlets around the world obtained access to the
leaked documents and reported on their content, most
prominently Der Spiegel, The Washington Post, The New
York Times, O Globo and Le Monde. In several countries,
these continuous publications provoked a chorus of out-
rage by policy-makers, the media, civil society activists
and the general public. So far, however, they have not
been followed by effective limitations to state surveil-
lance and better safeguards to protect the right to pri-
vacy. Quite the contrary, most governments—including
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those who publicly spoke out against the US practices—
seem reluctant to seriously review their own intelligence
frameworks. Instead, over the last years, many of them
legalised existing practices and strengthened their coop-
eration with the US and other foreign services (see also
Tréguer, 2017).

This “paradoxical mismatch between harsh criticism
and stable cooperation” (Steiger, Schünemann, & Dim-
roth, 2017), meaning the discrepancy between discourse
and policy change, is one of the many important fac-
tors that make the Snowden revelations, their content
and their consequences a highly relevant research topic
for communication sciences. Not only on the political
level but also in academia, the disclosures have acceler-
ated a necessary debate about the future of Internet pol-
icy and the importance of data protection in an increas-
ingly globalised word interconnected by digital infras-
tructures. The intense public and academic discussions
about the documents leaked by Edward Snowden show
that his revelations are unprecedented. Indeed, they pro-
vide insights into a wide network of surveillance tools,
programmes and actors covering at least three different
dimensions: Firstly, they revealed the scale and extent
of surveillance, meaning the massive quantity of the col-
lected data and the vast number of peoplewho are being
systematically surveilled; secondly, they provide exten-
sive information about the kind of data that is being in-
tercepted and collected, ranging frommetadata (i.e. who
communicated with whom and when) to the content of
phone calls and emails; and thirdly, they reveal the actual
practices of surveillance, i.e. the different programmes
and cooperation mechanisms that allow for the vastness
of surveillance in place and the integration and process-
ing of the collected data.

Although the Snowden revelations focus on the
NSA as a main actor, they also touch on practices of
the British Government Communications Headquarters
(GCHQ) and the US alliances with other intelligence ser-
vices within the so-called Five Eyes network (compris-
ing Australia, Canada, New Zealand, the UK and the
USA). In addition, they shed light on the US coopera-
tionwith European intelligence agencies, such as theGer-
man Bundesnachrichtendienst (BND) and the French Di-
rection Générale De La Sécurité Extérieure. Furthermore,
the leaked documents demonstrate that the NSA and
its allies not only intercept telecommunication and In-
ternet content and metadata themselves, for instance
through GCHQ’s TEMPORA programme. Via the PRISM
programme, the NSA also accesses and collects Internet
communications from at least nine US Internet compa-
nies, such as Google and Facebook, allegedly in parts
without their knowledge.Whatwas particularly shocking
tomanywas that theNSA and its allies not only surveilled
non-US citizens domestically and abroad (and US citizens
communicating with foreigners) but also spied on world
leaders and international organisations (Poitras, Rosen-
bach, & Stark, 2014), such as the IMF, World Bank, Hu-
man Rights Watch and Amnesty International, and mon-

itored the preparation of global events, for instance the
2009 Copenhagen summit on Climate Change (Gjerding,
Moltke, Geist, & Poitras, 2014).

It was in particular the surveillance of political and
economic institutions of allied nations that caused inter-
national repercussions. In September 2013, the report
that the NSA had spied on Brazil’s president Dilma Rouss-
eff and the Brazilian oil company Petrobas prompted
Rousseff to cancel her planned US visit and led to the
installation of a parliamentary commission of inquiry
and an investigation by the Brazilian federal police. Simi-
larly, after news broke that the BND gave NSA access to
mass surveillancemetadata inGermany and that theNSA
had monitored the communication of Chancellor Angela
Merkel, a parliamentary committee of inquiry on theNSA
was established at theGermanBundestag inMarch 2014,
a committee that has yet to finish its work. As another re-
sponse to these incidents, Germany and Brazil submitted
a joint UN resolution entitled “Right to Privacy in the Digi-
tal Age”, whichwas adopted by theUNGeneral Assembly
in December 2013.

In spite of the wide-spread indignation by political
actors and civil society, the Snowden revelations have
not led to extensive and tangible policy changes (see
also Steiger et al., 2017). Some of the governments
that found themselves under US surveillance came to
realise—either through further leaked NSA documents
or through their own investigations—that their own in-
telligence agencies have been playing a rather inglorious
role with regard to the revealed practices. Not only had
many of them benefitted from the intelligence collection
by the US services, they often also gathered excessive in-
formation themselves byway of rather dubiousmethods.
As a consequence, many countries, including the US, im-
plemented surveillance reforms in reaction to the leaks.
Yet most of the reforms rather served to adapt the legal
foundations to the already existing practices or even to
expand the agencies’ authority for surveillance. At the
same time, new oversight powers were limited in scope.
Instead of reforming a system that, according to Snow-
den, has gone out of control, the system has been con-
solidated. The UK, for instance, passed its Investigatory
Powers Act in November 2016 to clarify the investiga-
tory powers of the British law enforcement and intelli-
gence agencies (Hintz & Dencik, 2016). But rather than
limiting these powers, the act has been accused of legal-
ising a “range of tools for snooping and hacking by the
security services” that were already being used but pre-
viously ruled illegal by the investigatory powers tribunal
(MacAskill, 2016). Snowden himself supported the civil
society objections against the passed act by commenting
that “the UK has just legalised the most extreme surveil-
lance in the history of western democracy. It goes further
than many autocracies” (Snowden, 2016).

Of course, the reform of intelligence legislation was
not the only response triggered by Snowden’s disclo-
sures and the wider debate on mass surveillance. Over
the last years, we could witness a variety of changing
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practices, policies and discourses that can—in one way
or another—be related to post-Snowden contentions.
In the light of the role of big Internet corporations for
signals intelligence, it is interesting to interpret recent
changes in these corporations’ policy and encryption
practices in the post-Snowden context, for example their
resistance to granting authorities access to their data and
devices, as witnessed in the struggle between Apple and
the FBI over unlocking an iPhone in spring 2016 (see the
contributions of Kumar, 2017; and Schulze, 2017). Simi-
larly, it is possible to see a connection between the ac-
tions of policy makers and the changing role of national
and international courts, such as the European Court for
Human Rights, as last institutional resorts against govern-
mental and corporate power in the digital sphere. In ad-
dition, the debate about the NSA documents also led to
new practices and different kinds of cooperation on the
side of civil society, for instance in the form of national
and transnational activist movements against Internet
surveillance or resistance tactics by Internet users allow-
ing them to bypass censorship and surveillance (see Er-
moshina & Musiani, 2017). Lastly, the actions of Edward
Snowden, who gave up a comfortable life in Hawaii in ex-
change for criminal charges and temporary exile in Rus-
sia, and the harsh response by the US administration pro-
voked the (re)emergence of national and transnational
debates on the importance and challenges of whistle-
blowing. While the US authorities filed charges against
Snowden under the 1917 US Espionage Act, he received
important awards in other countries, such as theGerman
Whistleblower Prize in August 2013. This led to a new
level of public and political awareness regarding the lack
of sufficient whistleblower protection in many countries
around theworld, including themost liberal democracies
(see also Brevini, 2017).

Themany processes and discussions triggered by the
Snowden revelations are also reflected by the growing
body of academic literature that has emerged since the
first disclosures in summer 2013. This literature can be
roughly grouped into four research streams, each fo-
cussing on a different aspect of the manifold issues at
stake in the post-Snowden environment:

Unsurprisingly, the first and largest stream of re-
search is marked by an analytical interest in surveillance
and its societal repercussions. Not only in law but in
many other social sciences, the Snowden revelations led
academics to analyse the legal aspects of surveillance,
be it the existing legal frameworks and their reformation
(e.g. Geist, 2015; Ni Loideain, 2015) or the general rela-
tionship of surveillance, law and civil liberties, including
the right to privacy (e.g. Clement & Obar, 2016; Lippert,
2015; Lucas, 2014; Paterson, 2014). Others reflected
on the interplay between technology, surveillance and
power (e.g. Bauman et al., 2014; Lyon, 2014, 2015) and
the broader societal and (geo)political consequences of
mass surveillance (e.g. Aust & Ammann, 2016; Giroux,
2015; Keiber, 2015; Marsden, 2014). Closely related are
also abstract discussions and empirical analyses of the al-

leged contrast between security and liberty (e.g. Lieber,
2014; Lowe, 2016).

Besides the political and academic discussions on
mass surveillance and privacy, the second stream of post-
Snowden research focusses on the public reaction to the
NSA revelations.While a number of authors analysed the
reporting on Snowden and competing discourses in na-
tional and international media (e.g. Branum & Charteris-
Black, 2015; Di Salvo&Negro, 2016;Madison, 2014), oth-
ers used diverse conceptual approaches to assess how
Snowden and his leaks were framed in social media (e.g.
Marres & Moats, 2015; Qin, 2015) and what effect his
revelations had on democratic discourse and free expres-
sion within these digital channels (Stoycheff, 2016).

Moving away from the surveillance nexus and the re-
sponses triggered by the Snowden disclosures, the third
streamof research dealswith the highly political issues of
civil disobedience in general and whistleblowing in par-
ticular. In this context, many authors discuss the partic-
ularities of the growing phenomenon of digital disobe-
dience (e.g. Lagasnerie, 2016; Scheuerman, 2016), the
problem of counter-surveillance as a form of resistance
(Gürses, Kundnani, & Van Hoboken, 2016) and the ques-
tion whether Snowden’s deeds can be characterised as
acts of civil disobedience (Brownlee, 2016; Scheuerman,
2014). Focussing on whistleblowing as a particular form
of resistance, other contributions range from historical
perspectives on national security leaks (Gardner, 2016;
Moran, 2015) to the problem of legal protection (e.g. Pa-
quette, 2013; Peffer et al., 2015) and the question of how
acts of whistleblowing are conducted, framed, and per-
ceived (e.g. Contu, 2014; Rios & Ingraffia, 2016). Others
again centre on the increasingly politicised issue of trans-
parency and its role in modern societies (e.g. Borradori,
2016; Fenster, 2015; Flyverbom, 2015).

The fourth and last research stream takes a much
broader perspective than the others by looking at the
Snowden revelations in the larger context of national and
global Internet policy (e.g. Deibert, 2015). Under this um-
brella, scholars closely followed the changing perception
of and policy towards the Internet as a political space,
for instance in terms of cybersecurity (e.g. Lee, 2013) or
global Internet Governance (Nocetti, 2015).

The contributions of this thematic issue add to all
of these research streams through conceptual consider-
ations and empirical case studies. With their focus on
state and non-state policy, however, they contribute to
one of the currently understudied repercussions of the
Snowden contentions, namely the concrete changes in
Internet policy and their interrelation with specific dis-
courses, issues and actors in the aftermath of the Snow-
den revelations.

The first two articles explore how two national gov-
ernments that were equally involved in parts of the prac-
tices revealed by the NSA documents responded to pub-
lic demands for more surveillance oversight. Steiger et al.
(2017) assess German parliamentary and governmental
documents to discuss the misfit between the public out-
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rage over the Snowden revelations and the actual re-
form of policies and practices in Germany. They identify
recurrent elements in parliamentary and governmental
discourses facilitating the authorities’ reluctance to act,
such as the tense relationship between freedom and se-
curity, the priority given to digital sovereignty and post-
privacy narratives. Félix Tréguer (2017) also analyses the
response of a European country, in this case France, to
the debate on mass surveillance, using a different con-
ceptual and methodological approach and a different fo-
cus. His case study of post-Snowden intelligence reform
in France examines how the gap between existing le-
gal frameworks and actual surveillance practices is being
closed through new legalisation. After the Paris attacks
of January 2015, the French government passed the In-
telligence Act, which can be considered the most exten-
sive piece of legislation ever adopted in France to regu-
late secret state surveillance. Although the paradoxical
practice to legalise surveillance practices in the midst of
post-Snowden contention is not unique to France and
can be viewed as part of a wider international trend,
Tréguer also sees it as a chance for the emerging privacy
movement to use these legalisation strategies to roll back
surveillance practices.

Shifting the focus away from liberal democracies
renegotiating the limits of mass surveillance, two contri-
butions focus on the country that since 2013 has been
granting exile to Edward Snowden although its own In-
ternet approach is often heavily criticised for running
counter to Snowden’s fight for transparency and free-
dom. Taking a holistic and historical perspective on Rus-
sian information and Internet policy, the contribution
of Nathalie Maréchal (2017) draws a picture of the net-
worked authoritarianism practiced in Russia. The author
considers Russia’s domestic information controls policy
and its role in global Internet governance processes as
part of its foreign policy seeking to (re-)establish itself
as a major geopolitical player. She therefore argues that
the geopolitics of information will become increasingly
important in the years to come. The contribution by Kse-
nia Ermoshina and FrancescaMusiani (2017) looks at Rus-
sian Internet policy from a different angle by assessing
the country’s state-centred style of Internet governance
and users’ way of dealingwith it froma perspective of Sci-
ence and Technology Studies. Thus, it not only addresses
the Russian way of “Internet governance by infrastruc-
ture” but also analyses the various resistance tactics that
Russian users have developed to counter these gover-
nance mechanisms. Investigating individual and collec-
tive forms of resistance, the article focuses on the mate-
riality of tactics employed, spanning from infrastructure-
based countermeasures to the migration of hardware
and people.

The following two contributions to this thematic is-
sue are shifting the focus from the relations between gov-
ernments and civil society towards government interac-
tion with the private sector. In a comparative analysis,
Matthias Schulze (2017) contrasts two cryptography dis-

courses from 1993 and 2016 to analyse the competing
discourses on whether the government should be able
to monitor secure and encrypted communication. Based
on the securitisation framework, the author assesses
how security threats were constructed within these dis-
courses and compares the arguments of proponents and
critics of exceptional access. The contribution of Priya
Kumar (2017) likewise focusses on private-sector actors
and their concern for data protection. His contribution in-
vestigates the changes in the privacy policies of the nine
companies involved in the PRISM programme plus Twit-
ter in order to trace how company practices concerning
user information have shifted over the last years. Show-
ing that company disclosure of tracking for advertising
purposes increased, the author concludes that public de-
bates about post-Snowden privacy rights cannot ignore
the role that companies play in legitimizing surveillance
activities to create market value.

The implications of tightening security legislation for
journalists and the lack of whistleblower protection for
their sources are at the core of Benedetta Brevini’s (2017)
contribution. Analysing the changing legal framework in
Australia after the Snowden leaks, the author interprets
the changes as a threat to the work of journalists who in-
creasingly find themselves the targets of bulk data collec-
tion. Brevini concludes with a warning that to Australian
journalism, a space for agency to resist public metadata
retention’s schemes might be needed more than ever—
but is missing.

Acknowledgements

The publication of this issue was financially supported by
theOpenAccess fund of the Leibniz Association and is co-
sponsored by the Communication Policy and Technology
(CP&T) Section of the International Association for Me-
dia and Communication Research (IAMCR).We thank the
authors of this issue, the staff ofMedia and Communica-
tion and the many external reviewers who commented
on the manuscripts submitted for this issue.

Conflict of Interests

The authors declare no conflict of interests.

References

Aust, S., & Ammann, T. (2016). Digitale Diktatur: Total-
überwachung, Datenmissbrauch, Cyberkrieg. Berlin:
Ullstein.

Bauman, Z., Bigo, D., Esteves, P., Guild, E., Jabri, V., Lyon,
D., & Walker, R. B. J. (2014). After Snowden: Rethink-
ing the impact of surveillance. International Political
Sociology, 8(2), 121–144.

Borradori, G. (2016). Between transparency and surveil-
lance: Politics of the secret. Philosophy & Social Criti-
cism, 42(4/5), 456–464.

Branum, J., & Charteris-Black, J. (2015). The Edward

Media and Communication, 2017, Volume 5, Issue 1, Pages 1–6 4



Snowden affair: A corpus study of the British press.
Discourse & Communication, 9(2), 199–220.

Brevini, B. (2017). Metadata laws, journalism and resis-
tance in Australia. Media and Communication, 5(1),
76–83.

Brownlee, K. (2016). The civil disobedience of Edward
Snowden: A reply toWilliamScheuerman. Philosophy
& Social Criticism, 42(10), 965–970.

Clement, A., & Obar, J. A. (2016). Keeping internet users
in the know or in the dark: An analysis of the data pri-
vacy transparency of Canadian internet carriers. Jour-
nal of Information Policy, 6, 294–331.

Contu, A. (2014). Rationality and relationality in the
process of whistleblowing: Recasting whistleblowing
through readings of Antigone. Journal of Manage-
ment Inquiry, 23(4), 393–406.

Deibert, R. (2015). The geopolitics of cyberspace after
Snowden. Current History, 114(168), 9–15.

Di Salvo, P., & Negro, G. (2016). Framing Edward Snow-
den: A comparative analysis of four newspapers in
China, United Kingdom and United States. Journal-
ism, 17(7), 805–822.

Ermoshina, K., & Musiani, F. (2017). Migrating servers,
elusive users: Reconfigurations of the Russian Inter-
net in the post-Snowden era. Media and Communi-
cation, 5(1), 42–53.

Fenster, M. (2015). Transparency in search of a theory.
European Journal of Social Theory, 18(2), 150–167.

Flyverbom, M. (2015). Sunlight in cyberspace? On trans-
parency as a form of ordering. European Journal of
Social Theory, 18(2), 168–184.

Gardner, L. C. (2016). The war on leakers: National secu-
rity and American democracy, from Eugene v. Debs
to Edward Snowden. New York, NY: The New Press.

Geist, M. (2015). Law, privacy and surveillance in Canada
in the post-Snowden era. Ottawa: University of Ot-
tawa Press.

Giroux, H. A. (2015). Totalitarian paranoia in the post-
Orwellian surveillance state. Cultural Studies, 29(2),
108–140.

Gjerding, S., Moltke, H., Geist, A., & Poitras, L. (2014,
January 30). NSA spied against UN climate negoti-
ations. Information. Retrieved from https://www.
information.dk/udland/2014/01/nsa-spied-against-
un-climate-negotiations

Greenwald, G., MacAskill, E., & Poitras, L. (2013, June
11). Edward Snowden: The whistleblower behind
the NSA surveillance revelations. The Guardian. Re-
trieved from https://www.theguardian.com/world/
2013/jun/09/edward-snowden-nsa-whistleblower-
surveillance

Gürses, S., Kundnani, A., & Van Hoboken, J. (2016).
Crypto and empire: The contradictions of counter-
surveillance advocacy. Media, Culture & Society,
38(4), 576–590.

Hintz, A., & Dencik, L. (2016). The politics of surveillance
policy: UK regulatory dynamics after Snowden. Inter-
net Policy Review, 5(3). doi:10.14763/2016.3.424

Keiber, J. (2015). Surveillance hegemony. Surveillance &
Society, 13(2), 168–181.

Kumar, P. (2017). Corporate privacy policy changes dur-
ing PRISM and the rise of surveillance capitalism.Me-
dia and Communication, 5(1), 63–75.

Lagasnerie, G. de. (2016). Die Kunst der Revolte: Snow-
den, Assange, Manning. Berlin: Suhrkamp.

Lee, N. (2013). Counterterrorism and cybersecurity: Total
information awareness. New York, NY: Springer.

Lieber, R. J. (2014). Security vs. privacy in an era of terror
and technology. Telos, 2014(169), 144–149.

Lippert, R. K. (2015). Thinking about law and surveillance.
Surveillance & Society, 13(2), 292–294.

Lowe, D. (2016). Surveillance and international terrorism
intelligence exchange: Balancing the interests of na-
tional security and individual liberty. Terrorism and
Political Violence, 28(4), 653–673.

Lucas, G. R. (2014). NSA management directive #424: Se-
crecy and privacy in the aftermath of Edward Snow-
den. Ethics & International Affairs, 28(1), 29–38.

Lyon, D. (2014). Surveillance, Snowden, and big data: Ca-
pacities, consequences, critique. Big Data & Society,
1(2).

Lyon, D. (2015). The Snowden stakes: Challenges for un-
derstanding surveillance today. Surveillance & Soci-
ety, 13(2), 139–152.

MacAskill, E. (2016, November 19). “Extreme surveil-
lance” becomes UK law with barely a whimper. The
Guardian. Retrieved from https://www.theguardian.
com/world/2016/nov/19/extreme-surveillance-bec
omes-uk-law-with-barely-a-whimper

Madison, E. (2014). News narratives, classified secrets,
privacy, and Edward Snowden. Electronic News, 8(1),
72–75.

Maréchal, N. (2017). Networked authoritarianism and
the geopolitics of information: Understanding Rus-
sian Internet policy.Media and Communication, 5(1),
29–41.

Marres, N., & Moats, D. (2015). Mapping controversies
with social media: The case for symmetry. Social Me-
dia + Society, 1(2), 1–17.

Marsden, C. (2014). Hyper-power and private monopoly:
The unholy marriage of (neo)corporatism and the
imperial surveillance state. Critical Studies in Media
Communication, 31(2), 100–108.

Moran, C. (2015). Turning against the CIA: Whistleblow-
ers during the “Time of Troubles”. History, 100(340),
251–274.

Ni Loideain, N. (2015). EU law and mass internet meta-
data surveillance in the post-Snowden era. Media
and Communication, 3(2), 56–62.

Nocetti, J. (2015). Contest and conquest: Russia and
global Internet governance. International Affairs,
91(1), 111–130.

Paquette, L. (2013). The whistleblower as underdog:
What protection can human rights offer in massive
secret surveillance? The International Journal of Hu-
man Rights, 17(7/8), 796–809.

Media and Communication, 2017, Volume 5, Issue 1, Pages 1–6 5



Paterson, N. E. (2014). End user privacy and policy-based
networking. Journal of Information Policy, 4, 28–43.

Peffer, S. L., Bocheko, A., Del Valle, R. E., Osmani, A., Pey-
ton, S., & Roman, E. (2015).Whistle where youwork?
The ineffectiveness of the FederalWhistleblower Pro-
tection Act of 1989 and the promise of the Whistle-
blower Protection Enhancement Act of 2012. Review
of Public Personnel Administration, 35(1), 70–81.

Poitras, L., Rosenbach, M., & Stark, H. (2014, March 29).
“A” for Angela: GCHQ and NSA targeted private Ger-
man companies and Merkel. Der Spiegel. Retrieved
from http://www.spiegel.de/international/germany/
gchq-and-nsa-targeted-private-german-companies-
a-961444.html

Qin, J. (2015). Hero on Twitter, traitor on news: How so-
cial media and legacy news frame Snowden. The In-
ternational Journal of Press/Politics, 20(2), 166–184.

Ray, M. (2016). Edward Snowden. In Encyclopaedia
Britannica. Retrieved from https://www.britannica.
com/biography/Edward-Snowden

Rios, K., & Ingraffia, Z. A. (2016). Judging the actions of
“whistle-blowers” versus “leakers”: Labels influence
perceptions of dissenters who expose group miscon-
duct. Group Processes & Intergroup Relations, 19(5),
553–569.

Scheuerman, W. E. (2014). Whistleblowing as civil dis-
obedience: The case of Edward Snowden. Philosophy
& Social Criticism, 40(7), 609–628.

Scheuerman, W. E. (2016). Digital disobedience and the
law. New Political Science, 38(3), 299–314.

Schulze, M. (2017). Clipper meets Apple vs. FBI—A com-
parison of the cryptography discourses from 1993
and 2016.Media and Communication, 5(1), 54–62.

Snowden, E. (2016, November 13). The UK has just legal-
ized the most extreme surveillance in the history of
western democracy. It goes farther than many autoc-
racies. Twitter. Retrieved from https://twitter.com/
snowden/status/799371508808302596

Steiger, S., Schünemann, W., & Dimmroth, K. (2017).
Outrage without consequences? Post-Snowden dis-
courses and governmental practice in Germany. Me-
dia and Communication, 5(1), 7–16.

Stoycheff, E. (2016). Under surveillance: Examining Face-
book’s spiral of silence effects in the wake of NSA in-
ternet monitoring. Journalism & Mass Communica-
tion Quarterly, 93(2), 296–311.

Tréguer, F. (2017). Intelligence reform and the Snowden
paradox: The case of France.Media and Communica-
tion, 5(1), 17–28.

About the Authors

Julia Pohle is a senior researcher in the Internet policy project group at the WZB Berlin Social Science
Center. She holds a PhD in Communication Studies from the Vrije Universiteit Brussel. She currently
serves as Vice-Chair for the Communication Policy and Technology Section of the International Asso-
ciation for Media and Communication Research (IAMCR) and as a member of the Steering Committee
of the German Internet Governance Forum (IGF-D). Her research focuses on Internet policy, global
communication governance, Science and Technology Studies and digitalisation.

Leo Van Audenhove is a professor and head of department at the Department of Communication
Studies of Vrije Universiteit Brussel. He is a researcher at iMEC-SMIT—Studies on Media, Innovation
and Technology at the same university. He is extra-ordinary professor at the University of theWestern
Cape. In 2013, he was instrumental in setting up the Knowledge Centre for Media Literacy in Flanders,
of which he subsequently became the director. The centre was established by government as an inde-
pendent centre to promote media literacy in Flanders. His research focuses on Internet governance,
media literacy, e-inclusion and ICT4D.

Media and Communication, 2017, Volume 5, Issue 1, Pages 1–6 6



Media and Communication (ISSN: 2183–2439)
2017, Volume 5, Issue 1, Pages 7–16

DOI: 10.17645/mac.v5i1.814

Article

Outrage without Consequences? Post-Snowden Discourses and
Governmental Practice in Germany

Stefan Steiger 1,*, Wolf J. Schünemann 2 and Katharina Dimmroth 3

1 Institute of Political Science, Heidelberg University, 69115 Heidelberg, Germany;
E-Mail: stefan.steiger@ipw.uni-heidelberg.de
2 Institute of Social Sciences, Hildesheim University, 31141 Hildesheim, Germany;
E-Mail: wolf.schuenemann@uni-hildesheim.de
3 Institute of Political Science, Rheinisch-Westfälische Technische Hochschule Aachen, 52074 Aachen, Germany;
E-Mail: katharina.dimmroth@ipw.rwth-aachen.de

* Corresponding author

Submitted: 31 October 2016 | Accepted: 20 January 2017 | Published: 22 March 2017

Abstract
In 2013 Edward Snowden’s disclosures of mass surveillance performed by US intelligence agencies seriously irritated politi-
cians and citizens around the globe. This holds particularly true for privacy-sensitive communities in Germany. However,
while the public was outraged, intelligence and security cooperation between the United States and Germany has been
marked by continuity instead of disruption. The rather insubstantial debate over a so-called “No-Spy-Agreement” between
the United States and Germany is just one telling example of the disconnect between public discourse and governmental
action, as is the recent intelligence service regulation. This article considers why andwhere the “Snowden effect” has been
lost on different discursive levels. We analyze and compare parliamentary and governmental discourses in the two years
after the Snowden revelations by using the Sociology of Knowledge Approach to Discourse (SKAD) to dissect the group-
specific statements and interpretive schemes in 287 official documents by the German Bundestag, selected ministries and
agencies within the policy subsystem. These will be analyzed in reference to actual governmental practice.

Keywords
cyber security; discourse analysis; dispositive analysis; German–US intelligence cooperation; surveillance

Issue
This article is part of the issue “Post-Snowden Internet Policy”, edited by Julia Pohle (WZB Berlin Social Science Center,
Germany) and Leo Van Audenhove (Vrije Universiteit Brussel, Belgium).

© 2017 by the authors; licensee Cogitatio (Lisbon, Portugal). This article is licensed under a Creative Commons Attribu-
tion 4.0 International License (CC BY).

1. Introduction

When the Snowden revelations exposed the extensive
surveillance practices established by theUSNational Secu-
rity Agency (NSA) and the British Government Communi-
cations Headquarters (GCHQ) in June 2013, international
criticism loomed large. Among US allies, Germany has
been one of the most vocal critics of the revealed surveil-
lance measures. Chancellor Angela Merkel most promi-
nently expressed German discomfort in October 2013,
when she said “spying among friends is completely unac-

ceptable” (Troianovski, Gorman, & Torry, 2013).While crit-
icism was also expressed in parliament and a commission
of inquiry was set up in early 2014, actual cooperation
with the US remained relatively stable. Furthermore, in
2016 the federal government proposed a new legislative
framework for the German foreign intelligence agency
Bundesnachrichtendienst (BND) thatwas approved by the
German Bundestag in October of the same year. The
new law, according to many experts (Bäcker, 2016; Papier,
2016; Wetzling, 2016), legalizes extensive governmental
surveillance practices and may even be unconstitutional.
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It is this seemingly paradoxical mismatch between
harsh criticism and stable cooperation that we are going
to analyze within the scope of this article. Our main re-
search questions are therefore: How is it possible that
Germany was a vocal critic of the revealed spy practices
and nevertheless maintained a stable cooperation with
the US? As even a superficial look into the public and po-
litical debates in Germany reveals, there has clearly been
a “Snowden effect” in Germany,which has brought the is-
sue of mass surveillance to the fore of public policy. Why
has it not led to a significant change in regulation or the
practices of governmental agencies?Where and why did
the Snowden effect get lostwithin different discourse for-
mations (parliamentary, governmental)?

Up to now, research on governmental reactions
to the Snowden revelations has been published only
scarcely. When discussed, German government reac-
tions have been covered with a focus on arguments
legitimizing surveillance measures (Schulze, 2015). We
will go further by also analyzing the parliamentary de-
bate and investigating the practical implications of pos-
sible discursive shifts with a deeper look into the disposi-
tives (institutions, regulations and practices). In the exist-
ing literature, one can identify slightly different perspec-
tives on the German reaction to the disclosed practices.
These views seem to be facilitated by an emphasis on ei-
ther practical consequences or rhetoric. Emphasizing the
harsh criticism following the revelations, Bersick, Chris-
tou and Yi (2016, pp. 176–177) state that:

In the case of Germany, the Snowden affair even un-
dermined the general belief in the normative founda-
tions of the US–German relationship and gave rise to
previously unheard-of criticism of the United States
by German members of the federal cabinet.

Other scholars emphasized that practical relations (es-
pecially security cooperation) between the US and Ger-
many remained stable in the aftermath of the revela-
tions. Segal (2016, p. 150) concludes that “even at the
zenith of the public backlash, cooperation between the
US and German intelligence agencies never stopped”. Se-
gal tentatively argues that this reaction was motivated
by the German “dependence on US intelligence capabil-
ities” (Segal, 2016, p. 143), but his claim is not built on
significant empirical data from the German administra-
tion or parliament. We would like to substantiate this de-
bate and take those findings as a starting point for our
analysis. We agree with Bersick et al. (2016) that lead-
ing politicians in Germany voiced strong criticism against
the US (and the UK) regarding the revelations, and we
also acknowledge in concurrence with Segal (2016) that
practical implications remainedmarginal, as is clearly un-
derlined by the latest developments. But together, both
observations set the puzzle that we are investigating.

In order to provide an answer to our research ques-
tions, the article will proceed in four steps. The next sec-
tion lays out our framework for discourse analysis and

specifies our methodological approach. To illustrate the
reluctant German reactions, the third section presents
a short analysis of the most important practical events
following the Snowden revelations; this part sheds light
on the measures the German government has actually
taken to deal with the revelations. Our empirical analy-
sis of governmental and parliamentary discourse is then
presented in the fourth section. A final conclusion sums
up our findings.

2. Discourses, Dispositives and What Happens in
between: Theory and Methodology

Discourse research has gained ground in political science
in recent years (pars pro toto: Hajer, 2002; Howarth, Nor-
val, & Stavrakakis, 2000; Wodak & Krzyzanowski, 2008).
Even in international relations and security studies, dis-
course analysis (DA) has become more popular, and the
scope of DA methodology has considerably broadened
(for cyber security and online communication issues see
for instance: Balzacq, 2011; Gorr & Schünemann, 2013;
Xiao Wu, 2012). First of all, we adhere to a Foucauldian
discourse theory (Foucault, 2002), which makes the dis-
course a socio-historically specific knowledge formation
that appears materially manifested in social communica-
tion. Moreover, we apply an approach developed from
the combination of Foucauldian discourse theory and
the Sociology of Knowledge tradition in sociology. The
Sociology of Knowledge Approach to Discourse ([SKAD]
Keller, 2008) has been developed by German sociologist
Reiner Keller since the late 1990s. One crucial advan-
tage of SKAD in relation to other discourse analytical ap-
proaches is that it brings the actor back into focus. SKAD
furthermore provides the analyst with a research frame-
work encompassing a set of basic interpretive schemes,
which complement the interpretive analytics otherwise
adopted from Foucault.

Corpus-building is one of the first and most impor-
tant steps of any solid discourse research. For this study,
we chose an actor-oriented approach. This was relatively
easy for the parliamentary debate, as we selected all
Bundestag protocols dealing with cyber security issues
by using the search function of the official Bundestag
database, entering the search terms “cyber security” and
“cyber attack”. We cut and parsed the resulting proto-
cols to include only the sections that dealt with the rel-
evant issue, since a single Bundestag debate may deal
with a variety of topics. For governmental actors and
agencies, we identified ministries and investigative au-
thorities as the key actors in German cyber security pol-
icy, i.e. the policy subsystem (Sabatier, 1988). The iden-
tified actors were the Federal Government, the Federal
Foreign Office, the Federal Ministry of the Interior, the
Federal Ministry of Defense, the Federal Ministry for Eco-
nomic Affairs and Energy, the Federal Ministry of Justice
and Consumer Protection and the Federal Office for Infor-
mation Security. We continued our document-gathering
by entering the same query terms of “cyber security”
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(“Cybersicherheit”) and “cyber attack” (“Cyberangriff”)
using the search functions provided by the ministries’
websites. The query terms had been intuitively selected
and then validated using the “relative query term rele-
vance” (RQTR) method proposed by Costas Gabrielatos
(2007). The period of analysis spans the two years follow-
ing the Snowden revelations, i.e. June 1, 2013, to May
31, 2015. The governmental documents we identified by
using our query terms ranged from official ministry re-
ports, interviews and speeches to press releases. Our fi-
nal corpus for analysis consisted of 287 documents in to-
tal, 156 of which came from government offices and 131
from parliament.

As to our interpretive analysis, we analyze our cor-
pus first for the recurrent statements and then look, in
accordance with SKAD methodology, for all sorts of in-
terpretive schemes (some call them frames) included
therein. These patterns of interpretation can again be
divided into subtypes such as narratives, classifications
or subject positions (Keller, 2008). While statements are
thus the basic analytical unit for a discourse analysis, be-
ing based on the social actors’ worldview, i.e. how peo-
ple make sense of the world around them, the inter-
pretive scheme is the overarching analytical category to-
wards which the more concrete and specific interpretive
codes of the researcher are oriented. Our case, for exam-
ple, raises the question of whether the newly disclosed
surveillance activities amount to illegal espionage and a
breach of trust, or whether they are seen and justified as
a legitimate part of a protective role and, thus, an exam-
ple of successful intelligence cooperation.

In addition to SKAD, the Foucauldian term of the
dispositive is also of particular importance for this
study. The dispositive—in the Foucauldian sense and as
adopted by Keller—is an umbrella term for all sorts of
power-effects through which a discourse leaves its last-
ing mark on the world and/or the organization of a given
society. While the discourse is a practice itself and it ap-
pears asmaterialized practice as well, it is still necessarily
transient as knowledge elements are being processed all
the time and never reach a fixed state. However, they do
have long lasting effects on the world and the ordered
living of a society through established practices, regu-
lations, and institutions. The dispositive thus includes
“material objects (buildings, technologies, etc.), practices
(such as the execution of punishments) and elements in
the form of texts (such as the adoption of laws)” (Keller,
2013, pp. 78–79). Changes in regulatory discourses on
public security will likely lead to institutionalization and
intervention into the material world or into the rulebook
of a society. The same can be expected of data protection
or cyber security issues. The “privacy by design” guide-
line, for instance, which has become almost common
sense in many regulatory discourses, is increasingly be-
ing institutionalized in laws or guidelines that could be
labeled as a data protection dispositive. The sequential
and causal logic is not as clear-cut as the examples so
far suggest. Of course, dispositives have repercussions

for discourses as well. The concept of the dispositive en-
compasses not only the effects discourses have on the
world but also the very infrastructure of discourse pro-
duction: “The concept of dispositive means the bundle
of measures that carries a discourse and transposes it
into real-world consequences” (Keller, 2007, p. 50, trans-
lation by the authors). This also makes sense and can
be illustrated with reference to the cyber security sub-
system. The dispositive includes privileged speaker posi-
tions (such as the ministers of the interior or the chan-
cellery) as well as fora of discourse production (such
as the “NSA-Untersuchungsausschuss” or the Parliamen-
tary Control Committee).

3. German Reactions to the Snowden Revelations

In one of her first public reactions to the revelations in
July 2013, Chancellor Merkel already expressed her con-
cerns by highlighting that not all technical possibilities
should actually be used to facilitate surveillance, but she
also expressed sympathy for different needs for secu-
rity in the US and Germany (Federal Government, 2013).
In this statement, she also announced a program to en-
hance privacy in order to deal with the new situation.
One of the program’s key elements took shape in coop-
eration with the Brazilian government. Both Chancellor
Merkel and then President Dilma Rousseff were among
the most prominent surveillance targets and were there-
fore very critical of the practices revealed by Snowden.
Together both governments drafted a UN-resolution to
ensure privacy in the digital age. Resolution 68/167 was
passed by the United Nations General Assembly after
some debate in December 2013 (UN, 2013). The resolu-
tion emphasized:

that unlawful or arbitrary surveillance and/or inter-
ception of communications, as well as unlawful or ar-
bitrary collection of personal data, as highly intrusive
acts, violate the rights to privacy and to freedom of
expression and may contradict the tenets of a demo-
cratic society. (UN, 2013, p. 2)

The passing of the resolution also closely coincided with
a newembarrassment for theGerman governmentwhen
surveillance of Angela Merkel’s cell phone was disclosed
in October (Smale, 2013). While this reaction is con-
nected to privacy concerns frequently articulated in pub-
lic and parliamentary discourses, it is remarkable that the
intergovernmental UNGeneral Assemblywas selected as
a regulatory forum. Given the non-binding character of
UN resolutions, it does not imply any change in practice,
not even by the German government as one of the initia-
tors of the resolution.

In contrast, the establishment of a commission of in-
quiry (the “NSA-Untersuchungsausschuss”) by the Ger-
man Bundestag in January 2014 can be seen as a con-
crete step to re-evaluate the established intelligence co-
operation. Its task is not only to further investigate accu-
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sations against the US and British intelligence agencies
but to also clarify the activities of German agencies. An-
other concretemeasure,which even entailed a change of
practices, came when the federal government, after ne-
gotiations on a “no-spy-agreement” had failed, changed
its practice of contracting a foreign provider by recall-
ing contracts with Verizon in June 2014. Until then the
government had tasked the US-based enterprise with
providing services for its telecommunications infrastruc-
ture. Consequently, Verizon was replaced by Deutsche
Telekom (Hudson, 2014). The decision to replace a US-
based company by a German competitor can be seen as
clearly rooted in the pursuit of digital sovereignty (see
DA below).

In contrast, the temporal and partial disruptions of
the German–US intelligence cooperation that started
in May 2015 (Connolly, 2015), while being an obvious
change in the practices of information sharing, were
more of symbolic value. Information sharing was halted
when it became public that the NSA had used its cooper-
ation with the German BND to spy on targets within Ger-
many and the European Union (EU). But the change only
affected the cooperation in Bad Aibling and, following an
investigation, cooperation was re-established in January
2016 (Mascolo, 2016).

Finally, in June 2016 the German government pre-
sented a new legal framework for the foreign surveil-
lance activities of the BND (Federal Chancellery, 2016).
Since the draft enabled easier information sharing be-
tween intelligence agencies andweakened previously es-
tablished limitations on data collection (Papier, 2016),
it was met with considerable criticism. NGOs and jour-
nalists argued that the government had legalized previ-
ously illegal activities and thereby enhanced the surveil-
lance capabilities of the German intelligence agency
(Deutscher Journalisten-Verband, 2016; Meister, 2016).
Furthermore, critique was also expressed by representa-
tives of the Organization for Security and Co-operation in
Europe (OSCE) and the UN (OSCE, 2016; UN, 2016). Nev-
ertheless, the government remained committed to the
new legislative framework and parliament finally passed
the new law in October 2016.

As this short summary clearly shows, the German
government responded quite reluctantly to the revela-
tions and resorted to more symbolic reactions. In 2016
the government even began to enhance surveillance ca-
pabilities. These developments were enabled by differ-
ent governmental and parliamentary discourses that will
be analyzed in the following section.

4. Post-Snowden Discourses Compared: The Debates in
the German Bundestag and the Governmental
Discourse

In the course of our discourse analysis in the wake of
the Snowden revelations, we identified five recurrent dis-
cursive elements that seem particularly important for
understanding what happened to the Snowden effect

in German policy-making. Therefore, we compare how
the respective discursive elements differ between the
statements of parliamentary and governmental speakers.
What is modified and in what way?What gets lost?What
is added? How does all this influence the (un)likelihood
of a change in practices?

4.1. Reduced Need to Act—The Parliamentary Discourse

4.1.1. The Fundamental Problem—The Tense Relation
between Freedom and Security

One of the prevalent discursive trends in parliament af-
ter the Snowden revelations strikes at the very heart
of the matter, explicitly addressing the tension between
freedom and security, which most speakers agree needs
to be re-balanced either towards security (with regard
to terrorism and potential attacks) or towards freedom.
Determining the measures necessary to balance the se-
curity and physical wellbeing of the citizens with their
right to freedom and privacy is of course the key is-
sue for politicians of all affiliations in the context of the
NSA affair.

Most parliamentary speakers tend to come down on
the side of freedom:

These rights to freedom must be protected—against
an overly powerful surveillance state, for example—
because the quest for complete security leads to
tyranny and a lack of freedom. To quote an American,
Benjamin Franklin: Thosewhowould give up essential
Liberty, to purchase a little temporary Safety, deserve
neither Liberty nor Safety. Manfred Grund, CDU/CSU
(Deutscher Bundestag, 2014)

This speaker stands out in particular as his statements
provide one of the few explanations for the emphasis on
one societal good over another:

Freedom is a very important good. It is in fact themost
important good of our constitution. There’s a reason
the enumeration of civil liberties is at the very begin-
ning of our constitution. Manfred Grund, CDU/CSU
(Deutscher Bundestag, 2014)

This is one of the clearest examples of a parliamentar-
ian explaining the prioritization of freedom over secu-
rity. The Grundgesetz serves as a point of reference,
since the rights ensuring freedom for the average Ger-
man citizen are the first to be documented in the consti-
tution. Additionally, a notable moment in parliamentary
discourse is brought aboutwhen one of themembers ref-
erences the “super fundamental right of security”, a term
coined by Interior Minister Friedrich, to make the oppos-
ing argument:

In our negotiations and discussions we’ll now make
it very clear that there is a super fundamental right
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to freedom in the United States as well as here at
home, and we’ll make it clear that the Federal Gov-
ernment [of Germany] isn’t perceiving this affair as
being concluded by a long shot. Michael Hartmann,
SPD (Deutscher Bundestag, 2014)

The call for freedom isn’t particularly surprising given
the massive privacy invasions the Snowden revelations
brought to light. Nonetheless, while the importance of
freedom is invoked, in many cases its absolute value is
diluted by mentioning its close relationship with secu-
rity concerns. The very existence of the freedom v. secu-
rity framing points to the fact that none of the speakers
are disregarding the importance of security as a societal
good. This implies a preparedness for concessions and
may indicate parliamentary tolerance for non-action on
the part of the government.

4.1.2. Digital Sovereignty—The Struggle for Digital
Autonomy

With digital sovereignty, we coded one remarkable inter-
pretive scheme through which the current distribution
of power in cyberspace and the German dependence on
other forces (above all the US) is vehemently challenged.
The respective demand is made quite often in parliamen-
tary debate. It is almost always rooted in the context
of the EU regulatory framework, in which higher auton-
omy seems achievable. Hence, speakersmostly call to de-
velop a European digital strategy:

Ladies and Gentlemen, in light of the excessive data-
gathering by the NSA, it is our central task in Germany
and Europe to reclaim sovereignty over what is done
with our data. We need legal and technical means
to do that. Günter Krings, CDU/CSU (Deutscher Bun-
destag, 2014)

The argument for a renewed sovereignty in the digital
realm also points to the problem of the asymmetrical de-
pendence on the US. This dependence is stated explicitly
in the following example:

This is not about IT-nationalism, but if we take an hon-
est look at the situation, we have to admit that we’re
dependent on US or Asian software and hardware in
many instances. We need our own initiatives in the ar-
eas of research and development. Lars Klingbeil, SPD
(Deutscher Bundestag, 2014)

It is acknowledged that other state actors such as the
US and Asian countries possess more resources in the
area of digital development, something Germany isn’t
able to compete with, at least at the moment. Develop-
ing the ability to counter these dependencies is given
high importance in the wake of the Snowden revelations.
The text sequences coded with the digital sovereignty
scheme are the ones that most clearly challenge the cur-

rent relations and practices between Germany and the
US regarding security issues and intelligence.

4.1.3. Cyber Angst—The New Level of Threat in the
Digital Age

A frequently appearing narrative in both discourses un-
derscores the elevated need for security in reaction to a
higher threat level in the digital age affecting both states
and citizens. This narrative, which we coded with the
term “cyber angst”, explores the many potential threats
cyberspace poses to a state’s security. This includes pos-
sible terrorist attacks on critical infrastructure as well
as criminal activity in the cyber realm. The narrative
serves a securitization logic (Buzan, Waever, & de Wilde,
1998), as it is prone to justifying extraordinary surveil-
lance measures. So-called cyber angst, particularly re-
garding critical infrastructure, is a crucial narrative in the
governmental discourse. It is also found in the parliamen-
tary debate:

We need online security, especially within the area
that’s important for our society and country. Commu-
nication on a state levelmust be safe. If wewant to up-
hold critical infrastructure it has to be safe from hack-
ing, attacks and espionage. Hans-Peter Uhl, CDU/CSU
(Deutscher Bundestag, 2013a)

4.1.4. Post Privacy—It’s a NewWorld

There is another narrative that might serve to reduce the
severity and thus lessen the impact of the Snowden reve-
lationswithin the parliamentary debate. Like cyber angst,
it is also rooted in the newness and paradigm-shifts that
are ascribed to internet development and the digital era.
Cyberspace is depicted by some advocates as such a new
and foreign world that some normative prescriptions, as
central as they may be, cannot fully apply. This narra-
tive implies that modern societies have moved towards
a post-privacy age. Following that argument, the actions
of the US government are not justified per se, but the
societal norm of privacy that is in danger is depicted as
already compromised:

We shouldn’t let citizens believe that they’re still safe
from espionage if they disclose privatematters online.
We have to make that clear, especially to young peo-
ple using Facebook and Twitter among other things.
We have to tell them that everything they put online
stays there and that there’s no digital eraser. That’s an
illusion. We have to tell people that. Hans-Peter Uhl,
CDU/CSU (Deutscher Bundestag, 2013a)

The post-privacy narrative comes with another impor-
tant implication: the blame for a privacy breach is put not
only on firms or state agencies that conduct surveillance,
but is also attributed to online users who freely share
private information on the internet. The responsibility
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shifts to citizens, as they are expected to know that in-
formation shared online at any time might be the target
of corporate or government espionage. Given the over-
whelming regulatory demands that internet communica-
tion confronts us with, the best line of defense is seen in
self-regulation instead of government intervention.

4.1.5. Asymmetrical Dependence in the Security Realm

An effective interpretive scheme that potentially reduces
any activism supporting a path-breaking turn in security
cooperation with the US is the continued reminder that
Germany is highly dependent on US intelligence in secu-
rity matters. This asymmetrical dependence is brought
up many times:

Every single one of us knows that attacks in Ger-
many were prevented by US intelligence, that’s part
of the truth of this debate. But we also have to
think about how we’ll prevent future surveillance.
Michael Grosse-Brömer, CDU/CSU (Deutscher Bun-
destag, 2013b)

This statement addresses a need to prevent surveillance
in Germany, while at the same time stating the abso-
lute necessity of US–German cooperation in the secu-
rity realm to prevent terrorist attacks. This discursive el-
ement is the most overt in explaining Germany’s con-
tinued intelligence and security cooperation with the
United States in spite of the Snowden revelations. The
bottom line of this logic seems to be that while Germany
condemns the surveillance, there simply is no other op-
tion to safeguard domestic security apart from cooper-
ating with the US. Additionally, there is an element of
gratefulness towards the US for its role in preventing at-
tacks in Germany, which may inhibit harsh criticism of
their surveillance activities. One speaker addresses the
impossibility of truly faulting the US for its actions while
at the same time relying on them for intelligence:

It won’t impress the Americans if we rightly and le-
gitimately criticize their actions in the NSA affair, but
at the same time, in Germany and Europe, allow our
own defense efforts to erode to the point that we al-
ways have to ask for data and insights from the US
agencies when things get serious. Günter Krings, CDU
(Deutscher Bundestag, 2013b)

If we follow this argument, German officials are in no
position to criticize the US for its surveillance activities
as they provide the very same intelligence that has kept
German citizens safe in the past. The speaker states that
even the legitimate criticism will more than likely fall on
deaf ears in the US if its allies in Europe take few mea-
sures to ensure their own safety and are thus reliant on
their partner overseas. The implied solution is the de-
velopment of intelligence capabilities by Germany and
other European states to lessen the dependence on US

intelligence and gain some equality in the security rela-
tionship and open a dialogue on these matters.

4.2. Refused Need to Act—The Governmental Discourse

4.2.1. The Fundamental Problem—The Tense Relation
between Freedom and Security

Explicit reflections on the relationship between secu-
rity and freedom are even more frequent in the gov-
ernmental discourse. There are distinct differences to
the way parliamentarians discussed it. Representatives
in the Bundestag mainly prioritize freedom over security,
while government officials talk about security as a tran-
scendental good, i.e. a good without which other goals,
including freedom, cannot be achieved:

Security is the prerequisite for freedom. Hans-
Dieter Heumann (Federal Academy for Security Policy,
2015)

When even freedom is seen and depicted as dependent
on security, it is not far to the statement of then Minis-
ter of the Interior Hans-Peter Friedrich emphasizing secu-
rity as a “super fundamental law” (Bewarder & Jungholt,
2013). If there can be no freedom without security, the
mass surveillance by the US government could even be
portrayed as a way of ensuring freedom instead of en-
dangering it. While this is not uttered explicitly, the im-
plications help to understand why meaningful change in
cooperative practices with the US is not only regarded as
not feasible, but also as not necessary in the end. Further-
more, one governmental document addresses the vary-
ing response to the freedom v. security struggle in differ-
ent countries and puts this down to different historical
experiences:

The balance of freedom and security takes various
shapes in different states for historical reasons. (Min-
istry of the Interior, 2013)

Even though it is only implied here, the idea is that theUS
surveillance is rooted in historical experiences that make
them more likely to come down on the side of security,
particularly the terrorist attacks of 9/11. This is a sympa-
thetic view that seeks to somewhat justify US intelligence
activities, as they have been employed after a traumatic
event that would cause a state to be hypervigilant in se-
curity matters.

4.2.2. Digital Sovereignty—The Struggle for Digital
Autonomy

Standing in contrast to the other recurrent elements, de-
mands for digital autonomy or sovereignty are articu-
lated in a clearer fashion within the governmental dis-
course than in the parliamentary debate. The idea that
Germany must achieve a sort of digital sovereignty—
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mostly in cooperation with the EU—to break free of US
influence was supported even by the German Minister
for the Interior de Maizière:

Our political leverage is significantly defined by our
technological capabilities. Therefore, we have to do
everything possible tomaintain IT capabilities in order
to keep and further build our own technological plat-
forms….The government is going to develop a strategy
to secure national competitiveness. I’ve already said
that this is a modern form of patriotism. Thomas de
Maizière (Ministry of the Interior, 2014a)

In this speech, de Maizière also emphasized that the EU
is crucial to achieving this goal. This also shows that even
though the need for independence from US cooperation
is acknowledged, Germany is not seen as being capable
of achieving this goal alone, i.e. outside of the cooper-
ative framework of the EU. The idea of building a Eu-
ropean counterbalance to US hegemony in digital mat-
ters is one of the few ways in which the Snowden revela-
tions seem to have had a disruptive effect onUS–German
cooperation.

4.2.3. Cyber Angst—The New Level of Threat in the
Digital Age

The narrative that cyberspace is exposing states and their
citizens to a higher level of risk is much more frequently
used in the governmental discourse than in parliament.
There are also differences in the way how it is told. More-
over, the implied claims are presented with much more
certainty as are the derived solutions:

A stable, secure, open and free internet offers great
opportunities: for economic growth and develop-
ment, for good governance and democracy, as well as
for social exchange between people around theworld.
At the same time, it confronts uswith new threats: Nu-
merous states are pursuingmilitary cyber-capabilities,
which might lead to an atmosphere of mutual dis-
trust and conflict. Private actors have showngreat skill
in abusing the net for criminal purposes. Terrorists
have been using the internet for their means. Norbert
Riedel (Ministry of Foreign Affairs, 2015a)

This quote offers insight into the way this particular nar-
rative unfolds. While some positive effects of the cyber
age are acknowledged, the dangers posed by this new
way of dealing with the world are exposed at the same
time. In this instance, two different kinds of threats are
addressed: the atmosphere of distrust created by this
new way states can attack each other and the possibil-
ity of terrorists and criminals using the internet for their
own purposes. In its entirety, this narrative creates an
atmosphere of fear and implicitly justifies using extraor-
dinary means—e.g. mass surveillance—to ensure the se-
curity of a state or society. This comes down to a securi-

tization logic with government officials as the prime se-
curitizing agents (Buzan et al., 1998).

4.2.4. Post Privacy—It’s a NewWorld

While the cyber angst narrative ismore important for the
governmental discourse than for the parliamentary one,
the opposite is true of the narrative according to which
cyberspace has brought about a kind of post privacy era,
as it is much less prominently represented in governmen-
tal discourse than it is in the parliamentary debate. Nev-
ertheless, the narrative is employed as well:

In a changing world that requires answers for the con-
tinued digitalization of our society and newly develop-
ing areas of organization, we cannot simply fall back
on our ordinary patterns of behavior and keep rigid
systems that don’t live up to the challenges of this day
and age. Norbert Riedel (Ministry of Foreign Affairs,
2015b)

In this instance, the narrative of cyberspace as a new
frontier is used to challenge the outdated strategies used
to deal with these new circumstances. From this per-
spective, a more extreme argument would be possible
by which the revealed mass surveillance of the NSA is
seen as a coping technique employed to deal with the
new challenges cyberspace poses to states and their
governments.

4.2.5. Asymmetrical Dependence in the Security Realm

In contrast to the previous example, there is not much
difference in how the idea of an asymmetrical security
relationship between Germany and the US appears in
governmental and parliamentary discourses. Rather, this
seems to be more or less common sense:

The United States is our most important partner and
our closest ally. The security cooperation with our US
partners is irreplaceable in regards to our domestic
and external security. That’s especially true for the
fight against terrorism. This is the reason we want
to continue and deepen our cooperation. Thomas de
Maizière (Ministry of the Interior, 2014b)

The demand in this quote fromMinister of the Interior de
Maizière is very clear: given the high dependence of Ger-
man security on US intelligence information, there is no
other option to guarantee the security of Germany than
to continue the close security cooperation with the US.
He even goes further by expressing a desire to deepen
the already existing cooperation instead of reducing it.
The way de Maizière frames the cooperation doesn’t im-
ply that it is a necessary evil brought about by Germany’s
own lack of intelligence capabilities in certain areas. On
the contrary, he explicitly names the US as the closest
partner and ally, a role that German government officials
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apparently take no objection to even in the wake of the
Snowden revelations. Considering how the actions of the
US government have widely been interpreted as a be-
trayal of its allies, this hints at a relationship that runs
very deeply indeed.

5. Conclusion

Considering the outrage the Snowden revelations pro-
voked in German public discourse, one could have ex-
pected that politicians would react to it with a bundle of
measures to reform policies, institutions and practices in
the security realm. From this perspective, it seemed likely
that especially the close security cooperationwith theUS
would be restrained bymore privacy-sensitive regulation
in this field. However, as we all know by now, the con-
sequences of the Snowden revelations for the German–
US intelligence collaboration have been few and far be-
tween. Security cooperation with the US remained sta-
blemost of the time, and the government even extended
the capabilities of German intelligence agencies with a
new legal framework for foreign surveillance. The re-
forms that have been carried out are rather symbolic in
nature, but some even legalize the revealed practices in-
stead of trying to forbid them. This discrepancy between
public statements and government action is the puzzle
that our research started with. We approached the prob-
lem with a discourse analytical framework. Relying on
the Sociology of Knowledge Approach to Discourse, we
comparatively analyzed parliamentary and governmen-
tal discourses in Germany after the Snowden revelations.

In our empirical sections, we identified five recurrent
elements that could be found in parliamentary and gov-
ernmental discourses that facilitated the reluctant reac-
tions in different ways. The first one included all gen-
eral and/or explicit reflections on the tense fundamental
relationship between freedom and security and is thus
rather indifferent regarding the expected consequences;
the debate seems to favor neither side overwhelmingly
and an absolute call for security is rarely made. Addi-
tionally, we found a push for digital sovereignty or au-
tonomy which clearly effected a change of practice with
the German government canceling its contract with Ver-
izon. While this element certainly influenced the move
away from a contractor based in the US, the dependen-
cies addressed also include concerns about Asian compa-
nies, therefore leading to more nuanced thoughts about
which dependencies might be less problematic and how
to avoid them altogether.

While the two elementsmentioned above can poten-
tially either increase or decrease cooperation with the
US, we also found three recurrent elements which all
serve to reduce the perceived severity of theNSA scandal
and thus prevent more resolute efforts to reduce coop-
eration with the US. The first one we called cyber angst.
This element expresses a diffuse anxiety about the new
threats in our increasingly digital world. Fears are stoked
about state and non-state actors using cyberspace to for-

ward their (malicious) goals at the expense of German
society, leading to calls for a more active state response
and more cooperation among trusted allies. The second
element consists of post-privacy narratives. These focus
on the distinct newness of cyberspace and argue that
standards established in the offline world might not be
suitable for the digital world; far reaching surveillance
measures may eventually be normal conduct in the new
medium. Furthermore, the state might not be the most
dangerous actor in this field after all, since big compa-
nies are also engaged in extensive data collection. A re-
luctant response was further facilitated by the argument
of asymmetrical dependence. This element emphasizes
the German dependence on the US in the realm of secu-
rity policy. Proponents of this argument stress the fact
that cooperation with US intelligence agencies helps to
protect German citizens. This is often combined with a
reference to the important role the US has played in Ger-
man history. It is argued that even if surveillance might
be problematic, the US is not the most dangerous threat
to Germany, since there are far more problematic actors
that need to be countered. This argument thereby also
seamlessly connects to the cyber angst narratives.

All in all, given the initial public outrage, the alleged
Snowden effect seems to have diminished over time
through an apparent cascade in sequential logic in the
public discussions examined here. We could identify a
considerable difference between the discourses in parlia-
ment and government. The need for change or stronger
regulation seems reduced already by what is said and ar-
gued in the parliamentary debates. Any call for a con-
siderable regulation that might cause a disruption in
German–US security cooperation is almost completely
disregarded in the governmental discourse.
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1. Introduction

In January 2008, a meeting took place in the office of
then President of France, Nicolas Sarkozy, at the Élysée
Palace. In front of him sat Prime Minister François Fillon
and the Director of the Direction Générale de la Sécurité
Extérieure (DGSE, France’s foreign intelligence agency)
Pierre Brochand, as well as a few of their staff.

Brochandhad comewith a plea. France, he explained,
was on the verge of losing the Internet surveillance arms
race. From the 1980’s on, French intelligence services
had managed to develop top notch communications in-
telligence (COMINT) capabilities, thanks to a network
of intercept stations located across metropolitan France
and overseas territories, sometimes in partnership with
the German Bundesnachrichtendienst, or BND. But as al-
most all of the world’s communications were now travel-

ling on IP based networks, the DGSE was losing ground
on its main partners and competitors—in particular the
National Security Agency (NSA) and the British Govern-
ment Communications Headquarters (GCHQ)

France had some serious catching up to do, but it also
had important assets. First, its geographic location, with
almost two dozen submarine cables landing on its shores,
both in Brittany, Normandy and the Marseilles area. Sec-
ond, its engineering elite state schools and high tech
firms—not least of which submarine cable operators
Alcatel and Orange as well as surveillance technology
provider Qosmos—, which could provide the technical
know-how necessary to carry on this ambitious project.

Sarkozy was hesitant at first. The plan was very costly
and its legality more than dubious. The French legal ba-
sis for communications surveillance dated back to 1991.
Another issue was that of cost. At the time, the 2008 fi-
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nancial crisis had yet to unleash, but the governmentwas
already facing recurring deficits and it needed to contain
public spending.

But Pierre Brochand and its supporters in the Pres-
ident’s staff turned out to be convincing. Sarkozy even-
tually agreed to move forward with the proposed plan:
Over the course of the next five years, the DGSE would
get the €700million it needed to upgrade its surveillance
capabilities and hire over 600 staff to work in its Techni-
cal Directorate (the number of DGSE employeeswas then
4,440). Only six months later, near Marseilles, the first of
the new intercept stations was up and running, doubling
up the traffic coming from international cables, filtering
it and transmitting it to the DGSE’s headquarters in Paris.

How do we even know about this meeting? We owe
this account to journalist Vincent Jauvert, who revealed
its existence in a French weekly magazine on July 1st

2015, at the very end of the parliamentary debate on
the 2015 Intelligence Bill (Jauvert, 2015). According to
former high ranking officials quoted by Jauvert, these ef-
forts paid off: “When we turned on the faucet, it was
a shock! All this information, it was unbelievable!” All
of sudden, France was back in the game. To such an ex-
tent that, a few months later, in 2009, the NSA even of-
fered to make the DGSE a member of the exclusive Five
Eyes club.

Apparently, the “Sixth Eye” deal failed over the Cen-
tral Intelligence Agency’s (CIA) refusal to conclude a no-
spy agreement with France, and in 2011, a more mod-
est cooperation was eventually signed between the NSA
and the DGSE under the form of a memorandum—most
likely the so-called LUSTRE agreement revealed in 2013
by NSA whistleblower Edward Snowden (Follorou, 2013).
Another agreement was struck in November 2010 with
the British GCHQ.

Jauvert’s report connected many pieces of informa-
tion of what was—and still remains—a puzzle. By then,
a few public statements by intelligence officials had al-
ready hinted at the formidable growth of the DGSE’s
Internet surveillance capabilities. The Snowden docu-
ments and a handful of investigative reports had also
given evidence of France’s rank in the world of COMINT.
However, for the first time,wewere able to get a sense of
some of the political intricacies and secret negotiations
that presided over the rise of the most significant Inter-
net surveillance program developed by French agencies,
as well as their geopolitical outcomes.

But his report also raised questions: If the plan
agreed upon at the Élysée Palace in January 2008 was so
successful, why did the new French administration wait
until the Spring of 2015 to “go public” by presenting the
Intelligence Bill aimed at legalising this large-scale surveil-
lance program?

The goal of this paper—adapted from a longer re-
search report (Tréguer, 2016a)—is to study the process
of legalisation of Internet surveillance capabilities, tak-
ing France as a case study to analyse the impact of post-
Snowden contention on the techno-legal apparatus of

surveillance, one that has become deeply embedded in
the daily routine of security professionals in domestic
and transnational security fields.

To provide an empirical analysis of this process of
legalisation, the article uses the methodological tool-
box of contentious politics, a sub-field of political soci-
ology (Tilly & Tarrow, 2015). It first looks at historical
antecedents of legalisation and contention around com-
munications surveillance in France. By providing a con-
tent analysis of recent investigative reports and policy
documents to shed light on a policy domain veiled in se-
crecy, the paper points to the growing gap between se-
cret surveillance practices and the law prior to the Snow-
den disclosures of 2013. It then turns to the impact of
these leaks and the resulting episodes of contention for
the strengthening of privacy advocacy in France, its chill-
ing effect on legalisation, as well as the role of the ter-
rorist threat and associated processes of securitisation
in the adoption of the Intelligence Act of 2015.

While calling for cross-country comparisons of intel-
ligence reforms passed by liberal regimes since 2013,
this case study concludes by suggesting that, rather
than helping restore the rule of law, post-Snowden con-
tentionmight paradoxically contribute to reinforcing illib-
eral trends towards the circumvention of procedural and
substantive human rights safeguards, while strengthen-
ing the executive power’s ability to “rule by law” (Tarrow,
2015, p. 162).

2. Before Snowden, Legalisation Was Underway

As many of its counterparts, France has a record of
surveillance scandals. In 1974, a project by the Interior
Ministry—aimed at building a huge database gathering
as much information as possible on its citizens—sparked
a huge outcry, after an unidentified engineer working on
the project blew the whistle by speaking to the press
(Joinet, 2013). The “SAFARI affair”, named after the co-
dename of the project, played an important role in the
adoption of the French personal data protection frame-
work in 1978 (Fuster, 2014).

2.1. The Wiretapping Act of 1991: An Antecedent of
Legalisation

In 1991, following two condemnations by the European
Court of Human Rights (ECHR) pointing to the lack of de-
tailed provision surrounding both judicial and administra-
tive wiretaps, the government rushed to Parliament to
pass the Wiretapping Act, which provided the first com-
prehensive legal framework regulating the surveillance
of telephone communications (Errera, 2003).

In the early 1990’s, the prospect of Internet surveil-
lance was of course still very distant, and the law was
drafted with landline and wireless (satellite in particu-
lar) telephone communications in mind. So when tap-
ping into Internet traffic became an operational neces-
sity for intelligence agencies at the end of the 1990’s, its

Media and Communication, 2017, Volume 5, Issue 1, Pages 17–28 18



legal basis was progressively hinged on secret and exten-
sive interpretations of existing provisions (one notable
exception was a 2006 statute which authorised adminis-
trative access to metadata records for the sole purpose
of anti-terrorism) (Tréguer, 2016b). Such was the case of
the DGSE’s large-scale Internet surveillance programme
launched in 2008, and apparently backed by a provision
of the 1991 Wiretapping Act that gave a blank check
to the DGSE to conduct bulk interceptions of so-called
“Hertzian transmissions” without any oversight.

French officials looking back at these developments
have often resorted to euphemisms, talking about a zone
of “a-legality” to describe this secret creep in surveillance
capabilities (e.g. Follorou & Johannès, 2013). Although
“a-legality” may be used to characterise the legal grey
areas in which citizens operate to exert and claim new
rights that have yet to be sanctioned by either the parlia-
ment or the courts—for instance the disclosure of huge
swathes of digital documents (Tréguer, 2015)—it cannot
adequately qualify these instances of legal tinkering by
secret bureaucracies that seek to escape the safeguards
associatedwith the rule of law. Indeed,when the state in-
terferes with civil rights like privacy and freedom of com-
munication, a detailed, public and proportionate legal ba-
sis authorising them to do so is required by supranational
courts like the ECHR. Otherwise, such interferences are,
quite plainly, illegal.

2.2. Legal Insecurity as a Driver for Legalisation

Secret legal interpretations are, of course, a common fea-
ture in the field of surveillance (Rubinstein, Nojeim, &
Lee, 2014), and the extralegal regulation of Internet com-
munications has become increasingly common among
liberal regimes (Benkler, 2011; Tréguer, 2015). In France,
as we will see, they could prosper all the more easily
given the shortcomings of human rights advocacy against
Internet surveillance. But even so, French national secu-
rity policy-makers began toworry that the existing frame-
work failed to comply with the standards of the ECHR.

In July 2008, six months after the launch of the
DGSE’s large-scale Internet surveillance program, the
government released the White Paper of Defence and
National Security—a major effort of strategic planning
conducted under Sarkozy’s presidency. This official policy
document claimed, for what appears to be the first time,
that intelligence legislation would soon be presented
to Parliament:

Intelligence activities do not have the benefit of a
clear and sufficient legal framework. This shortcom-
ing must be corrected. A new legal architecture will
define the duties of intelligence agencies, safeguards
for both their personnel and human sources, as well
as overarching rules for the protection of classified in-
formation. Legislative amendments will be provided,
while respecting the balance between the protection
of civil rights, the effectiveness of judicial proceedings

and the protection of secrecy. (French Government,
2008, p. 142)

The document added that “the consultation of metadata
and administrative databases…will be enlarged”.

But the following September, a major scandal
erupted around the adoption of a decree authorising a
very broad intelligence database—named EDVIGE—for
domestic surveillance purposes. Within a few weeks, a
widespread civil society mobilisation against the decree
led the government to backtrack (Marzouki, 2009). It
marked one of the biggest episodes of human rights
contention under Sarkozy’s presidency and was appar-
ently enough to put the government’s broader plans
for modernising intelligence law to rest until the end of
its mandate.

What a conservative, “tough-on-security” govern-
ment could not achievewould eventually be pursued and
carried out by a left-of-center, supposedly pro civil rights
party. By the time the Socialist Party returned to power
in 2012, its officials in charge of security affairs were the
ones pushing for a sweeping reform that would legally
secure the work of people in the intelligence community
and, incidentally, put France in line with democratic stan-
dards (which require a public and detailed legal basis for
the surveillance activities of intelligence agencies).

One man played an important role in this process:
Jean-Jacques Urvoas, a long-time proponent of intelli-
gence reform in the Socialist Party, who became Minister
of Justice in early 2016. After the 2012 elections, Urvoas
was re-elected to the National Assembly and awarded
with the prestigious position of President of the Commit-
tee on Legal Affairs. This also made him a de facto mem-
ber of the Parliament’s Committee on Intelligence, sealing
his membership to the small circle of intelligence policy-
makers. Mid-May 2013—just two weeks before the first
Guardian article based on the Snowden files—, Urvoas
presented a 200-page-long bipartisan report on the “evo-
lution of the legal framework of intelligence services” (Ur-
voas & Verchère, 2013). In one section entitled “Tomor-
row, a Condemnation by the ECHR?”, the report provided
an overview of the court’s case law and insisted that:

In France, for lack of legislation adapted to certain
aspects of their activities, intelligence services are
forced to act outside of any legal framework…. The in-
terception of communication, the listening of places
and the tapping of images violate the right to private
life, as do the geo-localisation of a phone or of a vehi-
cle…. Concretely, France is risking a condemnation by
the European Court of Human Rights for violating the
European Convention on Human Rights. For the time
being, no legal challenge has been introduced against
intelligence-related activities, but there is a constant
risk of condemnation. (p. 31)

Recalling the ECHR 1990 rulings against France, the sec-
tion ended with an invitation to engage in an intelligence
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reformbasedon a careful analysis of the ECHR case law in
the field of secret surveillance. But despite this acknowl-
edgement that intelligence agencies had been engaging
in illegal surveillance, there was no reaction from human
rights groups.

3. After Snowden, Legalisation Sparked Contention

While the global anti-surveillance contention unleashed
by Snowden reinforced intelligence policy-makers’ ratio-
nale for legalisation by documenting surveillance prac-
tices to litigation, it alsomade such reformmore exposed
to public scrutiny and therefore politically riskier. How-
ever, probably comforted by the fact that French privacy
advocates had traditionally overlooked the issue of Inter-
net surveillance, policy-makers nevertheless gave it a try.
In late 2013, a first attempt at partial legalisation was in-
troduced, eventually giving rise to new alliances among
advocacy groups.

3.1. Initial (Lack of) Contention

Initially, the reaction of the French civil society to the
Snowden disclosures—the first of which appeared in a
Guardian article on June 5th 2013—was relatively mild.

Like in the US, the UK, Germany, and other countries,
there was of course widespread media coverage of the
Snowden affair in June, July and August of that year (see
Figure 1).

Many French Non Governmental Organisations
(NGOs) active in the field of human rights joined the me-
dia frenzy. Some international organisations with pres-
ence in France, like Amnesty or Human Rights Watch,
were able to get traction from the initiatives launched
elsewhere, occupying the French public sphere by trans-
lating press releases targeting the US and the UK agen-
cies. Digital rights organisations working on the overhaul
of the EU framework for data protection, like La Quadra-
ture du Net (LQDN), mentioned Snowden in passing in
their public communications on the matter, but because
they were busy working on the proposed EU regulation
on data protection, they targeted the data collection
practices of Internet firms rather than state surveillance
(LQDN, 2013). The only notable exception to this relative
apathy was the Fédération Internationale des Droits de
l’Homme (FIDH), the worldwide movement for human
rights founded in 1922, which filed a criminal complaint
against NSA’s PRISM program and appealed to the UN
Special Rapporteur for Freedom of Expression, calling

for an investigation into the facts revealed by Snowden
(FIDH, 2013).

However, despite the recent Urvoas report hinting
at the discrepancy between surveillance practices of
French agencies and the law, none of these groups
sought to turn the Snowden scandal into an opportunity
to call, say, for an independent review of the DGSE’s capa-
bilities, or bring new privacy safeguards to a legal frame-
work that was visibly outdated. How can we explain such
lack of substantive contention?

3.2. Denials as Legitimisation Strategies

For one, even in activist circles, there was a feeling that
the whole affair was mostly related to the NSA and the
GCHQ, not to French agencies. In this regard, the legit-
imation strategies of policy-makers, which denied that
French agencies were engaging in the same practices as
their Five Eyes counterparts—a strategy also observed
in Germany (Schulze, 2015)—, were successful. But even
more than denials, it was a no-comment policy that dom-
inated the French government’s response to the unfold-
ing scandal.

One notable exception to this wall of communica-
tion was Urvoas. On June 12th, in Le Monde, the then-
member of Parliament refuted that French agencies
were conducting large-scale surveillance of Internet com-
munications, claiming:

I have never heard of tools that could be associated
to what the Americans use, and every time I asked
intelligence officials, I got a negative answer. (Cha-
puis, 2013)

But twoweeks later, on July 4th, LeMonde ran apiece by re-
porter Jacques Follorou on the “French Big Brother”, claim-
ing that France was “doing the same thing” as the NSA:

Le Monde is able to reveal the General Directorate
for External Security (DGSE, special services) system-
atically collects electromagnetic signals coming from
computers or telephones in France, as well as traf-
fic between French and foreigners: the totality of our
communications is being spied upon. All emails, SMS,
telephone records, connections to Facebook, Twitter,
are then stored for years. (Follorou & Johannès, 2013)

The report also quoted a high-ranking intelligence official
arguing that these practices were “alegal” (i.e. in a legal
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Figure 1. Number of sentences per day mentioning the term “Snowden” in national online news sources in France (based
on 129 media sources) from June 2013 to January 2014. Source: MediaMeter.
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grey area) rather than illegal (for lack of any public and
detailed legal basis).

Considering what we now know about the DGSE’s
Internet surveillance programs and given also the pro-
vision of the 1991 Wiretapping Act allowing bulk col-
lection of wireless communications, the article could
have triggered a new scandal, directly aimed at French
agencies. But because its sensationalist tone and several
inaccuracies—most importantly the fact that it was tech-
nically infeasible for the DGSE to collect the “totality” of
French communications—, it appeared overblown and
was easily dismissed.

Once again, Urvoas was one of the only officials to
comment. He immediately published a blog post refuting
these allegations, using what would become a favoured
metaphor in intelligence circles to distinguish French
agencies from the NSA:

In comparison to the NSA, a technical agency dedi-
cated only to interceptions, the DGSE is a non-spe-
cialised agency collecting intelligence for the sole pur-
pose of complyingwith its regulatory duties.We could
thus say that, against the ’fishing trawls’ that the
NSA seems to be operating, the DGSE is conduct-
ing “harpoon fishing” as part of its prerogatives. (Ur-
voas, 2013a)

But the dismissal of Le Monde’s account did not only
come from policy-makers. Jean Marc Manach, a jour-
nalist, surveillance expert and privacy advocate, also
bemoaned the paranoid tone of Le Monde’s journal-
ists (Manach, 2013). He also stressed that many of Le
Monde’s claims, which quoted some of his own reports
on the DGSE’s so-called “Frenchelon” program, were in
fact not new and had been documented before.

Manach was right. By then, officials from the DGSE
had already hinted at the formidable growth of the
agency’s Internet surveillance capabilities. In 2010, its
Chief Technology Officer, Bernard Barbier, who was then
supervising the plan agreed upon in Sarkozy’s office two
years earlier, boasted during a public talk before the
Cryptographers’ Reserve that France was in the “first
division” of communications intelligence. He also re-
vealed that the Internet was now the DGSE’s “main tar-
get” (Manach, 2010). Then, in March 2013, just a few
weeks before the beginning of the Snowden disclosures,
the head of the DGSE was even less equivocal, admit-
ting before the National Assembly that, since 2008, “we
have been able to develop a significant plan for the
surveillance of Internet traffic” (French National Assem-
bly, 2013).

3.3. Advocacy Failure

This, in turn begs the question of why, in the immediate
aftermath of the Snowden disclosures and even prior to
that, it took so long for human rights groups in France
to pick up on the pieces of information already available

and go after these illegal surveillance operations, both in
courts and in policy-making arenas.

The question is a complex one, and cannot be fully ad-
dressed here. But two aspects deserve to be mentioned.
First, regarding strategic litigation, it is worth noting that
in the French civil law system, legal opportunities have tra-
ditionally been lacking (Meili, 1998), especially in a field
such as state surveillance covered by state secrets. State-
ments by officials are not enough to initiate legal action.
In other countries like the US, they might help trigger suc-
cessful “FOIA requests” (named after the 1966 Freedom
of Information Act) (Schulhofer, 2015). In France how-
ever, the national “freedom of information” law adopted
in 1978 has extremely broad national security exemp-
tions and is generally much weaker (for instance, the re-
quest must specify the exact name of the documents
sought after, which represents a formidable hurdle in pol-
icy areas covered by state secrets) (Chevallier, 1992).

Second, and more importantly, the lack of mobilisa-
tion prior and in the immediate aftermath of the first
Snowden disclosures speaks about the structural weak-
nesses of online privacy advocacy in France, at least un-
til late 2013. Even when in October 2013, thanks to the
Snowden trove, Le Monde revealed the existence of the
so-called LUSTRE data-sharing agreement between the
NSA and the DGSE, showing that the latter sent millions
of metadata records daily to the US agency (Follorou,
2013), human rights advocacy groups did not pick up on
the issue.

A few hypotheses, based on observant-participation
conducted in this advocacy field, can be offered to ex-
plain these structural weaknesses. Though there have
been recent and successful episodes of contention
against offline surveillance and intelligence files, Inter-
net surveillance has mostly remained out of the focus
of large human rights organisations and smaller digital
rights groups in the past decade, which may be due to
the particular interests of their staff and subsequent pri-
oritisation in handling their limited resources. Also, a gen-
eral knowledge of the field in the US, the UK or Germany
suggests that historical factors, more recent legalisation
processes and leaks regarding Internet surveillance pro-
grams likely played an important role in helping civil soci-
ety groups in these countriesmaintain stronger networks
and expertise.

One major moment of the transnational post-
Snowden contention, for instance, was the release of the
“International Principles on the Application of Human
Rights to Communications Surveillance” in May 2014
(EFF, 2014). Although framed as a key response of the
global civil society to the Snowden controversies, the
work on this text started as early as 2012 and, as noted
in the document, “more than 40 privacy and security ex-
perts participated in the drafting process”. However, ac-
cording to one interview conducted for this article with a
lawyerwho played amajor role in the drafting of this doc-
ument, there wasn’t any French national among them.
This tends to confirm that, until recently, French NGOs
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had remained outside of these transnational networks
working on state surveillance.

3.4. Legalisation of Metadata Access Sparks Contention

These structural weaknesses of anti-surveillance advo-
cacy in France help explain why intelligence policy-
makers would try to legalise very intrusive metadata ac-
cess powers as early as October 2013, in the midst of the
Snowden scandal.

In 2006, a law had been adopted to give intelli-
gence agencies access to metadata records held by ac-
cess providers and hosting providers, but only for fighting
terrorism.What ismore, from2009 on, intelligence agen-
cies had apparently experimented with traffic-scanning
devices provided by Qosmos and installed on the in-
frastructure of the few major telecom operators to
monitor metadata in real-time (Hourdeaux, 2016; Re-
flets.info, 2016).

Already in late-2012, it was becoming clear to intelli-
gence policy experts that—in line with what had already
been alluded to in the 2008 White Paper of Defence—
these crucial capabilities for expanded and real-time ac-
cess to metadata needed to be secured. Despite public
discussions on the matter in Parliament at the time, no-
body in the advocacy sphere apparently took notice.

In August 2013, Prime Minister Manuel Valls pre-
sented the 2014–2019 Military Planning Bill (Loi de Pro-
grammation Militaire, or LPM). Over the course of the
parliamentary debate, and in particular when the Sen-
ate adopted amendments to the Bill in first reading in
October 2013, the law became the vehicle for a partial
legalisation of the new capabilities. We were just four
months after the first Snowden disclosures, and again no
human rights organisation reacted. Six weeks later how-
ever, an industry group representing online social ser-
vices including Google France, AOL, eBay, Facebook, Mi-
crosoft, Skype and French companies like Deezer or Dai-
lymotion published an article against the reform (Asso-
ciation des Services Internet Communautaires, 2013). It
was only then that human rights groups understood the
importance of this provision and mounted a last-minute
effort to get the provision out of the bill.

Coming at a very late stage of the legislative proce-
dure, the effort eventually failed to strike out the pro-
vision. But despite this failure and a somewhat exag-
gerated denunciation of “generalised surveillance,” this
first episode of post-Snowden contention had at last
led to the mobilisation of civil society groups around
Internet surveillance issues, one which benefited from
widespread media coverage. Frustrated by their failure
to react in time (before rather than after industry groups)
and also finally realising the need to build and share ex-
pertise around Internet surveillance and digital rights in
general, human rights groups created a new umbrella or-
ganisation. Announced on the international “data protec-
tion day” in January 2014, it was called the Observatoire
des Libertés et du Numérique (OLN).

OLN’s initial members included organisations that of-
ten worked together on non-Internet issues—including
the Human Rights League, a lawyers’ union (Syndicat des
Avocats de France) and a judges’ union (Syndicat de la
Magistrature). They were joined by two smaller research
organisations devoted to the interplay of the digital tech-
nologies and privacy (CECIL and CREIS-Terminal). A few
days later, LQDN—with its already established expertise
on digital rights, its singular Internet-inspired political cul-
ture as well as its own international networks (Breindl,
2011)—, asked to join the coalition.

This brokerage of new connections between French
human rights NGOs would play a key role against the In-
telligence Bill. But in the meantime, the government ap-
parently slowed the path to legalisation set forth by Ur-
voas in its recent reports. Post-Snowden contention was
finally under way in France, and it was likely perceived
to make any significant intelligence reform much more
politically risky. At least in the short term.

4. A Long-Awaited Legalisation: Passing the 2015
Intelligence Act

Soon, with the spectacular rise of the threat posed by
the Islamic State (Giroux, 2014) and the Paris attacks of
January 2015, “securitisation” discourses helped create
the adequate political conditions for the passage of the
Intelligence Act—the most extensive piece of legislation
ever adopted in France to regulate the work of intelli-
gence agencies.

Securitisation is understood in critical security stud-
ies as “speech acts through which an intersubjective un-
derstanding is constructed within a political community
to treat something as an existential threat to a valued
referent object, and to enable a call for urgent and ex-
ceptional measures to deal with the threat” (Buzan &
Wæver, 2003, p. 491). In the field of terrorism, these are
of course not new. And by the time the Intelligence Bill
was introduced, anti-terrorism was already back on the
top of the political agenda in France, with the looming
threat coming from the Islamic State in Syria and Iraq.

In July 2014, just as the government was introduc-
ing a new anti-terrorism bill before the Parliament, Presi-
dent François Hollande convened a National Intelligence
Council at the Élysée Palace. In the laconic press-release
issued on that day, the Council claimed to have “deter-
mined the strategic priorities of [intelligence] services
and approved the legal, technical and human resources
necessary to carry on these priorities” (French Presi-
dency, 2014). The debate on the anti-terrorism bill, fi-
nally adopted on November 2014, also gave an opportu-
nity to OLNmembers to engage in their first coordinated
action against the law’s new restrictions on freedom of
expression online.

But on January 25th 2015, then Prime Minister
Manuel Valls turned the long-awaited intelligence re-
form into an essential part of the government’s po-
litical response to the Paris attacks carried on earlier
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that month. With the country under shock, Valls pre-
sented yet another package of “exceptional measures”
that formed part of the government’s proclaimed “gen-
eral mobilisation against terrorism”. (French Govern-
ment, 2015). He announced his government would soon
present a new bill, which he said was “necessary to
strengthen the legal capacity of intelligence agencies to
act,” alluding to “Djihadist Internet communications”.

The Paris attacks only reinforced the ongoing trend
toward securitisation, helping to locate the fight against
terrorism—and the instrumental role of communications
surveillance in that respect—beyond the domain of nor-
mal, democratic politics. Securitisation would for in-
stance justify the government’s choice to present the bill
to Parliament using a fast-track procedure, allowing only
one ruling in each of the Parliament’s chambers. In sum
securitisation was effectively added to denials as rhetor-
ical strategies aimed at dealing with post-Snowden con-
tention, and finally pass a legal basis for what were until
then illegal security practices.

4.1. The Intelligence Act’s Main Provisions on Internet
Surveillance

During the expeditious parliamentary debate that en-
sued (April–June 2015), the bill’s proponents never
missed an opportunity to stress, as Valls did while pre-
senting the text to the National Assembly, that the new
law had “nothing to do with the practices revealed by
Edward Snowden”. Distinction strategies notwithstand-
ing, the Act’s provisions actually demonstrate how im-
portant the sort of practices revealed by Snowden have
become for the geopolitical “arms race” in communica-
tions intelligence.

The Intelligence Act creates whole new sections in
the Code of Internal Security. It starts off by widening the
scope of public-interest motives for which surveillance
can be authorised. Besides terrorism, economic intelli-
gence, organised crime and counter-espionage, it now in-
cludes vague notions such as the promotion of “major in-
terests in foreign policy” or the prevention of “collective
violence likely to cause serious harm to public peace”. As
for the number of agencies allowed to use this new le-
gal basis for extra-judicial surveillance, it comprises the
“second circle” of law enforcement agencies that are not
part of the official “intelligence community” and whose
combined staff is well over 45,000.

In terms of technical capabilities, the Act seeks to har-
monise the range of tools that intelligence agencies can
use on the regime applicable to judicial investigations.
These include targeted telephone and Internet wiretaps,
access to metadata and geotagging records as well as
computer intrusion and exploitation (i.e. “hacking”). But
the Act also authorises techniques that directly echo the
large-scale surveillance practices at the heart of post-
Snowden controversies. Such is the case of the so-called
“black boxes”, these scanning devices that will use Big
Data techniques to sort through Internet traffic in order

to detect “weak signals” of terrorism (intelligence offi-
cials have given the example of encryption as the sort
of things these black boxes would be looking for).

Another provision limited to anti-terrorism allows for
the real-time collection of metadata. Initially, the provi-
sion targeted only individuals “identified as a [terrorist]
threat”. After the 2016 Nice attack, it was extended to
cover individuals “likely related to a threat” or who sim-
ply belong to “the entourage” of individuals “likely re-
lated to a threat”. In theory, tens of thousands of peo-
ple could fall under this definition, and have their meta-
data collected in real-time during a renewable period of
four months.

Similarly, there is a whole chapter on “international
surveillance”,which legalises themassive programmede-
ployed by the DGSE since 2008 to tap into international
cables. Like in other countries, the underlying logic of
this article breaches the universality of human rights:
communications crossing French borders can be inter-
cepted and analysed “in bulk” with lesser safeguards
than those applicable to domestic surveillance. However,
the transnational nature of the Internet makes it very
likely that the communications of French citizens and
residents massively end up in the DGSE’s nets, despite
a pledge for procedures of so-called “technical minimi-
sation” aimed at protecting communications related to
“French technical identifiers” (e.g. French IP addresses).

The Act also grants blanket immunity to intelligence
officers who carry on computer crimes into computer
systems located abroad, which again will directly affect
many French Internet users. The provision may contra-
vene Article 32(b) of the Budapest Convention on Cy-
bercrime on the trans-border access to computer data
(Cybercrime Convention Committee, 2014). This provi-
sion speaks to the fact that, with encryption on the rise
since 2013, the capability to massively penetrate end-
points through hacking is becoming a focus point for in-
telligence agencies (e.g. UK Home Office, 2016).

As for oversight, as it has been the case since the
1991 Wiretapping Act, all national surveillance activi-
ties are authorised by the Prime Minister. A revamped
oversight commission (the CNCTR) composed of judges
and members of Parliament has 24 hours to issue non-
binding opinions on authorisation requests. The main in-
novation of the Intelligence Act is the creation of a new
redress mechanism before the Conseil d’Etat (France’s
Supreme Court for administrative law), but the proce-
dure is veiled in secrecy and fails to respect defence
rights, which again echoes the law of the US and the
UK (Bigo, Carrera, Hernanz, & Scherrer, 2014). Interna-
tional surveillance will remain completely outside of this
redress procedure.

Among other notable provisions, one forbids the
oversight body from reviewing communications data ob-
tained from foreign agencies. The law also fails to provide
any framework to regulate (and limit) access to the col-
lected intelligence once it is stored by intelligence and
law enforcement agencies, thereby running counter to
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recent rulings by the Court of Justice of the European
Union (CJEU) (Woods, 2016).

4.2. Mobilisation Against the Controversial French
Intelligence Bill

By the time the Intelligence Bill was debated in Parlia-
ment, in April 2015, human rights organisations partner-
ing in OLN had built the kind of networking and exper-
tise that made themmore suited to campaign against na-
tional security legislation.

They led the contention during the three-month-long
parliamentary debate on the Bill, acting as the core of
a network of actors typical of post-Snowden contention
(see Figure 2), including international partners in the
NGO world, groups of scientists, engineers and hacker
groups, French independent companies from the digital
sector, and even a few security experts (including for-
mer intelligence analysts or a former anti-terrorist judge).
These actors also received backing from leading national
and international human rights organisations (data pro-
tection agency, Council of Europe, UN special rappor-
teurs, etc.).

Interestingly, to the contrary of the full-fledged con-
tention waged in the US or the UK, large US technol-
ogy firms like Google or Microsoft declined to engage
in the French debate, perhaps out of fear for being cor-
nered for their double-speak on privacy and antagonising
French officials, who regularly accused them of engaging
in intrusive forms of commercial surveillance. As for their
French competitors, like telecommunications companies
Orange, SFR and others, their even greater dependence
on and proximity with the state political elite probably
explain why they chose to remain neutral bystanders.

Overall, contention played an important role in bar-
ring amendments that would have given intelligence

agencies even more leeway than originally afforded by
the bill. Whereas the government hoped for a union
sacrée, contention also managed to fracture the initial
display of unanimity. MPs from across the political spec-
trum (including several within both socialist and conser-
vative ranks) fought against the bill, pushing its propo-
nents to amend the text in order to bring significant safe-
guards compared to the government’s proposal. How-
ever, the general philosophy of the text remained intact.
In June 2015, the bill was eventually adopted with 438
votes in favour, 86 against and 42 abstentions at the Na-
tional Assembly and 252 for, 67 against and 26 absten-
tions at the Senate.

The implementation decrees were adopted by the
government between October 2015 and February 2016,
giving civil society opponents a two-month window to
introduce several important legal challenges before the
Council of State which are, at the time of writing, still
pending. Other legal challenges have been introduced
before the ECHR.

5. Conclusion: Facing the Snowden Paradox

The first Snowden disclosures and the global scandal that
followed held the promise of an upcoming rollback of the
techno-legal apparatus developed by the NSA, the GCHQ
and their counterparts to intercept and analyse large por-
tions of the world’s Internet traffic. State secrets and the
“plausible deniability” doctrine often used by these se-
cretive organisations could no longer stand in the face of
such overwhelming documentation. Intelligence reform,
one could then hope, would soon be put on the agenda
to relocate these surveillance programmes within the
boundaries of the rule of law.

Almost four years later, however, what were then
reasonable expectations have likely been crushed. Intel-
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ligence reform is being passed, but mainly to secure the
legal basis for large-scale surveillance to a degree of de-
tail that was hard to imagine just a few years ago. Despite
unprecedented mobilisations against surveillance prac-
tices developed in the shadows of the “deep state”, the
latter are progressively being legalised. Hence the Snow-
den paradox.

France was the first liberal regime to engage in
a sweeping, post-Snowden intelligence reform. There,
even prior to 2013, the legal pressure exerted by hu-
man rights standards, and their application by suprana-
tional courts like the ECHR, had already triggered a slow
process of legalisation. Post-Snowden contention only
made that pressure stronger, pushing intelligence policy-
makers to secure and expand the surveillance capabil-
ities of their agencies through intelligence reform, as
soon as the political conditions seemed ripe.

While it would be tempting to see the Intelligence
Act of 2015 as part of a certain French tradition when it
comes to regulating the Internet (Mailland, 2001; Meyer
& Audenhove, 2012; Tréguer, 2015), the situation in
other countries suggests that the French case is part
of a wider trend. In the Fall of 2016, the British Par-
liament passed the much-criticised Investigatory Pow-
ers Bill (Hintz & Dencik, 2016). Simultaneously in Ger-
many, amendments to the so-called “G-10 law” were
adopted to validate the large-scale surveillance powers
of the country’s foreign intelligence agency, the BND—
also embroiled in the NSA scandal (Wetzling, 2016). In
the Netherlands, an ongoing intelligence reform is rais-
ing similar concerns, while the reform of the US PATRIOT
Act in June 2015 was extremely modest. Detailed cross-
country comparisons are of course warranted. But de-
spite important variations between these countries—for
instance regarding the initial weaknesses and strengths
of privacy advocacy in these different national contexts,
or the role played by large US Internet firms in policy
debates—, these other instances of post-Snowden intelli-
gence reform seem to confirm the existence of the Snow-
den paradox.

Fifteen years after 9/11, which brought an abrupt
end to the controversy on the NSA’s ECHELON program
(Campbell, 2000) and paved the way for the adoption of
the PATRIOT Act in the US and similar legislation else-
where, the threat of terrorism and associated processes
of securitisation are hindering the global episode of con-
tention opened by Edward Snowden. Securitisation cre-
ates a “chilling effect” on civil society contention, making
legalisation politically possible and leading to a “ratchet
effect” in the development of previously illegal security
practices or, more generally, of executive powers. In that
regard, post-Snowden intelligence reform stands as a
stark reminder of the fact that, once coupled with se-
curitisation, “a-legality” and national security become
two convenient excuses for legalisation and impunity,
allowing states to navigate the legal and political con-
straints created by human rights organisations and insti-
tutional pluralism.

During the debate on the French Intelligence Act,
Urvoas stressed that the law was neither Schmitt’s nor
Agamben’s states of exception (Urvoas, 2013b). But be-
cause it is “legal” or includes some oversight and redress
mechanisms does not mean that large-scale surveillance
and secret procedures do not represent a formidable
challenge to the rule of law. Rather than a state of ex-
ception, legalisation carried on under the guise of the
raison d’État amounts to what Sidney Tarrow calls “rule
by law”. In his comparative study of the relationships be-
tween states, wars and contention, he writes of the US
“war on terror”:

Is the distinction between rule of law and rule by
law a distinction without difference? I think not.
First, rule by law convinces both decision makers and
operatives that their illegal behavior is legally pro-
tected….Second, engaging in rule by law provides a
defense against the charge they are breaking the law.
Over time, and repeated often enough, this can cre-
ate a “new normal”, or at least a new content for
long-legitimated symbols of the American creed. Fi-
nally, “legalizing” illegality draws resources and en-
ergies away from other forms of contention. (2015,
pp. 165–166)

The same process is happening with regards to present-
day state surveillance: the suspicionless interception
of communications, “big data” preventive policing and
large-scale computer hacking are becoming the new nor-
mal in intelligence practices. At this point in time, it
seems difficult to argue that post-Snowden contention
has hindered in any significant and lasting way the
formidable growth of surveillance capabilities of the
world’s most powerful intelligence agencies.

And yet, while the current trend of legalisation is es-
pecially worrying considering the ongoing illiberal drift
in Western democracies, the jury is still out. Besides le-
galisation, Post-Snowden contention is having another
major outcome: new coordination in civil society both
nationally and globally, with the formation of a transna-
tional movement against Internet surveillance (Tarrow,
2016). This emerging movement has been document-
ing Internet surveillance like never before, undermining
some of the secrecy that surrounds the intelligence field
and hinders its democratic accountability. It has provided
fresh political and legal arguments to reclaim privacy as a
“part of the common good” (Lyon, 2015, p. 9), and helped
push for the proliferation of legal and policy recommen-
dations regarding the compliance of surveillancewith hu-
man rights.

Most crucially, this emerging privacy movement has
led courts—in particular the ECHR and the CJEU—to con-
sider cases of historic importance that, in the long run,
could prove to be game-changers. Strategic litigation has
indeed the potential of turning the Snowden paradox on
its head, that is to use these new laws—and the new legal
opportunities it brings to privacy advocates—to counter
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the surveillance practices that legalisation sought to le-
gitimise in the first place.

Judges now appear as the last institutional resort
against large-scale surveillance. If court actions fail, the
only possibility left for resistance will lie in what would
by then represent a most transgressive form of political
action: democratising the use of strong encryption, and
subverting the centralised and commodified technical ar-
chitecture that made such surveillance possible in the
first place.
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1. Introduction

After a long and bitter electoral campaign, the results
of the 2016 U.S. election have precipitated an ongoing
constitutional crisis, and continued uncertainty about
the role of Russia’s government in Donald Trump’s elec-
toral victory has prompted renewed interest in Russia,
a country that hadn’t been at the forefront of the na-
tional agenda since the end of the Cold War. Several
factors contribute to making the current situation a per-

fect storm of uncertainty and ambiguity, including: pol-
icymakers’ and the public’s comparative lack of knowl-
edge about Russia; the difficulty of parsing out some-
thing resembling empirical truth from the jumble of offi-
cial statements, leaks, speculations and claims made by
the various actors involved; the tumultuous presidential
transition; and the arcane nature of the empirical claims
underlying the web of controversy surrounding the elec-
tion and any role Russia might have had in influencing
the result. It will take time and serious effort for the dust
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to settle; an analysis of the events leading up the 2016
election, or of the election’s aftermath, would be prema-
ture. However, at this stage it is appropriate to consider
what we do know about Russia’s policies concerning in-
formation, the internet and international relations under
Vladimir Putin.

There is a natural tendency in scholarship and policy
to work within disciplinary silos, without sufficiently con-
sidering related developments that are better aligned
with a different field of expertise. At a time when Amer-
ican interest in Russia is at perhaps its highest since the
end of the Cold War, it is important to consider all of
Russia’s information and internet policy, both domestic
and international, in order to properly situate current de-
velopments and formulate policy responses that defend
and support democracy and human rights. The topic is a
complex one, and it would be impossible to cover it en-
tirely, with all its nuances and complexities, in an article-
length piece. My aim here is twofold: to draw connec-
tions between the Russian government’s control andma-
nipulation of information—including its internet policy—
both domestically and externally, and to theorize on the
spread of networked authoritarianism and the future of
the geopolitics of information.

This article was written for a thematic issue on “In-
ternet Policy After Snowden”, but it is broader than that
in at least two ways. First, it goes beyond narrow defi-
nitions of internet policy to consider several aspects of
Russian information and communication policy that are
inextricably intertwined. And second, it has very little
to say about Edward Snowden. At least in the Russian
context, the 2013 Snowden revelations mainly serve as
a temporal marker. They alerted global public opinion
to mass surveillance and made possible a change in the
Kremlin’s rhetoric, but did not cause a shift in Russian
policy. If there was a turning point in Russian internet
policy, that moment was in 2011: the year of the Arab
Spring, but also the year that Russian civil society used
social media to organize protests of the legislative elec-
tion, aboutwhich then-U.S. Secretary of StateHillary Clin-
ton expressed “serious concerns” (Labott, 2011). It was
also the year before Putin resumed the presidency, after
swapping roles with Dmitri Medvedev for four years.

In this article, I synthesize existing research on Rus-
sia’s domestic information controls policy, internet policy
at the global level (notably via internet governance pro-
cesses), and the country’s resurgence as a major geopo-
litical player to argue that policymakers as well as the
general public should consider these themes holistically,
particularly as they formulate responses to what many
see as the Russian threat to Western liberal democracy.
In doing so, they should resist the temptation to re-
spond to this threat in ways that will erode democracy
even further, such as expanded surveillance and limits
on free expression.

Methodologically, the article relies chiefly on sec-
ondary sources, including translations of Russian sources
and sources written in English by Russian journalists,

while drawing on my interactions with a variety of pol-
icy experts (both Russian and Western) in the course of
other ongoing work, some of whom have asked to re-
main anonymous for their own safety. Throughout the
article I consider information policy, media policy and
internet policy holistically, as they are closely interre-
lated. The article begins by tracing the history of informa-
tion controls (which predate the internet) within what is
now the Russian Federation before discussing the role
of information and internet policy in Russian foreign pol-
icy. Next, I discuss the spread of networked authoritar-
ianism and suggest that a “geopolitics of information”
will become increasingly necessary as the 21st century
marches on, and theorize onwhat thismight be, conclud-
ing with a call to defend, protect and improve Western
liberal democracy.

2. Information in Russia Before the Internet

This section traces the history of the media and informa-
tion controls in Russia, which is distinct from the history
of the press and the media in the West. Media in Rus-
sia have always served as instruments of political propa-
ganda, going back to the country’s first newspaper. Ve-
domosti was founded in 1702 to disseminate the czar’s
wishes, plans, and priorities across the country, and to
build popular support for the ruler (Rohlenko, 2007). Un-
der the USSR, information was considered a dangerous
commodity to be feared and controlled, rather than a
right and a public good. Contrary to liberal conceptions
of a free press serving as a fourth branch of governance
and fostering a habermasian public sphere (Habermas,
1989), the Soviet regime saw the media as a danger to
be tightly controlled, with only select elites permitted ac-
cess to objective news or to foreign publications (Gorny,
2007; Soldatov & Borogan, 2015). For example, own-
ership and use of photocopiers were tightly restricted
in an attempt to prevent the distribution of samizdat,
photocopied pamphlets of “subversive” material (Han-
son, 2008).

It is no accident of history that the collapse of the
USSR coincided with the emergence of the information
society in theWest. Indeed, Castells and Kiselyova (1995)
argue that this death grip on information was the pri-
mary reason for the USSR’s implosion. The 1990s were
a period of relative freedom for the press in post-Soviet
Russia, albeit a short-lived one as the levers of power—
recently relinquished by the Communist Party—were
seized by the new oligarch class. The media were no
longer beholden to a monolithic ideology, but instead
answered to a variety of corporate backers whose in-
terests didn’t always align. Print media lost their state
subsidies and saw their circulation and importance de-
cline precipitously, leaving broadcast TV to take over
as the country’s predominant communication medium
(Ognyanova, 2015).

Vladimir Vladimirovich Putin, Yeltsin’s chosen succes-
sor, first assumed the presidency of the Russian Federa-
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tion in 1999, and quickly restored the Kremlin’s control
over print and broadcast media—a move that he char-
acterized as “liberating” news outlets from the oligarchs.
For many Russia experts, understanding Putin is key to
understanding Russia today. Putin served in the Soviet in-
telligence agency, the KGB, for 16 years, rising to the rank
of colonel, and he spent much of the pivotal perestroika
years outside of Russia. His views on governance, the rule
of law, the role of information in society, and the Russian
national interest are very much influenced by the KGB’s
authoritarian traditions, themselves grounded in the au-
thoritarianism of imperial Russia. Putin switched posts
with his prime minister, Dmitri Medvedev, in 2008 to cir-
cumvent constitutional term limits, and in 2012 Putin re-
turned to the Kremlin and redoubled his efforts to con-
trol the internet (Ognyanova, 2015; Soldatov & Boro-
gan, 2015).

The end of the Cold War, which also ended Russia’s
superpower status (as nominal as itmight have been, par-
ticularly toward the end), was a sore spot for the Rus-
sian elite, which perceived the U.S.’s success in exporting
its cultural products as a threat to national sovereignty.
Elites also resented growing U.S. influence in Eastern Eu-
rope and Central Asia, which they saw as their rightful
sphere of influence, and the European Union’s eastward
expansion. Over the course of his first presidency (2000–
2008), during which time domestic internet access grew
considerably, Putin came to see the information revo-
lution as “one of the most pervasive components of
U.S. expansionism in the post-Soviet sphere, most no-
tably in Russia itself” (Nocetti, 2015, p. 129). Where oth-
ers might have seen opportunities for innovation and
growth, Putin saw threats to the status quo and his hold
on power, thus following in the footsteps of his Soviet
and pre-bolshevik predecessors alike.

3. The Russian Information Controls Regime

Ronald Deibert and his team at the University of
Toronto’s Citizen Lab coined the phrase “information
controls” to describe the “techniques, practices, regula-
tions or policies that strongly influence the availability
of electronic information for social, political, ethical, or
economic ends”. These include technical means like “fil-
tering, distributed denial of service attacks, electronic
surveillance, malware, or other computer-based means
of denying, shaping and monitoring information” and
policies like “laws, social understandings of ‘inappropri-
ate’ content, media licensing, content removal, defama-
tion policies, slander laws, secretive sharing of data be-
tween public and private bodies, or strategic lawsuit
actions” (Citizen Lab, 2015). As a field of inquiry, in-
formation controls can also include the means of cir-
cumventing or otherwise countering barriers to the free
flow of information online. Importantly, the field is in-
herently multidisciplinary and transcends the barrier be-
tween academia and civil society, with many important
advances coming from activists and nonprofits.

The Freedom on the Net Index classifies informa-
tion controls under three broad categories: obstacles to
access, limits to content, and violations of user rights
(Karlekar & Cook, 2009). Compared to China, Russia
rarely uses obstacles to access (which include infras-
tructural and economic barriers as well as shutdowns
and application-level blocking), relying instead on cen-
sorship and intimidation. However, Russia is taking steps
to create an internet “kill switch”, allowing it to discon-
nect the RuNet from the global network “in case of
crisis”, without specifying what such a crisis might en-
tail beyond vague allusions to the internet being shut
off from the outside (Duffy, 2015; Nocetti, 2015). Inter-
net shutdowns—whether of all connection to the out-
side world, or of specific applications and protocols like
VOIP, Twitter or WhatsApp—are used by governments
like Egypt, Uganda and Iran to control the flow of infor-
mation around elections, protests, and other politically
sensitive events (DeNardis, 2014). The advocacy organi-
zation Access Now has reported a marked increase in
the number of network shutdowns worldwide in recent
years (Access Now, 2016). The Russian “kill switch” sys-
tem has yet to be put into effect, as of this writing.

Censorship and violations of user rights, then, have
historically been the principal mechanisms for informa-
tion control in Russia. Katherine Ognyanova (2015) iden-
tifies three mechanisms through which the Russian state
asserts power over the media: censorship and resulting
chilling effects, state control overmainstream (especially
broadcast) media, and the selective application of unre-
lated laws (building codes, tax laws, criminal laws, and
intellectual property laws have all been used for this pur-
pose) to put pressure on media organizations as well as
individual journalists, bloggers, and activists. Extrajudi-
cial executions are not uncommon. This is inmanyways a
continuation of the mechanisms used by successive Rus-
sian and Soviet governments to control the traditional
print and broadcast media (Ognyanova, 2015). One key
difference from the Soviet era is that the domestic me-
dia has since been privatized, and foreign companies—
notably internet intermediaries—now operate in Russia
as well.

In Russia, as in most countries, the physical structure
of the internet is built, owned and maintained by the pri-
vate sector. Companies like internet companies, Internet
Service Providers (ISPs), social networking sites (SNSs),
search engines, blogging platforms, and more then exer-
cise a form of de facto private governance over online
activity (MacKinnon, 2012). This private rule-making can
come into conflict with the law. Absent a strong rule of
law, governments can use their power to constrain, in-
fluence and even coerce information and telecommuni-
cations (ICT) companies. As Laura DeNardis notes, “state
control of Internet governance functions via private inter-
mediaries has equipped states with new forms of some-
times unaccountable and nontransparent power over in-
formation flows” (DeNardis, 2014, p. 15).We now turn to
an examination of how the Russian state practices cen-
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sorship and surveillance with the assistance of the pri-
vate sector.

4. Censorship

Media in the Russian Federation, including the internet,
is regulated by a branch of the Ministry of Communica-
tions and Mass Media, the Federal Service for Supervi-
sion of Communications, Information Technology, and
Mass Media, better known as Roskomnadzor. Unlike the
UK’s Ofcom or the U.S. Federal Communications Com-
mission, which are independent agencies with no power
of prior restraint (the main enforcement mechanism is
to assess fines), Roskomnadzor can block certain types
of content without a court order: calls for unsanctioned
public actions (i.e. protests), so-called extremist content,
materials that violate copyright, information about juve-
nile victims of crime, child abuse imagery, drug propa-
ganda, and information about suicide—as can several
other agencies, including the Federal Drug Control Ser-
vice, the Federal Service for Surveillance on Consumer
Rights and Human Wellbeing, and the Prosecutor Gen-
eral’s Office (Freedom House, 2015). Other types of con-
tent can also be blocked, but a court order is required.

While the authority to censor rests with the state,
the responsibility to implement censorship falls on the
internet service providers, who are held legally responsi-
ble for any forbidden content that is accessible to their
users, a legal construct known as intermediary liability
(MacKinnon, Hickock, Bar, & Lim, 2014). Since 2014, the
Russian media regulator Roskomnadzor has maintained
a block list of websites featuring banned content, includ-
ing child abuse imagery, drug-related content, and “sui-
cide advocacy”. ISPs must regularly consult this “black-
list” of verboten websites, and are incentivized to in-
terpret blocking orders as widely as possible to avoid
liability for under-censoring, which can result in heavy
fines and even the loss of their state licenses. The “black-
list” itself is often vague as to which page within a web-
site or service should be blocked, or only specifies an IP
address—which can represent any number of websites.
Crucially, the list itself is secret, leaving internet users
in the dark as to what is actually prohibited (Freedom
House, 2015, 2016).

Roskomnadzor’s powers are even greater with re-
spect to websites that are registered as mass media—
a broader category than one might think, thanks to
the “Bloggers’ Law”. As early as 2001, the then-press
minister, Mikhail Lesin,1 “called for legislation requiring
the registration of Internet media outlets”, which would
have included any website registered with the .su or
.ru top-level domain (TLD) (Ulmanu, 2001, as cited in
Bowles, 2006). Lesin finally got his wish in 2014, when
the so-called “Bloggers Law” was instituted, requiring
all online outlets (including blogs and personal pages
within social networking sites) with more than 3,000
daily page views to register with the government, while

the “Law Against Retweets” punishes the dissemination
or re-dissemination of “extremist content” with up to
five years in prison. “Extremist content” is defined so
vaguely that it can be interpreted to include many kinds
of speech that would be considered innocuous in many
other countries. Another 2014 law prohibits the use of
public wifi without providing one’s mobile phone num-
ber. Acquiring a SIM card, in turn, requires providing
one’s passport number, as does signing up for home in-
ternet access. It is all but impossible, then, to surf the
“RuNet” (as the Russian-language internet is called) with-
out linking one’s online activity to one’s identity and pass-
port (Duffy, 2015).

Under Article 4 of the law “On Mass Media”, the reg-
ulator can issue warnings to an outlet’s editorial board
about “abuse of freedomofmassmedia”, a category that
includes such infractions as obscene language, informa-
tion about illegal drugs, extremism, incitement to terror-
ism, and propaganda and cruelty. Here again, the specific
interpretation of these terms leads to censorship well be-
yond what a literal reading of the law might suggest. For
example, news sites have received warnings for publish-
ing stories about calls for greater local governance (“fed-
eralization”) and for government reform, and about in-
ternational news events related to freedom of expres-
sion such as the attack on the Charlie Hebdo offices in
Paris in January 2015 (Freedom House, 2015).

In addition to legislative and technical controls, the
flow of information on the Russian internet is limited
by two “soft” factors: cultural norms and practices
grounded in centuries of authoritarianism, and deliber-
ate framing of the internet as dangerous (Ognyanova,
2015). The Russian political class and broadcast media
work together to frame the internet as a dangerous place,
and online content as “unreliable, biased, and danger-
ous” (Kratasjuk, 2006; Ognyanova, 2015). For example,
the mayor of Moscow wrote that “propaganda of drugs
and violence, human trafficking and child prostitution—
that’s the reality of today’s internet”, asserting that “the
Internet is gradually being settled by unconcealed ter-
rorists who turn the web, not only into their own mail-
box, but into a real, underground,military infrastructure”
(Ognyanova, 2015). The strategy seems to be effective.
Indeed, the report “Benchmarking Public Dissent: Rus-
sia’s Appetite for Internet Control” found that 49% of all
Russians believe that information on the internet needs
to be censored, while 42% of Russians believe foreign
countries are using the internet against Russia and its in-
terests, and 24% think the internet threatens political sta-
bility (Nisbet, 2015). Propaganda of the kind described
above allows the Kremlin to present its restrictions on
the free flow of information as responses to popular will.

Restrictions on free expression continue apace, as
the 2016 Yarovaya laws place new restrictions on “prose-
lytizing” (i.e. discussing one’s religion with potential con-
verts) and require anyonewith knowledge that someone
else is “planning” certain kinds of crimes,mainly offenses

1 Lesin was found dead, seemingly of a blow to the head, in a Washington hotel in November 2015. See Smith and Walker (2016).
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that involve expressing dissenting views, to notify the au-
thorities (Lokshina, 2016).

5. Surveillance

Domestic surveillance in Russia predates the internet,
of course. As with censorship, the current surveillance
regime is historically grounded in the country’s Soviet
and imperial past. The KGBmay have a newacronym, FSB
(standing for Federal’naya sluzhba bezopasnosti, or Fed-
eral Security Service), but it casts a long shadow (Solda-
tov & Borogan, 2015).

The System of Operational-Investigatory Measures
(SORM) was first implemented in 1995, requiring
telecommunications operators to install FSB-provided
hardware allowing the agency to monitor users’ commu-
nications metadata and content—including phone calls,
email traffic and web browsing activity, despite the low
internet penetration rate at the time.

Coming in the final year of Yeltsin’s presidency, the
1999 SORM-2 reform required the FSB to obtain a post-
collection courtwarrant to access records (Bowles, 2006).
This was an encouraging sign that the intelligence ser-
vices of the new Russian Federation would be governed
by the rule of the law. However, shortly after taking of-
fice, Putin authorized several additional agencies to ac-
cess SORM’s collected data, including the tax authorities,
border patrol and customs agencies, and the Presiden-
tial Security Service. The warrant requirement remains
in place, but is remarkably toothless: surveillance can be-
gin before the warrant is granted (or even requested),
the warrant need not be shown to anyone (whether the
surveillance target or the telecom operator), and it is
only required for the retrieval of collected communica-
tions content, and not for the metadata that is often just
as revealing as content, if not more so. In 2012 SORM-2
was expanded to include social media platforms, though
documentation of how this works in practice is scant (Pa-
ganini, 2014; Soldatov & Borogan, 2012, 2015). Never-
theless, the assumption among Russian digital rights ac-
tivists is that any information shared on Russian social
networks like Vkontakte or Odnoklassniki is collected by
the intelligence services (author interviews, 2016).

The latest update to SORM came in 2014, when the
Ministry of Communications ordered companies to in-
stall new equipment with Deep Packet Inspection (DPI)
capability (Soldatov & Borogan, 2015). As DeNardis puts
it, “DPI is a transformational technology that creates un-
precedented regulatory possibilities for controlling the
flow of content online” (2014, p. 206). Demonstrating
why this is the case requires a basic understanding of the
technology itself. Information (whether it’s text, voice, or
something else) is transmitted over the internet as pack-
ets, small bundles of data that are individually routed
from the sender to the receiver, then put back together
in the correct order. Packets consist of both payload
(the actual content of the communication) and a header,
which contains the packet’s metadata: its origin, desti-

nation, and not much else. The header is analogous to
an envelope, telling each piece of equipment along the
way where the payload should be delivered. Until fairly
recently, computing power limited the types of analy-
ses that routers, switches and other network hardware
could perform on passing traffic, but advances in this
domain have made it possible for hardware to simul-
taneously process millions of packets, reading not just
the headers but the payload as well. Unless the packet
is encrypted, the only impediment to stopping a DPI-
capablemachine from reading the payload are social and
legal norms against this type of surveillance—which are
absent in Russia. From there it is possible to block or
throttle back traffic based on its origin, destination, file
type (text, voice, multimedia), protocol (P2P, FTP, HTML,
SMTP) or the content of the message itself (DeNardis,
2014). Here again, there is little reliable, publicly avail-
able information on how SORM-3 works, as discussing
the topic is against the law. The new, secret regulations
came into effect in fall 2016, and apply to all ISPs in Rus-
sia. Noncompliance comes at a steep price: stern warn-
ings from Roskomnadzor followed by revocation of the
ISP’s license. Extra-legal intimidation is common, and for-
mal enforcement appears to be increasing. Indeed, inves-
tigative journalists Andrei Soldatov and Irina Borogan ob-
tained internal Roskomnadzor statistics that showed that
the number of warnings issued by the agency grew from
16 in 2010 to 30 in 2012 (Soldatov & Borogan, 2013).

Also in 2012, SORM was applied to social network-
ing sites, a key area of concern for Russian authorities
given the role of such sites in various “color revolutions”
and the 2011 Arab Spring (Howard & Hussain, 2013). As
Soldatov and Borogan note, the tools used tomonitor so-
cial networking sites had a crucial flaw:

These systems were developed for searching struc-
tured computer files, or databases, and only after-
wards adapted, some more successfully than others,
for semantic analysis of the Internet. Most of these
systems were designed to work with open sources
and are incapable of monitoring closed accounts such
as Facebook.

The FSB discovered early on that the only way to deal
with the problem was to turn to SORM. The licenses
require businesses that rent out site space on servers
to give the security services access to these servers
via SORM, without informing the site owners. With
this provision, the FSB has had few problems moni-
toring closed groups and accounts on Russian social
networks Vkontakte and Odnoklassniki. But Facebook
and Twitter don’t store their user data in Russia, keep-
ing it out of SORM’s reach. (Soldatov and Borogan,
2013, para. 20)

Edward Snowden’s revelations about the U.S. National
Security Agency’s PRISM program, which tapped into
American ICT companies’ data centers to extract desired
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information, provided the perfect justification for requir-
ing all data pertaining to Russian citizens to be stored
within the Russian Federation. Brazil and several Euro-
pean countries have made announcements about even-
tual data localization requirements, aswell, providing fur-
ther legitimacy to the Russian plan in the eyes of public
opinion. However, there is no evidence that data localiza-
tion does much to protect user privacy (Sargsyan, 2016).
Indeed, it is much easier (and more clearly within the
bounds of U.S. law) for the U.S. intelligence apparatus to
target data outside of the U.S., while locating data cen-
ters within Russia makes it easier for Russian agencies to
access user content. Data localization serves to increase
the Kremlin’s access to citizen data under the guise of
protecting the Russian public from American spies.

The 2016 Yarovaya laws further expanded the govern-
ment’s surveillance powers by increasing the mandatory
data retention period to sixmonths for content and three
years for metadata and mandating cryptographic back-
doors in all messaging applications (Lokshina, 2016).

6. Conscripting the Private Sector

Twenty-first century information controls in Russia distin-
guish themselves from earlier systems of repression in
two key ways: the introduction of ICT technologies, and
the irruption of the private sector in what was previously
a totalitarian, state-controlled ecosystem. Moscow’s ap-
petite for surveillance has grown apace with the poten-
tial targets provided by widespread ICT adoption, and
the FSB-oligarchic alliance that dominates both the state
and the economy excels at finding ways to pressure ICT
companies to provide the needed access to data flows.

A 2013 study by the now-defunct Center for the
Study of Media and Society at the New Economic School
in Moscow2 sought to ascertain the policies and mecha-
nisms used by domestic Russian ICT companies to pro-
tect the digital rights of their users. Conducted during
a time of great uncertainty for the ICT sector in Russia,
the study found that company representatives were hes-
itant to discuss issues of human rights (preferring the
term “user rights”), the pressures they faced from the
Kremlin, or the possibility of doing anything other than
following the law. The majority of companies reported
that they comply with all demands from the government,
while only a few seemed to try to negotiate these de-
mands. All of the companies surveyed reported being
sensitive to government demands and having to con-
tend with censorship issues, all the while insisting that
they adhered to high standards of privacy and security
(Maréchal et al., 2015; Petrova, Fossato, Indina, Dokuka,
& Asmolov, 2013).

The Russian government ensures the compliance of
domestic companies in particular by holding them li-
able for banned, copyrighted or otherwise illegal content

accessible through their services or platforms. This in-
termediary liability strongly incentivizes ICT companies
to block or remove any content that might plausibly
be deemed illegal, lest they suffer grave repercussions
(Petrova et al., 2013). Indeed, protection rackets and re-
lated thuggery are endemic in Russia, and business own-
ers can find themselves targeted for prosecutions of du-
bious legal merit simply because they have upset the
wrong oligarch or FSB operative (Pomerantsev, 2014). Le-
gal remedies are nonexistent in these cases, leaving sub-
mission and exile as the only viable options. The current
context of quick legislative reform and uneven enforce-
ment keeps companies—and their staff—in a state of
constant uncertainty about the rules and the penalties
for breaking them.

Foreign companies operating in Russia typically have
deeper pockets, greater technical and managerial know-
how, and reduced vulnerability to physical threats com-
pared to their domestic counterparts. Google closed its
Russian engineering offices in late 2014 (Luhn, 2014),
and a number of former high-level executives have left
the country (author interview, 2016). Neither Facebook
nor Twitter have offices in Russia (Masnick, 2014), and
without local staff who could face retaliation, the Amer-
ican platforms have greater leeway to push back against
demands for censorship or for user information. Accord-
ing to Twitter’s Transparency Report, the company re-
fused to comply with any of the 233 requests for user in-
formation it received from Moscow in 2014–2015 (Twit-
ter, 2015, 2016), and complied with only 5% of take-
down requests received in the second half of 2015 (Twit-
ter, 2016). Similarly, Google only produced user infor-
mation for 5% of Russian government requests in the
first half of 2015, though it complied with 62% of take-
down requests during that period (Google, 2016). Face-
book didn’t comply with any Russian requests for user in-
formation, and restricted 56 pieces of content. The com-
pany does not disclose the number of requests for con-
tent restriction it received (Facebook, 2016).

Unlike domestic Russian companies, Google and
Facebook (though not Twitter) are members of the
Global Network Initiative, employ legal teams and other
experts dedicated to advancing their users’ digital rights,
and engage in public transparency reporting about these
issues. These efforts should be supported and encour-
aged. But if these companies comply with data localiza-
tion laws, their users’ data will fall into SORM’s net, par-
ticularly given SORM-3’s more powerful DPI capabilities.
If they refuse, Roskomnadzor may very well block the
sites entirely, as at least some of its officials have wanted
to do for years (Masnick, 2014).

LinkedIn became the first foreign social media com-
pany to be banned from Russia, in part due to non-
compliance with the data localization law. Roskomnad-
zor had sued the social networking site, which was ac-

2 The Center received much of its funding fromWestern charitable foundations, which it is now prohibited from doing under the Russian law on “foreign
agents”. Unsurprisingly, the Center has not been able to identify domestic sources of funding, and much of its former staff is now living in the West
(author interview, 2016).
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quired by Microsoft earlier in 2016, for illegally sharing
the personal data of non-users without obtaining prior
consent—a claim that, if true, would indeed put LinkedIn
afoul of data management best practices. The suit also
argued that LinkedIn did not comply with data localiza-
tion requirements. In its August 4, 2016, ruling, the court
ordered Russian authorities to “take steps” to limit ac-
cess to the site, though as of late October it remained
accessible to most users (Rothrock, 2016). LinkedIn lost
its appeal in November, and Roskomnadzor required Ap-
ple and Google to remove the LinkedIn app from the Rus-
sian versions of their respective app stores (Kang & Ben-
ner, 2017; Scott, 2016). With Roskomnadzor due to be-
gin proactively enforcing foreign companies’ compliance
with data localization in 2017, the decisions of U.S. ICT
companies like Google, Facebook and Twitter will be a
test of the firms’ commitment to user privacy and free-
dom of expression.

7. Russian Information and Internet Policy at the
International Level

Russian internet policy—in both the domestic and for-
eign policy spheres—is rooted in the premise that West-
ern countries (mainly the U.S.) use the internet to over-
throw governments in “countries where the opposition
is tooweak tomobilize protests” (Nocetti, 2015, p. 114)—
or, in other words, countries living under authoritarian
regimes. Russian foreign policy hews to a strict interpre-
tation of Westphalian nation-state sovereignty, at the
core of which is the principle of non-intervention.3 The
free and open internet threatens that principle, allow-
ing foreign and potentially subversive viewpoints to cir-
culate across Russia. The “color revolutions” of the early
21st century and the Arab Spring have further fueled con-
cerns that the internet represents a threat to the status
quo and that it poses a threat to Russian political leaders
(Nocetti, 2015). Indeed, opposition groups led by Alexei
Navalny used Facebook to coordinate street protests in
the aftermath of the 2011 legislative elections, andwhile
the protests failed to coalesce into a lasting social move-
ment, such an outcome was not completely outside the
realm of possibility (Soldatov & Borogan, 2015; White
& McAllister, 2014). Moreover, there is good reason to
believe that Putin sees the U.S., and specifically then-
Secretary of State Hillary Clinton, as directly responsible
for fomenting these protests. Under this paradigm, such
interference in Russia’s domestic politics constitutes a vi-
olation of national sovereignty tantamount to informa-
tion warfare. Likewise, U.S. policy initiatives like democ-
racy promotion and the Internet Freedom Agenda are
seen as promoting political projects that are alignedwith
U.S. interests, almost invariably at the expense of Rus-
sia’s own interests (Nocetti, 2015).

Digital rights and the free flow of information are
thus doubly threatening to the Kremlin. Not only does

the internet embolden and empower the domestic op-
position, it is (from Putin’s perspective) closely associ-
ated with the U.S. government, which has historically
played a unique role in internet governance and is a ma-
jor funder of the global digital rights movement. In Rus-
sia’sWestphalian viewof theworld, nation-states are the
only actors that matter, and that should matter, and the
actions of all other actors (be they individuals, civil so-
ciety organizations, or corporations) can be imputed to
a government motivated by the accumulation of power.
That is the logic behind the 2012 law “On foreign agents”,
which stigmatizes internationally-funded NGOs that criti-
cize the Kremlin by labelling them as “traitors” or “spies”
(Human Rights Watch, 2017).

The Kremlin responded to what it sees as an exis-
tential threat by launching a campaign to reshape its
near-abroad in its image, most dramatically in Estonia
and Ukraine. The European and American response was
tepid, and Putin grew bolder. Before long, the Kremlin
was providing financial and ideological support to far-
right parties and movement across the European Union,
including Viktor Orbán in Hungary, the Brexit “Leave”
campaign, and pro-Russian candidates in Bulgaria and
Moldova (Eichenwald, 2017; Oliphant, 2016). A transna-
tional, neo-fascist, authoritarian movement grounded
in ethno-nationalism was taking shape. And then, of
course, there is Donald Trump. Early analysis suggests
that Trump was initially no more than a “useful fool” to
be used to discredit Hillary Clinton and cast doubts on
her legitimacy as president, but after a series of astound-
ing events, the election, of course, went another way.
The 2017 elections in France and Germany will be the
next tests.

French Russia expert Julien Nocetti (2015) argues
that “Moscow is crucially involved in the politicization of
global cyber issues, to a large extent owing to the inextri-
cable interweaving of the Russian Federation’s domestic
and external affairs” (p. 112). He stresses that:

The slogan “content as threat” encapsulates the Rus-
sian perception that digital technologies can be used
as tools against Russia. In Russian documentation it is
expressed more fully as the “threat of the use of con-
tent for influence on the socio-humanitarian sphere”.
The notion of content as threat is reinforced by the
projection onto foreign partners of Russia’s own pre-
conceptions of how international relations work, and
by the presumption that a primary aim of western
powers is to disrupt and undermine Russia. (p. 116)

For many years, Russia simultaneously sought to con-
strain the use of this powerful weapon (information)
through international norms and treaties even as it de-
veloped its own offensive capabilities, echoing its Cold
War approach to nuclear weapons. Since 1998—shortly
before Putin became president—Russia has proposed

3 AWestphalian paradigm doesn’t mean that a country won’t interfere in another country’s affairs; it means that any such intervention is considered an
act of war.
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annual UN resolutions prohibiting “information aggres-
sion”, which Nocetti interprets to mean the use of ideas
or ideology to undermine regime stability (2015, p. 122).
This is only one example of Russian attempts to regulate
the use of information under international law. At the
same time, Russia uses the Shanghai Coordination Orga-
nization (SCO) to provide technical assistance and knowl-
edge transfer to other illiberal regimes eager to up their
information controls game. This authoritarians’ club fur-
ther includes China, Kazakhstan, Kyrgyzstan, Tajikistan
and Uzbekistan, with several other countries having ob-
server or dialogue partner status. Russia and China use
the SCO to share new advances in repression with one
another, as well as with the less powerful member states
whose regimes they want to bolster (Diamond, Plattner,
& Walker, 2016; Nocetti, 2015).

8. Edward Snowden

More than three years after his initial revelations, Ed-
ward Snowden’s continued asylum in Russia remains per-
plexing for many observers, some of whom speculate
that the former NSA contractor must be a Russian agent,
even if a reluctant one. The Snowden camp categorically
denies this, and available evidence strongly suggests that
Snowden’s arrival in Moscow was not of his own mak-
ing. Shortly after coming out to the world as the source
for the Guardian andWashington Post stories about NSA
surveillance, Snowden left Hong Kong for Latin America,
with a layover in Moscow. He was accompanied by Wik-
iLeaks’s Sarah Harrison, who was apparently sent by Ju-
lian Assange to help escort Snowden to safety. There are
only somany options for this route, andMoscow seemed
to pose the fewest risks of being intercepted by U.S. of-
ficials. Unfortunately for Snowden, his passport was re-
vokedwhile hewas in the air, and hewas stuckwithin the
Moscow airport for 39 days while his asylum application
was processed. Snowden was granted temporary asylum
in Russia for a year, followed by a three-year residency
permit in 2014 that was later extended to 2020 (Green-
wald, 2014; Harding, 2014; Sharkov, 2016; Williams &
Toropin, 2017).

As the world grappled with the unprecedented reve-
lations of U.S. spying, and the key role played by internet
platforms and telecommunications companies in collec-
tion programs like PRISM, governments explored ways
to protect their citizens from the NSA’s reach. Data lo-
calization schemes were proposed by countries as varied
as Brazil, China, France, Germany, South Korea and Rus-
sia with the stated aim of ameliorating privacy risks from
foreign surveillance. But in Russia at least, data localiza-
tion laws “leveraged the public outrage and the height-
ened privacy concerns caused by the NSA spying to ex-
tend their control over data and their surveillance poten-
tial by data localization” (Sargsyan, 2016). The Kremlin
thus seized the Snowden revelations, as well as his pres-
ence in Moscow, as an opportunity to craft a narrative
that furthered its political objective: to portray the U.S.

and its allies as the real adversaries of privacy and indi-
vidual autonomy while continuing to intensify domestic
censorship, surveillance, and the dismantling of Russian
civil society. Meanwhile, Snowden has been an outspo-
ken critic of Russian policy (Nechepurenko, 2016).

9. Analysis: Understanding Russia’s Networked
Authoritarianism

The key to understanding Russian internet policy is that
it is part and parcel of an overall information control pol-
icy, the goal of which is the accumulation of power and
wealth for Russia’s kleptocratic elites. The global prac-
tice of information controls has undergone three gen-
erational shifts in rapid succession (Deibert, Palfrey, Ro-
hozinski, & Zittrain, 2010). First generation controls pre-
vent the population from accessing forbidden content,
either through barriers to access or by blocking specific
websites or pages. China’s “Great Firewall” is a classic ex-
ample of first generation information controls, and the
Roskomnadzor blacklist is a poorly executed example of
the same. The second generation involves creating le-
gal and technical frameworks allowing public and pri-
vate authorities to deny access to information on a case-
by-case basis. “Just-in-time” blocking and sporadic inter-
net shutdowns linked to specific political events exem-
plify this method. Third-generation controls combine le-
gal and technical means with a proactive public relations
(or propaganda) strategy: “it is less a matter of refusing
access as of competing with potential threats through
effective counter-information campaigns which discredit
or demoralize the opponent” (Deibert et al., p. 16). The
Kremlin’s army of online trolls and use of broadcast and
online media for domestic and external propaganda ex-
emplify such third-generation controls. Deibert further
identifies advocating for illiberal practices in internet gov-
ernance arenas as a possible fourth generation of infor-
mation controls (Deibert, 2016). This is already a core
part of Russian foreign policy, as discussed above. The re-
sult is “networked authoritarianism” (MacKinnon, 2011),
a political system that leverages ICTs and media regula-
tion to carefully control the expression of dissent in a
way that gives the impression of limited freedom of ex-
pression without allowing dissent to gain traction. Rus-
sia has long been “on the cutting edge of techniques
aimed to control online speech with little or no direct fil-
tering” (p. 43).

While historically Russia has indeed eschewed the
more heavy-handed information controls in favor of
second- and third-generation tactics, since Putin’s 2012
return to the presidency—preceded by popular demon-
strations that shared many characteristics of successful
“color” revolutions (White & McAllister, 2014)—there
have been increasing signs that the gloves are coming
off. Google chairman Eric Schmidt worried as early as
2013 that Russia was beginning to copy China in inter-
net censorship (Luhn, 2014), while SORM-3 and data lo-
calization requirements (including the LinkedIn ban) are
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further indications that the Kremlin is serious about con-
trolling information within its borders. At the interna-
tional level, Russia is normalizing and helping to spread
networked authoritarianism through various strategies
in internet governance fora, at the UN, and through
the Shanghai Cooperation Organization “authoritarians’
club” (see Pearce & Kendzior, 2012, for an examina-
tion of networked authoritarianism in Azerbaijan). At the
same time, it has been waging a slow, covert campaign
to dismantle the transatlantic alliance using “information
weapons” honed in its near-abroad, most famously in
Ukraine but also in Moldova. If information has always
been political, today it is geopolitical and weaponized.

If true, the allegations of Russian interference in
Western elections, including the 2016 U.S. presidential
contest, would clearly constitute a pattern of “informa-
tion aggression”. Russia may be trying to give its adver-
saries a taste of as their own medicine (as the Krem-
lin sees it), or it may be teaching the world an ob-
ject lesson on the dangers of the free flow of infor-
mation. It is also possible that having failed to garner
support for a norm against informational violations of
state sovereignty, Russia decided to use that power-
ful weapon to reshape the international system to bet-
ter fit its authoritarian, Westphalian worldview. Regard-
less of the grand strategy pursued by Putin, the tac-
tics used insidiously turned open societies’ strengths—
pluralism, free expression, acceptance of diversity—
against them at a time when they were especially vul-
nerable. Indeed, in the aftermath of the 2008 finan-
cial crisis the economic recovery has left too many be-
hind, for which many Americans blame coastal elites
and the incumbent Democrats. Populist contestations
of capitalism, including the surveillance capitalism that
powers the internet economy (Zuboff, 2015), open a
door for competing political projects like the far-right
ethno-nationalisms gaining ground across Europe and,
of course, the Trump phenomenon—itself no stranger
to xenophobia and white supremacist themes. Liberal
democracies’ policy responses must navigate between
Scylla and Charibdis, facing down the threat of far-right
extremism without developing our own version of net-
worked authoritarianism.

10. Towards a Geopolitics of Information

As early as 2012, Rebecca MacKinnon predicted that “in
the twenty-first century, many of the most acute politi-
cal and geopolitical struggles will involve access to and
control of information” (2012, p. XXV). Geopolitical de-
bates about the flow of information typically pit champi-
ons of free expression and access to information against
those who want to see state sovereignty replicated in cy-
berspace. There are shades of gray between those posi-
tions, of course, but it is nevertheless an ideological di-
vision that should be taken seriously. As Shawn Powers
andMichael Jablonski note in their book about the Inter-
net Freedom Agenda:

The real cyber war is not over offensive capabilities
or cybersecurity but rather about legitimizing exist-
ing institutions and norms governing Internet indus-
tries in order to assure their continued market domi-
nance and profitability….While heavy-handed govern-
ment controls over the Internet should be resisted,
so should a system whereby Internet connectivity re-
quires the systematic transfer of wealth from the de-
veloping world to the developed. (Powers & Jablonski,
2015, p. 24)

Powers and Jablonski thus identify two internet-
mediated threats to human wellbeing: information
controls (Crete-Nishihata, Deibert, & Senft, 2013) and
surveillance capitalism (Zuboff, 2015). The former repre-
sents a threat from the state, while the latter is best un-
derstood as a threat from capitalism. This article has de-
scribed a third threat: information warfare, a threat from
external adversaries who strategically use information
to achieve geopolitical goals—or, as defined by the for-
mer head of the Directorate for ElectronicWarfare of the
RussianMain Naval Staff, “securing national policy objec-
tives both in peacetime and in wartime through means
and techniques of influencing the information resources
of the opposing side” (Pomerantsev, 2016, p. 181).

However, it is important not to succumb to false
equivalencies that equate civic activities (like teaching
people how to run elections) with the presentmoment—
the stuff of dystopian science fiction. U.S. democracy
promotion and the Internet Freedom Agenda undoubt-
edly support regime change in a number of countries
by bolstering alternative political projects (author inter-
view with Daniel Sepulveda, 2015), however that is far
from being the only reason for supporting fair elections
or the open internet. In many cases, the U.S. is less inter-
ested in supporting a specific alternative to the incum-
bent regime than it is in opening markets for U.S. compa-
nies, and many individual policymakers and bureaucrats
genuinely embrace the ideals of access to information,
free expression, and accountable democracy (Powers &
Jablonski, 2015). Moreover, there is no evidence that do-
mestic demands for free and fair elections, or a free and
open internet, are anything other than genuine, includ-
ing in Russia.

The past several years have seen a shift from a nor-
mative debate between the “free flow” and “online
sovereignty” camps, to carefully plotted intervention.
President Barack Obama noted in a 2009 speech that
“the great irony of the information age” is that “those
states that havemost successfully adopted and exploited
the opportunities afforded by the Internet are also the
most vulnerable to range of threats that accompany it”
(Carr, 2016, p. 2). Indeed, the Russian campaign’s two
greatest ostensible victories to date, the British “Brexit”
vote and Donald Trump’s victory, took place in deeply
connected societies. If politics is war by other means,
thenwemight call this terrorismby othermeans. Like ter-
rorism, information warfare turns open societies against
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themselves, creating chaos andbreeding suspicion.With-
out knowing friend from foe, or credible analysis from
“fake news”, societies become paralyzed, unable to coor-
dinate against a shape-shifting enemy that many doubt
is even there. For scholar Madeline Carr, “No previous
technology has been regarded concurrently as a source
of power and vulnerability in quite the way that the In-
ternet has” (Carr, 2016, p. 2).

Monroe Price’s (2015) examination of “the new
strategic communication” provides a useful framework
for understanding the new geopolitics of information.
The concept almost seems tailor-made for the current
crisis: strategic communication is a “consolidating rela-
tionship between information and power” that is “heav-
ily subsidized, usually transnational, engineered and of-
ten deceptive” (p. 7), and it is “sensitive to the particular
environment in which the information intervention takes
place” (p. 9). This describes Russian intervention inWest-
ern elections perfectly. Price argues that the affordances
of ICTs have “raised the consequences and possibilities of
strategic communication to new levels” (p. 1), empower-
ing states to “experiment with ways to ‘move the needle’
of public opinion among targeted populations utilizing
advanced tools of communication and [to] integrate the
consequences in their theories of speech and conduct”
(p. 3). Having failed to secure an international agreement
circumscribing transnational communication, Russia re-
solved to use “information weapons” first in the pursuit
of its strategic objectives, with apparent success.

At least part of that success can be traced to the state
of our media ecosystem. Before Facebook launched in
2005, “the often unstated assumption was that [informa-
tion intermediaries like newspapers and television net-
works] would function (or would be obligated to func-
tion) as guardians of the public interest” (Price, 2015,
p. 35). The system was far from perfect, but by and
large media institutions took their gatekeeping role se-
riously, and followed a highly developed code of journal-
ism ethics.

Today’s intermediaries have no such ethical code,
and some explicitly reject a sense of responsibility for
their platforms’ impact on society, as Facebook’s Mark
Zuckerberg did at several points during the 2016 U.S.
presidential campaign (Zuckerberg, 2016). Further com-
plicating matters, the most visible intermediaries have a
global footprint: how does a profit-seeking corporation,
lacking any appetite to perform journalistic functions, de-
termine what is in the best interest of humanity?

Meanwhile, traditionalmedia outlets have lost adver-
tising revenues and audience shares to social media plat-
forms, and in their weakened financial state have been
absorbed by vertically integrated media conglomerates
motivated by financial gain (McChesney, 2013; Pickard,
2014, 2017). The quality of discourse suffers, and the
public struggles to parse truth from falsehood, opinion
from fact. The “marketplace of ideas” is flooded with
mediocre fare that anyone can access for free. Journal-
ists struggle to make a living, and would-be members of

the Fourth Estate flock to careers in public relations. The
“quality control” on the public sphere erodes inexorably,
leaving public discourse vulnerable to manipulation.

Price introduces the concept of “strategic architec-
tures”, which he defines as “large-scale efforts to fix or
stabilize the relationship of states and other major play-
ers to information flows” (p. 9):

These wholesale approaches include active rethink-
ing of communications structures by powerful states
so as to maintain control over their own narratives
and affect relevant communications systems outside
their borders. These are designs not only of govern-
ment but of the corporate empires for whom com-
munication is key and certainly for the media com-
panies themselves. For those who seek to ensure a
particular narrative—for example, of governmental
legitimacy, religious authenticity, or the advantages
of consumerism—establishing an infrastructure they
can control is significant. (Price, 2015, pp. 9–10)

As John Gilmore said in 1993, the free and open global
internet treats censorship as damage and routes around
it, presenting a threat to networked authoritarianism.
The threat would have been even greater if it had been
embraced and promoted by a hegemonic power, as
would doubtless have been the case under a Hillary Clin-
ton presidency. The Kremlin saw undermining her pres-
idency, and Americans’ faith in democracy, as a geopo-
litical imperative, and established a strategic infrastruc-
ture to spread messages that would favor her opponent,
Donald Trump, whose authoritarian predisposition, igno-
rance of global affairs, and business ties to Russia further
increased his value as a “useful fool” (Davidson, 2016;
Miller & Entous, 2017) The early days of the Trump presi-
dency show no indication that the 45th president will re-
spect, much less support, a free press or open internet.

11. Conclusion

The brewing conflict between Vladimir Putin’s regime
and the liberal democracies of Europe and North Amer-
ica appears to pit two conflicting paradigms about the
role of information—distributed via the internet—in soci-
ety (Zuboff, 2015). This article has described Russia’s his-
torical and contemporary approaches to controlling the
flow of information, both domestically and at the inter-
national level, to argue that Russia does not view inter-
net governance, cybersecurity, and media policy as sepa-
rate domains. Rather, all the areas covered by those dis-
ciplines falls under “information security” for Russian for-
eign policy. Domestic surveillance, content censorship
and illiberal internet governance reform are deeply con-
nected to misinformation campaigns abroad, and are
used strategically to achieve geopolitical goals.

Despite all its flaws, liberal democracy is still the best
form of governance available if the goal is to ensure hu-
man rights and economic prosperity. Just as networked
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authoritarianism establishes strategic infrastructures to
control themessage domestically and intervene in global
media systems, we need to rethink our media and com-
munication infrastructures to ensure they foster a plural-
ist, rights-respecting society that is resilient to authoritar-
ianism and extremism. Governments, corporations, civil
society organizations and the public all have roles to play
in this endeavor.

Moreover, the liberal democracies of Europe and
North America need significant reforms to fulfill their
promises to their citizens if they are to survive. In theU.S.,
Barack Obama’s presidency was a solid, albeit imperfect,
start that a majority of voters endorsed by voting for
Hillary Clinton. Scholars of all disciplines should consider
how their work can support the positive reforms that our
democracies urgently need, counter the forces of author-
itarianism, and actively participate in the shared work of
governance.
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1. Introduction

The last two decades of Russian Internet (RuNet)’s
development have showed a paradoxical situation
where a rapidly developing1 Internet coexisted with a
state-centered Internet governance. A “half-freedom of
speech” (Gelman, 2010) was associated with the hope
of a democratization of the country (Elting et al., 2010;
Lonkila, 2012). However, after the defeat of the protest
movement “For Fair Elections” (2011–2012), these
democratic expectations were questioned. The Krem-
lin started seeing the Internet “as politically disruptive
because it enables citizens to circumvent government-
controlled ‘traditional’ media” (Nocetti, 2015, p. 113).

Recent developments in RuNet regulation demon-
strate the government’s will to establish national con-
trol of the digital sphere (Freiberg, 2014; Nocetti, 2015).
The presidential administration organized an “Internet

+ Sovereignty” forum in May 2016 around issues of na-
tional governance of the Internet of Things (IoT) and
Big Data, promoting a project of Russian standards and
the possibility of building a closed national network in
the field of IoT. The intention to develop a “sovereign
Internet” was also proposed as a double response to
the terrorist threat and the domination of American
web services.

However, the laws that frame online activities of
Russian users are diverse and constantly evolving as
a patchwork of incomplete measures that overlap and
sometimes contradict each other. Each of these mea-
sures challenges IT professionals, e.g. Internet ser-
vice providers, hosting providers, developers, journalists,
bloggers and NGOs. Simultaneously, a set of individual
practices, know-how, or arts de faire, is being developed
by RuNet users to bypass access restrictions or protect
their communications from governmental surveillance.

1 75% of population are said to have Internet access in 2016.
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Emerging NGOs and associations promote and institu-
tionalize someof these hacks and launch large-scale cam-
paigns for RuNet freedom.

In light of this context, the central research aim of
this paper is to understand the connection between the
“State-centered” style of Russian Internet governance
and the local tactics of détournement and bricolage
(Akrich, 1998). Our hypothesis is that in the Russian case,
resistance to Internet control and surveillance happens
not only and not primarily at the political and legal levels
(e.g. lobbying or negotiations with governmental struc-
tures, class action or collective mobilizations) but at the
level of everyday individual practices of usage, such as
anonymization of users or migration of people and in-
frastructures. A specific body of research dedicated to lo-
cal social movements in contemporary Russia (Erpyleva
&Magun, 2014; Kharkhordin, 2011; Prozorov, 2012; Zhu-
ravlev, Savelyeva, & Yerpylova, 2014) is helpful to analyze
this style of contention: indeed, this research analyzes
post-Soviet de-politicization as the consequence of an
“exodus” from the public sphere to the private sphere. It
shows that Russian civil society tends to mobilize around
local problems, often related to the materiality of the
city (Ceruzzi, 2006) rather than to support global chal-
lenges; for example, bottom-up activities of repair and
maintenance of a particular district or equipment in the
city will be favored over a protest against the Mayor of
the same city. In this sense, and along the lines of re-
cent scholarship such as Klyueva’s (2016), the article is
also an attempt to understand the specificities of the re-
sponse of Russian civil society—with its mix of collective
and individual tactics of resistance—to restrictive Inter-
net policies.

The structure of the paper is as follows. First, it ad-
dresses the different levels of Internet “governance by
infrastructure” (DeNardis & Musiani, 2016), in Russia—
showing how the Russian State is increasingly leveraging,
co-opting and on occasion “tampering with”, Internet in-
frastructure in order to fulfill political aims that, in some
instances, are sensibly different than the objectives the
infrastructure was originally meant for. Then, the paper
focuses on the different tactics of individual and collec-
tive resistance, and concludes with a discussion of how
the forms of control enacted at different levels of RuNet
infrastructure are reconfiguring its geopolitics.

The paper builds upon observations of “cryptopar-
ties”, on original interviews with Russian IT-specialists,
Internet service providers (ISPs) and expatriate journal-
ists and developers, and situates this material by means
of a brief analysis of Russian Internet legislation. More

specifically, the empirical part of the research combined
several methods: observation of three cryptoparties in
2012, 2015 and 2016—the purpose of these observa-
tions being to analyze different tools used in order to
protect anonymity and bypass censorship, as well as
the discourse organizers and participants were develop-
ing about Internet regulations in Russia; interviews with
3 internet service providers, 4 expatriated developers,
1 NGO organizer and a dozen users. The interviews were
semi-structured with grids adapted to providers, devel-
opers and users, and lasted between 40 minutes and 2
hours. Qualitative analyses of relevant press materials
andWeb ethnographies analyzing professional forums of
ISPs as well as the biggest Internet resources dedicated
to Internet Freedom in Russia (such as Moskovskiy Liber-
tarium or Rublacklist) were also conducted.

2. Surveillance, Data Storage and Filtering: Levels of
Infrastructure-Based Internet Control in Russia

RuNet governance has developed upon several layers,
with three main types of measures adopted since 1998:

a) Surveillance measures of ‘lawful interception’,
called System of Operative Investigative Measures
(SORM), aimed at giving governmental services
such as FSB (former KGB) access to private commu-
nications both by telephone and on the Internet;2

b) Regulation of data storage, restricting important
data flows to national borders;

c) Filtering measures, restricting access to a grow-
ing list of websites (blacklist)3 considered as ex-
tremist. These three layers are interconnected
and show a global tendency towards a RuNet
“balkanization”—hyper-localization and nation-
state regulation of data and communication flows.

2.1. “SORMisation” of Russia: Surveillance Measures
and ISP Markets

The SORM was first implemented in Russia in 1998.
SORM provides an architecture by which law enforce-
ment and intelligence agencies can obtain direct access
to data on commercial networks. During the past eight
years, SORM has given rise to new configurations of so-
ciotechnical “actants” (Latour, 1988) with long-term con-
sequences on the market of ISPs. Three generations of
SORMmeasures have seen the light. SORM-1 allows FSB
to access telephone traffic, including mobile networks.
SORM-2, implemented in 2005, is responsible for inter-

2 Apart from FSB and Roskomnadzor, MVD (Ministry of Internal Affairs), FSO (Federal Service of Security), FSKN (Federal Service for Control of Drug Traf-
fic), FTS (Federal Customs Service) and FSIN (Federal Penitentiary Service) also participate in online surveillance in Russia. However, whileMVD, FSB and
FSKN both possess the equipment and have the right to use it for lawful interception, FSO and FTS depend on FSB to have an access to the equipment,
while FSIN has the equipment but does not have the right to use it for investigative activities. Apart from state actors regulating online surveillance, a
market of surveillance equipment has been developing in recent years (especially since the adoption of SORM-3 measures). Several private companies
seem to play the most important role in this field: “Special technologies” and “MFI-Soft” (who earn 5–6 billion rubles a year on SORM equipment)
and smaller manufacturers (Reanet, Norsi-Trans and TechArgos each earning 1 billion rubles a year). The most recent player on the market is the State
corporation RosTech, supposed to produce the necessary equipment to implement Yarovaya law.

3 Officially called “Unified Register of Domain Names, Internet Website Page Locators, and Network Addresses that Allow to Identify Internet Websites
Containing Information Prohibited for Distribution in the Russian Federation” (or Unified Register).
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cepting IP traffic, including VoIP. SORM-3, implemented
in 2014, gathers information from all communicationme-
dia, and offers long-term and comprehensive storage of
subscriber data (Privacy International, 2016).

Compared to international Lawful Interception stan-
dards, SORMgives great autonomy to surveillance actors.
In most Western countries, law enforcement agencies
seek a warrant from a court and then issue an order for
lawful interception to a network operator or ISP, which
is obliged to intercept and deliver the requested informa-
tion. The FSB does not need to contact the ISP because
of the very architecture of SORM, containing twomain el-
ements: the “extractor” (the equipment—software and
hardware—that performs data extraction) and the “re-
mote control station”. The control station is localized in
the FSB regional office and enables remote control of the
extractorwithout the provider’s permission: the provider
may not know which data, and how, is intercepted, ana-
lyzed and transferred. No court decision is necessary in
order to activate the interception of the metadata. How-
ever, in order to access the actual telephone recordings,
FSB has to ask for a court permission. In 2012, therewere
372,144 orders distributed, according to the official data
provided by the Supreme Court.4

The most expensive component of SORM is the cir-
cular buffer for data storage. However, each new gener-
ation of SORM measures has changed the technical re-
quirements: while for SORM-2 providers needed to store
all the traffic for 12 hours, SORM-3 obliged them to store
all themetadata for three years. Thus, the providers have
to change all their equipment as the implementation of
SORM systems completely relies on them: “We pay for
it”, remarks internet provider Michael I. “If you do not
put this equipment, you do not have license and you lose
state clients”.

When the local FSB or prosecutor’s office identifies
shortcomings, they send the information to Roskomnad-
zor (the Federal Service for Supervision of Communica-
tions, Information Technology andMassMedia).5 The ISP
is warned, first fined, then if violations persist, its license
may be revoked (Borogan& Soldatov, 2013). Roskomnad-
zor statistics show that in 2010, there were 16 warnings,
13 in 2011, and 30 in 2012.6

Providers have to renew SORM equipment by them-
selves as no certified standards exist on the market and
there is no consensus among manufacturers. As a re-
sult, providers have to adapt to the new technical de-

mands, sometimes via DIY tinkering with old equipment:
“Adapt the parts of your system, first of all…because
when they will finally publish the certificates…we will
have to spend tons of bucks again, and we will have to
do it, because that’s the Law”,7 notes user Andrei on 14
November 2015.

An inquiry led by Leonid Volkov, activist, blogger and
programmer, claims that “a small provider has to give
about 20%–30% of his annual income to buy SORMequip-
ment” (Volkov, 2016). The two biggest manufacturers of
SORM equipment earn 5–6 billion rubles per year on
SORM, while three other small manufacturers earn about
1 billion. To reduce their costs, smaller providers buy
SORM-as-a-service from their upstreamproviders. The im-
plementation of SORM-1 in Russia sparked a protest cam-
paign by IT-professionals, human rights organizations and
Internet freedom defenders. The first anti-SORM move-
ment was launched in the late 1990s in the form of
a DDoS attack on FSB semantic analysis tools. Activists
were adding specific keywords to every mail, such as
“bomb”, “explosion”, “terrorist attack”, triggering constant
alerts to the control station and overloading it. Moscov-
skiy Libertarium,8 with Russian and international partners,
launched an international solidarity campaign against
SORM. A public petition was sent to the Supreme Court
and former Russian president Boris Yeltsin, asking him to
“use his authority in order to stop the implementation of
SORM”, an “unprecedented example of violation of the
rights to privacy and human rights convention”.9 While
this campaign did not produce immediate results, fifteen
years later the European Court of HumanRights has recog-
nized that SORMwas a violation to the European Conven-
tion of Human Rights, because its technical infrastructure
enabled interception of communications without court
permission, thus bypassing legal procedures.

The early-2000s anti-SORM campaign wasmostly led
by journalists, NGO activists and programmers, while
providers were almost absent from the controversy, with
the exception of “Bayard-Slaviya Communications”. As
Sergey Smirnov, activist of Pravozashitnaya Set (Human
Rights Network), notes: “Internet service providers have
come to the conclusion that the perspective to lose their
license is much worse than the necessity to collabo-
rate with FSB. In one of the recent publications about
SORM, an FSB officer noticed that in themajority of cases
providers apply all the requirements without any pres-
sure and even demonstrate an understanding”.10 The

4 According to the official statistics provided by the Supreme Court, in 2012, 372,144 orders were distributed, compared to 326,105 in 2011, 276,682 in
2010, 245,645 in 2009, 229,144 in 2008 and 189,591 in 2007: https://ria.ru/infografika/20130815/956535235.html

5 Roskomnadzor is a Federal Executive Authority of the Russian Federation, performing the following functions: control and supervision of mass media
(including electronic mass media), mass communications, information technology, and telecommunications; supervision and statutory compliance con-
trol of personal data processing; managing the Radio Frequency Service activities; supervision of production of copies of audiovisual works, computer
software, databases and audio recordings on any media; accreditation of experts and expert organizations for content evaluation in order to ensure
child information security. It is affiliated to the Ministry of Communications and Mass Media of the Russian Federation. The role of Roskomnadzor has
recently expanded. The list of all its functions may be found on its official website: http://eng.rkn.gov.ru/about

6 Available at https://rkn.gov.ru/press/annual_reports
7 Available at http://forum.nag.ru/forum/index.php?showtopic=47641&st=560
8 Available at http://www.libertarium.ru, created by Anatoliy Leventchuk in 1994.
9 Available at http://www.libertarium.ru/l_sormact_gilc
10 Available at http://www.libertarium.ru/l_sormact_conf6aprd
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lack of providers in the anti-SORM movement made any
civil disobedience movement technically impossible. In
order to create a precedent, Leonid Volkov launched a
campaign against SORM-3 in 2015; he started the so-
called “Attack on SORM”, a legal and political project of
collective appeal to court by operators and providers, to
demand better regulation of SORMand state-funded cer-
tified equipment.

2.1.1. Yarovaya Law: When Law (Unusually) Pre-Dates
Technology

Nonetheless, the development of SORM legal and techni-
cal requirements created tensions in the ISP community.
In June 2016, a new set of surveillancemeasureswas pro-
posed by Representative Irina Yarovaya: Russian telecom
operators will have to store all traffic (including calls, let-
ters, documents, images and video) for six months, and
related metadata for three years. The importance of this
case lies in its revealing a “reverse gap” between legal
measures and financial and technical resources: while
“governments are struggling to keep up with the pace
of technological change, with technology evolving faster
than law-making efforts” (Nocetti, 2015, p. 111), in the
Yarovaya law case, law-making has outpaced the actual
technological development of the country. Indeed, such
surveillance needs a complex and multilayered techni-
cal infrastructure (including servers, the network itself,
data storage systems and software), with far-reaching
implications for the ways Internet and telecommunica-
tions work in Russia, including quality of connection,
the speed at which and the amounts of data the net-
work is able to transfer and the price of Internet ser-
vices. Vladimir K., ISP, says: “Yarovaya law is technically
absurd. Firstly, there is no necessary equipment on the
market. Secondly, it is useless to store encrypted data.
With the same success, we can code a random numbers
generator and send this data to FSB pretending it is our
users’ traffic”.

The problem is both technical and geopolitical, as it
questions the limits of the Russian nation-state and its
capabilities to implement a new infrastructure indepen-
dently from the Western market. Within embargo, due

to the Western sanctions imposed on Russia following
the annexation of Crimea in 2014, the Russian govern-
ment turns to national companies to produce the nec-
essary equipment. The politics of “substitution of im-
ports” coupled with the new series of surveillance laws
have an important impact on the Russian IT-industry. The
CEO of MGTS (Moscow State Telecom Network), Andrey
Ershov, states: “Today we do not have any equipment
in order to be able to put the ‘Yarovaya law’ into prac-
tice….So, the biggest concern that all telecom operators
publicly express, is related to the cost of such solutions.
[The equipment] is about tens of billion rubles”. Even the
emerging set of firms specialized in SORM equipment
cannot satisfy Yarovaya law requirements in terms of
equipment, estimated at 10.3 billion rubles (Kantyshev,
2016). Providers and telecom operators have publicly
expressed their skepticism of the new surveillance law,
pointing out that new solutions risk becoming obsolete
within a few years and will demand further investment
(Schepin, 2016). Press and specialized websites show a
rise in disapproval of the Yarovaya law among IT profes-
sionals, for similar reasons. Among the actors criticizing
the law are the biggest Russian IT companies, Mail.ru
and Yandex, as well as professional associations Russian
Association of Electronic Communications and Russian
Civic Organization Center for Informational Technologies
and even a pro-governmental working group “Communi-
cations and IT” (“Svyaz i IT”). The most popular profes-
sional forum of Russian providers, Nag.ru, creatively re-
acted to the law by developing a “Yarculator”11, a soft-
ware enabling providers to calculate the prices for the
necessary equipment and the cost of Internet services
for end users.

The law was largely contested by civil society. A peti-
tion on Change.org gathered 623,465 signatures as of 8
January 2017. A demonstration against the law was held
in Moscow in August 2016 and gathered between 2,400
to 4,000 people (Kozlov & Filipenok, 2016). On his end,
Edward Snowden publicly asked Putin not to sign the
Yarovaya law, emphasizing its nefarious economic con-
sequences and pointing out that a six-month storage of
data is dangerous, unfeasible and expensive12 (Figures 1
and 2).

Figure 1. Edward Snowden’s critical tweet on the Yarovaya law.

11 Available at http://nag.ru/articles/article/29513/-yarkulyator-kalkulyator-yarovoy.html#comments
12 Available at http://www.macdigger.ru/iphone-ipod/snouden-raskritikoval-zakon-yarovoj-on-otnimet-u-rossiyan-dengi-i-svobodu.html
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Figure 2. Edward Snowden’s critical tweet on the duration of data storage outlined in the Yarovaya law.

While SORMand Yarovaya law give FSB access to data
stored on Russian servers without informing site owners
or providers, it is more difficult to get access to foreign
services, e.g. Facebook and Twitter. Thus, a set of new
measures has been adopted to reconfigure data storage
and transfer.

2.2. “Snowden Effect” on RuNet: Migrations of Personal
Data

Snowden’s revelations had a considerable effect on IT
markets. The leaks “changed the way people perceive
their personal data, and will cost internet corporations,
especially American ones, millions of dollars” (Filonov,
2014). Indeed, in January 2014, Canadian provider Peer1
showed that 75 British and Canadian companies did
not want to store their data in the US because of the
fear of being tracked down by the surveillance ser-
vices.13 Internet companies started creating servers out-
side US territory.

Russian Internet users—particularly specific groups
including developers and activists—were seemingly not
caught unprepared by Snowden’s revelations. SORM be-
ing well-known since the late 1990s to all active Inter-
net users, it was not news for Russians that govern-
ments could track their communications without a court
order. Maxim I., hosting provider with Komtet, notes:
“His revelations were not a surprise for specialists….In
Russia, and I am sure, in any country, it is possible to
get whatever information about a user or his websites.
Some RuNet users even joked about the role Snowden
played in RuNet regulation: ‘Why have they kept Snow-
den here?’ Very simple. They just asked him about the
downsides of the American system of surveillance and
made a better one”.14

Snowden’s revelations attracted attention to exist-
ing surveillance practices and made it possible to com-
pare SORM with the US system. However, the revela-
tions’ most important impact concerned the role of US
cloud services and internet corporations. In response,
the Russian government modified the “Law on storage
and protection of personal data” and reconsidered data
geopolitics to allegedly guarantee the “protection of Rus-

sian citizens’ data from US government surveillance”.
Researcher-journalists Andrei Soldatov and Irina Boro-
gan insist on the role that Snowden played in this: “Right
on time, Edward Snowden appeared on the world stage.
The NSA scandal made a perfect excuse for Russian au-
thorities to launch a campaign to bring global web plat-
forms such as Gmail and Facebook under Russian law—
either requiring them to be accessible in Russia by the
domain extension .ru, or obliging them to be hosted on
Russian territory” (Borogan & Soldatov, 2013).

The law #242-FZ was adopted on 1 September 2014.
It obliges providers to “store personal data of Rus-
sian citizens, used by internet services, on the terri-
tory of the Russian Federation”. Providers must guar-
antee recording, systematization, accumulation, storage,
updates, modifications and extraction of personal data
using databases located on Russian territory.15 Non-
compliance with this new law may result in total block-
age of the service. Thus, for example, in November 2016
LinkedIn was blocked in Russia (including mobile apps)
for the violation of the new data storage policies. Web
services are also required to build backdoors for Rus-
sian secret services to access stored data. Another way
to put pressure on western companies is to block en-
tire web services because they store “forbidden informa-
tion”. Thus, YouTube was blocked in Russia for hosting
a video judged as extremist. Facebook removed a page
called Club Suicide rather than seeing its entire network
blacklisted. The repatriation of data illustrates the ten-
dency of Russian internet governance towards “digital
sovereignty” (Nocetti, 2015, p. 112).

Several resistance tactics have developed in response
to these balkanizationmeasures. A petition addressed to
Google, Facebook and Twitter asks them not to oblige:
“We don’t trust the domestic security services that are in
charge of data security once the data is in Russia. We’re
asking internet companies to withstand this pressure us-
ing all possible legal means and we are ready to sup-
port them”.16 Developers were immediately concerned,
as the law attacked the instruments theywere constantly
using, such as GitHub, as well as their data storage prac-
tices. Another tactic deployed was a reorientation to-
wards newproducts thatwould avoid storage of personal

13 Available at http://go.peer1.com/rs/peer1/images/Peer1-Report-NSA-Survey-NA.pdf
14 Available at http://www.yaplakal.com/forum1/st/75/topic1086610.html
15 Available at http://www.garant.ru/news/648095/#ixzz4LqmT7iT8
16 Available at https://www.change.org/p/facebook-google-twitter-don-t-move-personal-data-to-russia
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data: “We try to make services that do not store user
data, so that we do not have to store it on our servers”,
remarks Alexey P., developer, CTO of Progress Engine;
“We have some apps that we make for TV, or for elec-
tronic wallets, where the data is stored on the servers of
our clients”. These are specific resistance tactics which
we could call tactics of “evasion”. In fact, instead of con-
testing the law #242-FZ by communicating directly with
the Russian government, citizens either try to communi-
cate with western IT companies (addressing petitions to
Google and Facebook), ormodify their ownpractices and
professional activities in order to find legal gaps or grey
zones (e.g. using APIs for authorization or third parties
for user data storage, or repositioning their product in
order to use no personal data at all).

Another step towards digital sovereignty was made
in spring 2016 with an ambitious project of “state-in-
the-middle”: during the forum “IT + Sovereignty”, the in-
tended creation of state-owned SSL-certification was an-
nounced. Forum member Natalya Kasperskaya explains:
“Roskomnadzor and FSB are lobbying the delegation of
SSL certificates to governmental organizations….Nowwe
have a piece of the Internet that is completely out of con-
trol by our own country, and it is not good. Because the
data is being gathered globally, by someone who is be-
yond the borders of our state, and it is totally wrong”.17

According to our interviewees, this project is actually a
response to the inefficient Yarovaya law and the grow-
ing popularity of encryption among RuNet users. Alexey
P. emphasizes: “They understood that storing gigabytes
of data will give no results, especially because it is en-
crypted….So the project to build a Man-in-the-middle at-
tack on the governmental level is scary”.

2.3. Error 451: Filtering Websites, Restricting Access to
the Content

HTTP/1.1 451 Unavailable For Legal Reasons

<h1>Unavailable For Legal Reasons</h1>
<p>This request may not be serviced in the

Roman Province of Judea due to the Lex Julia
Majestatis, which disallows access to

resources hosted on servers deemed to be
operated by the People's Front of Judea.</p>

</body>
</html>18

A third set of measures, based on filtering, seeks to con-
trol user access to the content of websites judged as
extremist or criminal. Since 2007, regional prosecutors
have implemented court decisions requiring ISPs to block
access to banned sites accused of extremism, but this
has not been done systematically. In order to central-
ize these different materials, a “Single register of Inter-

net resources containing information whose distribution
is forbidden in Russia” was created in 2012: any web-
sites that enter this blacklist have to be blocked and
three governmental agencies participate in the constitu-
tion of this blacklist. Since the adoption of the “Lugovoy
law” on 1 February 2014, the list includes websites that
“appeal to extremism”, e.g. mass disorders, religious or
interethnic discord, participation in terrorist attacks or
some types of public mass events.

On 13 March 2014, Roskomnadzor blocked access
to four webpages: Grani.ru (a liberal online media plat-
form), Kasparov.ru (the website of Garry Kasparov, chess-
player and a leader of the liberal opposition), Ezhed-
nevniy Zhurnal (liberal media platform) and the blog of
Alexey Navalny (anti-Putin movement leader in 2011–
2012 and reputable blogger). Roskomnadzor stated that
“these websites contain appeals to illegal activities and
participation in mass demonstrations that violate the
law”.19

The list of forbidden webpages is accessible online.20

As of 30 September 2016, 41,064 pages—mostly con-
cerning prostitution, gambling, black markets, gaming
and torrents—are blocked. However, NGO websites are
also present, such as the site of Mirotvorets,21 a pro-
Ukrainian organization that informs about the conflict in
Ukraine, in particular on the location of Russian troops.

The blocking happens in three ways: by DNS, by IP
address or by URL, using Deep Packet Inspection. Admin-
istratively, hosting providers are responsible for keep-
ing the blacklist up-to-date and communicating with the
owners of forbidden sites and end-users. Maxim I. notes
that “The blocking is very easy. We receive and update
regularly the black list, twice in a day, and we block those
of our clients who are not lucky….We inform our client
that his site has been added to the blacklist. Then we
listen to everything that the client wants to say about
Roskomnadzor but we can’t help them or ignore the de-
mand of Roskomnadzor because in this case they can
block the IP address of the server, or even an address
pool. I am not even speaking about administrative con-
sequences for the company”.

While providers have very little possibility to resist
the blocking of the blacklisted resources, they choose
other forms of action to express their critique of Inter-
net censorship. Vladimir K., director of the ISP CLN, says:
“When users try to access to a blocked page, we show
them the error message that starts with a phrase: “The
struggle against evil is almost never a struggle for good”.
Thus, the error message itself becomes a space of ex-
pression where providers can symbolically communicate
with their users by showing their attitude towards the
Lugovoy law.

However, Russian filtering and blocking systems are
applied unevenly from one region to another, from one

17 Available at https://rublacklist.net/21509
18 Available at https://tools.ietf.org/html/rfc7725
19 Available at http://www.newsru.com/russia/13mar2014/block.html
20 Available at https://reestr.rublacklist.net
21 Available at www.myrotvorets.center
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provider to another. For example, several employees
of ISPs of big companies/monopolists, such as Russian
Railways, confirm that they have not been blocked, as
Dmitry M. in 2014: “We have this provider in our com-
pany, and all the blacklisted websites can be opened.
However this seems quite logical, because Roskomnad-
zor can’t give any orders to Russian Railways, who own
this provider” (Nossik, 2014). Also, filtering works only
partially, depending on the region, the provider and its
position on the market, its connections with western
providers (e.g. providers who had a peering agreement
with Stockholm could access blacklisted websites).

The paradox of filtering consists in the double digi-
tal divide that it creates. The more “politicized” users,
familiar with the forbidden online resources, will keep
on accessing them, using specific tools to bypass cen-
sorship. However, the majority of the population will
be unable to access this content, lacking the necessary
knowledge, resources and technologies to do so. Search
engines are also impacted by filtering, so reinforcing
the divide: before the blockage, users could accidentally
discover some websites (e.g. Navalny’s blog) through
search engines, but after the blockage these sites “dis-
appeared” (were dereferenced) from the search results.
This consequently reduces considerably any potential
audience and reinforces the echo-chamber effect by re-
grouping userswho already agree, asmentioned by user
popados: “These blockages are not for those who read
and will bypass no matter how. It is for random visi-
tors that come from the search or other casual chan-
nels that actually constitute the majority. They will just
go to another website. In this sense, the blockage is
rather efficient” (Nossik, 2014). The same phenomenon
touches blacklisted torrent websites, such as Rutracker,
that demonstrate a significant decrease in traffic: “the
majority of users are just lazy, they are finding newopen
sources of content. So the goal of the filtering is not
to close for everyone, but for an important part”, says
Maxim I.

Still, access restrictions are not especially difficult to
bypass. The IETF notes that “inmany cases clients can still
access the denied resource by using technical counter-
measures such as a VPN or the Tor network” (RFC 7725).
Indeed, users deploy manifold technical practices, brico-
lages and arts de faire.

3. Elusive Users: Countermeasures for Bypass and
Anonymity

“Long ago, when GSM connection was not very high
quality, there was a trick: you just need to say ‘bomb,

president, terrorism’ and the connection would
become much better” Fedor, ISP

Users recently gathered in associations to denounce
RuNet censorship and surveillance and promote counter-
measures: these include but are not limited to the Rus-

sian Pirate Party, Roskomsvoboda (Association for the
Freedom of Communications), a website for monitor-
ing and analytics of the blockages (Rublacklist), and the
project Openrunet promoting countermeasures. While
some of these are focused on political campaigning
against access restrictions, others concentrate on pro-
moting countermeasures and do not focus on the gov-
ernment but on RuNet users.

Different resistance tactics circulate on forums, blog-
ging platforms and social networks, in the form of
comments, posts or specific tutorials. Dedicated “of-
fline”workshops, called “cryptoparties”, are organized to
present privacy-enhancing tools, and draw from an inter-
national cryptoparty movement launched in 2012. Pre-
Snowden, in 2012, we participated in such workshops in
Saint-Petersburg. They were aimed at left activists (anar-
chists and antifascists). After 2013, seminars were aimed
at a wider audience including NGO workers, journalists,
rights defenders and RuNet users seeking to adapt their
habits to new realities. The event namewas also adapted,
the marked word “cryptoparty” being replaced by “sem-
inars on information security”.

A wide range of bypass and anonymization tactics
and tools exist, circulating both on the Web and during
thematic seminars. The organizers themselves attempt
to classify existing tools and practices, to build tutorials
and construct a coherent presentation, for which several
strategies have been observed. Classification occurred,
for example, based on the question “Who is your en-
emy?” Thus Igor, moderator of a cryptoparty for an au-
dience of NGO workers in April 2016, Saint-Petersburg,
constructed his presentation around two “big enemies”:
the state and corporations. He presented the tools that
can help bypass state censorship and some devices that
would help resist targeted advertising and data tracking.
A different format was observed in the Roskomsvoboda
tutorials, which organizematerials according to the tasks
users want to perform: “access to a blocked website”,
“communicate in privacy”, “protect your metadata while
surfing the web”.

On our end, we distinguish such practices here ac-
cording to the laws they intend to challenge, whether it
is SORM or filtering practices and access to blacklisted
content. Some of the tools are used in both cases.

As SORM is aimed at intercepting communications,
bypassing techniques consist in encrypting them. En-
cryption tools are used at both the application and net-
work layers. At the application layer, cryptography has
been promoted since the first campaigns against SORM
launched in 1998 by Moscovskiy Libertarium.22 Back
then, activists were promoting PGP or GnuPG over a
mail client, all the while understanding the limits of cryp-
tography: “These countermeasures can’t exclude the
possibility to intercept your communications, but our
goal is to make this access extremely hard and expen-
sive” (Otstavnov, 1998, our emphasis). Moskovskiy Lib-
ertarium was promoting massive usage of these tools

22 Available at http://www.libertarium.ru/sorm_crypto_esc
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as collective action to make surveillance hard and eco-
nomically disadvantageous for the state: “If the Inter-
net community used these technical means at least
in half of the cases, it would become almost immu-
nized against all these dirty tricks such as SORM. How-
ever, even occasional usage of strong crypto (espe-
cially for fun) will make our opponents’ work very hard”
(Otstavnov, 1998).

Nowadays, usage of PGP has increased,while remain-
ing far from the ambitious goal of 50% or 100% of users;
however, mobile apps for encrypted messaging are gain-
ing popularity. The market for encrypted messaging and
mailing clients being in expansion (Ermoshina, Musiani,
& Halpin, 2016), cryptoparty organizers and specialized
NGOs (e.g. Roskomsvoboda) elaborate several sets of cri-
teria to rate and compare the apps. For example, Igor,
the moderator mentioned above, presented a set of cri-
teria including open source, end-to-end, group chat and
calls, synchronization between devices, self-destroying
messages, notifications about logins from different de-
vices, logging history and multi-layered authentication.

For the time being, alongside WhatsApp,23 Telegram
remains the most popular secure messaging app among
Russian users. The usage of Telegram varies according
to users’ goals and threat models. Several functionalities
of the app make it convenient for different user groups:
chats, secret chats, group chats, bots and channel broad-
casting. Users faced with a low level of threat, not as-
sociated with any political activities, tend to adopt Tele-
gram as an alternative to WhatsApp and SMS for ev-
eryday conversations with their peer groups. Many ac-
tivists and privacy-concerned users are aware of the ab-
sence of “privacy by default” in Telegram chats (client-
to-server encryption) and opt for a “secret chat” op-
tion that offers end-to-end encryption. This user group
also adopts two-step authentication and self-destruct
timer options. Functions such as “Group chat” are used
for group conversations between up to 200 users and
are popular among activists, journalists or researchers
for organizational purposes, as an alternative to Google
Groups or mailing lists. For example, one of our use-
cases, a group of researchers working in Eastern Ukraine,
use Telegram on a daily basis to coordinate research ac-
tivities, discuss fieldwork, materials and other organiza-
tional information. However, they do not rely on Tele-
gram for very sensitive discussions and prefer face-to-
face offline meetings.

The popularity of Telegram in Russia can be partly
explained by the reputation of its founders, Nico-
lai and Pavel Durov, Russian-born developers and en-
trepreneurs. Pavel Durov, the founder of Vkontakte, the

most famous Russian social network, is colloquially re-
ferred to as the “Russian Zuckerberg” and became per-
sona non grata in Russia after his refusal to collaborate
with the FSB.24 Telegram’s quick rise on the market of
messaging apps is of particular interest as it tells us a lot
about the socio-economic factors that influence the suc-
cess of an innovation in the field: it was when Facebook
bought WhatsApp (followed by a several hours black-
out for the latter), that the Telegram download rate ex-
ploded. As opposed to WhatsApp, Telegram can pub-
licly underline its non-for-profit character and lack of ties
with any commercial or governmental services.

While the Russian version of Telegram was released
in 2012, before the Snowden revelations, Durov claims
that the international version of his tool was inspired by
the whistleblower: “In 2012 my brother and I built an en-
cryptedmessaging app for our personal use—wewanted
to be able to securely pass on information to each other,
in an environment where WhatsApp and other tools
were easily monitored by the authorities. After Edward
Snowden’s revelations in 2013 we understood the prob-
lem was not unique to our situation and existed in other
countries. So we released the encrypted messaging app
for the general public”.25

As Telegram servers are located in five different coun-
tries around the world, outside Russia, its broadcast-
ing function is used by censored media as a way to by-
pass the blockage, and by bloggers as an alternative to
Facebook and traditional blogging platforms (for exam-
ple, Alexey Navalny’s popular bot on Telegram and the
Grani.ru channel and bot, amongst others). However, un-
like private communications on Telegram, public chan-
nels may be read and blocked by ISPs and by the Tele-
gram technical team. As of January 2016, 660 channels
attributed to ISIS were blocked.

While the “broadcasting channel” function made
Telegram an alternative to other news sources and so-
cial networks, political activists prefer either the “secret
chat” function, or Signal. The Signal application, which
Snowden recommended, is used for a specific and lim-
ited set of functions—SMS and phonecalls. However, at
recent cryptoparties Signal has been criticized for the
absence of functions such as automatic synchronization
among different devices, time-settings and search.

The technologies used to bypass the Lugovoy law and
access censored websites mostly employ the practice of
IP address-switching. Therefore one of the most popu-
lar and easy-to-use tools is an online proxy server,such
as hideme.ru or cameleo.ru. However, this system was
criticized by our IT-security activist interviewees for its
lack of traffic encryption: a proxy is only useful for by-

23 Wedo not examineWhatsApp here, as it was not initially designed as a securemessaging appwith end-to-end encryption. Our research and interviews
with developers of secure messaging apps (especially with Peter Sunde from Heml.is, who had been contacted by WhatsApp before they decided to
purchase the Signal protocol) also show that WhatsApp’s motivation to adopt encryption was a market-driven choice, not an ideological decision. Even
though the consequences of WhatsApp’s decision are very important for the overall “passive” adoption of encryption in Russia, what interests us in
this paper is the deliberate and intentional choice of a secure tool. We also do not have data measuring the explicit adoption of WhatsApp consequent
of its turn to end-to-end encryption.

24 Available at http://www.reuters.com/article/idUS74722569420130830
25 http://www.dazeddigital.com/artsandculture/article/24279/1/pavel-durov
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passing the blockage to access content from a black-
listed website, but it does not hide the content that a
user is reading. Users are also creatively adapting exist-
ing tools to achieve the bypassing goal. For instance, Rus-
sians actively use Net archives (archives.org, archive.is
or cached versions of websites stored by Google), or ac-
tivate the “turbo” mode in Opera or Yandex browsers,
enabling a very high speed of data transfer. However,
once again these tools merely give access to the blocked
page, but do not guarantee any anonymity. Moreover,
in November 2016, Roskomnadzor started negotiations
with Opera representatives about the possibility of block-
ing access to forbidden content even in “turbo”mode. As
of January 2017 no agreement has yet been reached, due
to Opera having recently been sold to Golden Brick Capi-
tal, a Chinese investment consortium.

As users can be tracked and eventually persecuted
for their search of forbiddenmaterials, a set of anonymiz-
ing network-layer tools is promoted through cryptopar-
ties and online tutorials, starting with Tor. However, this
popular tool is increasingly criticized. Snowden’s reve-
lations proved the importance of metadata protection
and exposed the vulnerability of Tor. While seminars
on informational security observed before 2013 in Saint-
Petersburg were promoting widespread use of Tor with
almost no attendant criticisms, more recent observa-
tions (2015 and 2016) show a growing skepticism and
loss of trust. Igor explained the vulnerability of Tor at
a workshop organized by Teplitsa Sotsialnih Technologiy:
“First of all, your internet service provider will see that
you use Tor. That gives him, and the people behind him,
a reason to be attentive to you: who is this person who
is constantly using Tor? Snowden said that the NSA is
tracking everybody who uses Tor, automatically. There
are only 7,000 exit nodes in the Tor network, it is not that
complicated to track them all”.

Another type of network layer tools is a Virtual Pri-
vate Network (VPN), which adds a supplementary layer
of traffic protection. Some of our interviewees pointed
out that VPN usage “has become a norm” for them
after the GitHub blocking incident in Russia. Among
the trusted VPN plugins, activists prefer “zenmate”26

and “tunnelbear”,27 as they do not need to access user
data, while other apps demand the right to access the
memory card, photos and contacts. Another popular
VPN is offered by Riseup.net,28 which has a good rep-
utation among politically engaged users (“done by ac-
tivists for activists”). However, along the lines of Ethan
Zuckerman’s “cute cat theory of digital activism” (2008),
users point out that activist-oriented tools are more
vulnerable to targeted attacks than are general public-
oriented tools.

Snowden’s revelations had a pedagogical effect on
Russian activist communities: during observed cryp-
toparties they were repeatedly heard to emphasize the

global character of the surveillance phenomenon. Infor-
mation security advocates insisted on the necessity for
users to change their whole “lifestyle”, including interac-
tion with different devices and publishing on social net-
works. Igor remarks: “You can encrypt your traffic as you
wish, you can hide, but if you go to Vkontakte and pub-
lish your photo, or talk about revolution, you must un-
derstand that it is extremely easy to de-anonymize you
and track your network of friends. So start by using your
brains, before using Tor and VPN”. Thus, after Snowden
revealed the interests of big corporations in collecting
user-generated data, cryptoparties began to focus not
only on activist use cases but on everyday life habits, “un-
boxing” mobile devices and laptops to demonstrate cus-
tomization of privacy settings.

On their end, activists are learning how to program
message self-destruction or deactivate the tracking of
search history and location. Encryption of mobile de-
vices and usage of pass-paragraphs and double or triple
authentication methods (combining fingerprints, pass-
word and a figure) are becoming popular alongside the
use of anonymous search engines such as StartPage or
DuckDuckGo, adblocking plugins and cookie controls. Ac-
tivists advocate multilayered protection and encryption
by combining virtual machines, VPN, TOR and encrypted
mail and messaging clients.

Finally, Snowden’s revelations on NSA surveillance
enabled a comparison of the Russian SORM and US in-
telligence strategies, showing common points and im-
portant differences between the two surveillance sys-
tems. Activists describe the Russian system as less effi-
cient than its US counterpart, pointing to the geopolitical
reasons behind this gap. Not only is Russian surveillance
less effective, but the diplomatic context and IT-market
configuration alsomake it harder for Russian surveillance
services to be as omnipresent as US ones. Yuriy, an ac-
tivist, developer and participant in the April 2016 work-
shop, notes: “As we now know from Edward Snowden’s
leaks, Americans have their own kind of SORM deployed
by the NSA. But it is much more expanded than SORM,
it has lots of subdivisions, some of them really crack
servers, someothers do cryptoanalytics. Snowden claims
American services have managed to somehow survey
even the Tor traffic, by taking control over the exit nodes.
But well…I am really not sure whether it is possible for
Russian services to control exit nodes, because some-
times they are located, I don’t know, in Panama. And
the NSA has much more power to control exit nodes in
different countries than Russia. No one likes Russia, and
Russia likes no one. It is much more complicated for the
FSB to negotiate the access”. Therefore it is the contro-
versial position of Russia within the international politi-
cal arena that makes it harder to negotiate withWestern
companies to control the traffic of Russian citizens who
use anonymizers and Tor.

26 Available at https://zenmate.com
27 Available at https://www.tunnelbear.com
28 Available at https://riseup.net/en/vpn
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4. Migrating Servers (and People): A Geopolitical
Countermeasure

Due to this geopolitical aspect of RuNet governance, an-
other effective protection tactic is the physical migration
of servers and people. Indeed, the legal and technical
constraints of RuNet result not only in individual strate-
gies for bypassing and collective action and campaigning,
but also in a significant exodus of Web professionals, es-
pecially journalists of online media.

The emigration of Russian journalists is not new. In
theUSSR a significant number of journalists left the coun-
try as a result of political persecution (De Tinguy, 2004).
However, in the 2010s these exiles are paradoxical, be-
cause even if they leave the country they remain con-
nected to Russian cyberspace and actively contribute to
its development (Bronnikova, 2016).

Media websites Grani.ru and Meduza were shut
down by Roskomnadzor in 2014, making it extremely
hard for their editors and owners to survive economically.
Despite bypassing tools, their audience decreased. This
resulted in the migration of infrastructure and of some
journalists out of the Russian Federation. Yuliya Bere-
zovskaya, from Grani.ru, left for France, while Meduza
was dislocated to Riga. The cases of Grani.ru andMeduza
are interesting for reconsidering the notion of “brain
drain”. Indeed, the Internet connects migrant and non-
migrant populations in their transnational online engage-
ment (Diminescu, 2008; Nedelcu, 2010): online journal-
ists and bloggers expatriated in the European Union, the
US or Israel are not excluded from Russian political life
but remain important actors in the RuNet freedomquest.
For example, Meduza actively informs its readers about
recent updates in Russian Internet governance.

Such expatriation also takes shape in a diaspora of
infrastructures. In particular, what are called “mirrors”
of forbidden websites are created, using platforms such
as Amazon.29 An increasing number of NGOs and other
associations opt to transfer their hosting to outside of
Russia. As Maxim I., a hosting provider, observes: “Such
websites as Children 40430 or oppositional websites are
progressively transferred to foreign servers and start us-
ing non-Russian gTLDs (generic top-level domains, such
as .ORG). The reason for this is simple: without any court
decision your page or the entire website can be blocked,
sometimes even by mistake, as it happened with Google
or GitHub. I remember also a mass exodus of clients in
Belarus, after they have been obliged to work only in
Byelorussian data-centers”. The tactic of domain zonemi-
grationwas also adopted byGrani.ruwhichmoved to the
.org domain zone on 27 May 2016, two years after its
chief editor physically left Russia. Another tactic of “ex-
odus” concerns the kinds of platforms used to dissemi-
nate content: more and more of Russia’s liberal online

media are abandoning the traditional format of websites
or blogs in favor of social media pages or Telegram broad-
casting channels.

Interestingly, this exodus had begun even before the
“Law on Personal Data Storage”: Alexey Sidorenko, direc-
tor of the NGO Teplitsa Sotsialnih Technologiy,31 dates
the first wave of infrastructure migration back to 2010.
The secondwave of digital migration can be attributed to
the “Foreign Agent” law: Teplitsa itself had tomove from
Moscow to Warsaw after the clampdown on foreign aid
agencies. IT specialists have seldom been using Russian
data-centers because of their technical drawbacks: “Peo-
ple have been actively using western platforms, just be-
cause it is more useful and efficient”, says Russian-born,
Turkey-adopted developer Timofey. However, recent reg-
ulation of the Internet has modified the practices of de-
velopers and reconfigured the markets. Alexey, CTO of
Progress Engine, concludes: “If GitHub is closed, this will
enforce brain-drain. And it has already started, several
of my colleagues have left to Germany. Folks prefer to
work with foreign markets and foreign services. First of
all, it’s the quality of technological solutions. And also,
when you work with a western client, there’s a possibil-
ity tomove. If there’smore control from the government,
you have a chance to leave”.

5. Conclusions

As Edward Snowden is currently on (temporary) asylum
in Russia, numerous scholars and journalists insist on
the geopolitical significance of this act and emphasize
its importance within the global context of a “Cold War
2.0”. Yet, far from supporting Snowden’s fight for trans-
parency of government data and Internet users’ free-
dom, the Russian government is gradually centralizing
its surveillance over the RuNet. However, the direct and
indirect influence of the Snowden revelations is mak-
ing itself visible in a number of other ways, by expos-
ing censorship and surveillance at an unprecedented
scale and encouraging creative responses to it. This ar-
ticle has explored how, in response to growing censor-
ship, a variety of tactics are being developed and de-
ployed by Russian users and content producers, rang-
ing from infrastructure-based countermeasures and dé-
tournements to geopolitical reconfigurations involving
the migration of hardware and people.

Although it is not within the scope of this paper to
estimate the long-term impact of recent mobilizations
(as we do not have enough data to measure this), we
can conclude that Russian civic mobilization may be an-
alyzed at two levels. The first is public and collective,
for example the “anti-SORM” movement or petitions
against Yarovaya law. Such movements appear to have
limited impact beyond encouraging visibility and draw-

29 Reporters without Borders, having experimented this technique with Chinese bloggers, helped Russian blacklisted media to put it in practice. Thus,
mobilizations for RuNet freedom are integrated in transnational campaigns.

30 NGO defending the rights of LGBTQI-children.
31 Teplitsa Sotsialnih Technologiy is an NGO specialized in IT-education of social workers and activists and in development of collaboration between
Russian non-profit organizations and IT-specialists. Available at https://te-st.ru
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ing public attention to the problem, and even so they re-
main limited to a small section of the population (with
only around 600,000 signatures on Change.org and 2,000
people in attendance at the anti-Yarovaya law meeting),
namely IT professionals, journalists, bloggers and Inter-
net freedom activists. However, at the second level, that
of so-called “evasion” tactics, mobilisation is far more
successful: far from being a contentious means to criti-
cize government or affect changes in legislation and In-
ternet policy, these invisible or elusive techniques have
a direct and immediate impact on the everyday prac-
tices of users and IT professionals. Evasion techniques
are based on an ingenious and constantly changing set
of tools and arts de faire, and can help to access or
broadcast forbidden content as well as to continue IT-
related business.

This article shows that Russian Internet governance
increasingly takes shape as an “infrastructural battle”,
a dialectic between the government, who use and co-
opt infrastructure, and users, developers and providers
who hijack and reconfigure it, in a constant co-shaping
of law and technology. This speaks to the “turn to in-
frastructure” we have recently explored as an increas-
ing tendency in Internet governance (Musiani, Cogburn,
DeNardis, & Levinson, 2016). If the Snowden revelations
have constituted the ‘perfect excuse’ for the Russian gov-
ernment to try to enforce a radical approach of “digital
sovereignty” (Nocetti, 2015), they have also become on
the one hand a catalyst of freedom activists’ mobiliza-
tion, not only for “power users” but for the everyday situ-
ated practices of lambda users, and on the other hand an
opportunity for Russian businesses working with West-
ern companies to fight both from within and from out-
side the country. Moreover, the specific geopolitical and
economic conditions of embargo can be understood as
an important obstacle for Roskomnadzor. It is not civil
society but rather Russia’s lack of resources, infrastruc-
ture, expertise and technologies that make it impossible,
at least for now, to apply this law in practice. Despite the
current escalation of surveillance, could Russia’s contro-
versial position on the international chessboard turn into
a paradoxical opportunity for the RuNet?
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1. Introduction

One effect of the leaks by former National Security
Agency (NSA) contractor Edward Snowden in 2013 was
that both Apple and Google introduced encryption to
their smartphones. Law enforcement and intelligence
agencies protested that widespread, unbreakable en-
cryption would make it harder to retrieve evidence from
these phones in criminal investigations (Kehl, Wilson, &
Bankston, 2015, p. 1). In early 2016, the Federal Bureau
of Investigation (FBI) issued a court order to compel Ap-
ple to unlock an encrypted iPhone 5C that was used by
the San Bernardino attacker in December 2015. The FBI
wanted Apple to rewrite its iOS software, to disable en-
cryption security features that would allow the enforce-
ment agency to guess the correct passcodes in a trial and
error fashion. Apple resisted and ignited a wider debate
within the context of the presidential elections. For some
observers, the Apple/FBI debate resembled another in-

stance of the so-called crypto-wars, defined as techno-
logical debates about whether the government should
have access to encrypted communication. The crypto-
wars between national security actors, technology firms
and Internet users emerged during the early days of the
World Wide Web in late 1992 with the debate about the
Clipper chip (Kehl et al., 2015). The aim of this contri-
bution is to analyze whether these two crypto-war dis-
courses are in fact similar. Are there any lessons that can
be drawn for the current debate?

This paper builds broadly on the Copenhagen School
(Buzan, Waever, & Wilde, 1997) in International Rela-
tions and the concept of securitization of technology
(Barnard-Wills & Ashenden, 2012; Deibert & Rohozin-
ski, 2010; Hansen & Nissenbaum, 2009), which provides
a link to Science and Technology Studies. Securitiza-
tion is understood as the social construction of secu-
rity/insecurity, for example in the digital realm (cyber se-
curity). Actors compete in the discourse over the mean-
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ing of security, i.e. what counts as a threat and how
these threats should be dealt with (Dunn Cavelty, 2013).
Threat constructions are used for the legitimization of
extraordinary security measures that would not be ap-
proved by a democratic audience in the absence of a
threat. These measures include electronic surveillance,
Internet censorship (Deibert, 2015), offensive computer-
network-attack capabilities (Lawson, 2012) and excep-
tional access or state-regulation of encrypted communi-
cation, called crypto-politics (Moore & Rid, 2016).

Interestingly, the securitization framework has been
rarely adopted to study cryptography discourses. Stud-
ies on the crypto-wars debate tend to be either techni-
cal (see Abelson et al., 2015; Dam & Lin, 1996) or histor-
ical (Kehl et al., 2015). Empirical securitization studies,
which focus on digital technologies, tend to ignore the
potential material impact of discourses, as Dunn Cavelty
argues (Dunn Cavelty, 2015). The securitization of cryp-
tography could have severe implications for cyber secu-
rity but also for human rights in the digital age. Govern-
mental access to otherwise secure cryptography could,
in the worst case, substantially weaken these systems
and thus threaten the safety of digital technologies like
smartphones, which billions of people use.

The next section offers a short introduction to cryp-
tography debates and outlines the two cases. These are
then compared in a qualitative fashion, focusing on what
the dominant arguments and actors are. I will concen-
trate on similarities first and then discuss the differences
between the discourses. The final section offers a critical
discussion of the arguments.

2. A Short History of the Crypto-Wars

Encryption is a century-old technique to scramble read-
able text, via mathematical algorithms, into unreadable
cypher-text. Sender and recipient require a correct key
or password to make the encrypted text intelligible again.
The purpose of encryption is to avoid eavesdropping
from third parties. Since 1976, a method called public-
key encryption (Diffie & Hellman, 1976) promised easy-
to-use, widespread encryption of electronic communi-
cation. The NSA recognized the potential danger to its
global signals intelligence (interception of communica-
tion data) effort, if encrypted communication became
a mainstream technology. Director of the NSA, Bobby
Inman, warned that “unrestrained public discussion of
cryptologic matters will seriously damage the ability of
this government to conduct signals intelligence” (Inman,
1979, p. 130). Coinciding with the beginning of the per-
sonal computer revolution, the NSA argued that an im-
portant data source would be “going dark” if every new
PC user were to use encrypted, digital communications.
Thus, the entire sphere of digital communication could be
metaphorically shrouded in darkness, unreadable to the
NSA. The dilemma of how to resolve this issue was born.

In 1992, American Telephone and Telegraph (AT&T)
began with the development of a consumer-market tele-

phone that could encrypt voice communication between
two parties. The NSA recognized that with the looming
digital age, traditional, interceptable audio communica-
tion could be replaced by encrypted digital communica-
tion (Kaplan, 2016, p. 21). This led NSA Director Michael
McConnell to rush into the development of the Clipper
technology, which would set a standard for the emerging
market. The proposal theoretically allowed user-friendly
encryption based on a hardware chip called Clipper,
which would be attached to devices like phones or com-
puters. In contrast to other products on the market, it
had a built-in security weakness: a copy of the encryp-
tion key would be stored in government databases. This
key-escrow method gave law enforcement “exceptional
access” to an otherwise secure technology. The NSA and
FBI could thus eavesdropon anyClipper-basedphone call
with a warrant because they could access a copy of the
key. In February 1993, the newly elected Clinton–Gore
Administration adopted the idea (Levy, 1994). On April
16th, 1993, the White House announced the launch of
the voluntary Clipper initiative (White House, 1993). A
strong public reaction across the political spectrum fol-
lowed. Most computer experts, technology companies
and a social movement of digital natives opposed it (Rid,
2016, pp. 333–337). A series of hearings were held to
evaluate the technology. In early 1994, the Clipper pro-
gram officially started, yet it never saw any widespread
adoption. According to the National Research Council,
only 10,000 to 15,000 Clipper-enabled phones have ever
been sold, mostly to the government (Dam & Lin, 1996,
p. 174). A CNN survey in 1994 found that roughly 80%
of Americans opposed the initiative (US Senate, 1994).
The death blow camewhen a cryptography expert discov-
ered a security flaw within Clipper’s algorithm, although
the NSA and its supporters claimed the systemwas supe-
rior and more secure than anything else on the market
(Brickel, Denning, Kent, Maher, & Tuchman, 1993). Dur-
ing themid-1990s, the proposal was silently dropped. Ac-
cording to General Michael Hayden, the NSA “lost” this
crypto-war: “We didn’t get the Clipper Chip, we didn’t
get the back door” (Hayden, 2016a).

An outcome of the Clipper debate was that the
US government relaxed its strict opposition to the
widespread use of encryption. Laws like the Communica-
tions Assistance for Law Enforcement Act (CALEA) were
adopted to prohibit the government from forcing compa-
nies to build government backdoors in their technology
(Crawford, 2016). Over time, the US government relaxed
its very strict export-regime that treated cryptographic
products as dual-use goods. By the end of the 1990s, a
widespread consensus (Kehl et al., 2015, p. 19) had been
reached that “the advantages of more widespread use
of cryptography outweigh the disadvantages” (Dam &
Lin, 1996, p. 6). Scientists made the convincing case that
key-escrow systems “enabling exceptional access to keys
would be inherently less secure, more expensive, and
muchmore complex than those without” (Abelson et al.,
2015, p. 7).
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The debate about governmental “exceptional access”
reemerged in the summer of 2014, after Apple had de-
cided to turn device encryption of its iPhones on by de-
fault. On October 10th, FBI Director James B. Comey
warned that encryption was hindering evidence retrieval
for law enforcement. Comey urged the government to
adopt a legislative fix and companies to find a solution
(Comey, 2014). In fall 2015, the Washington Post pub-
lished internal communication from within the intelli-
gence community complaining about a hostile legislative
environment on the encryption matter “that could turn
in the event of a terrorist attack or criminal event where
strong encryption can be shown to have hindered law
enforcement” (Nakashima & Peterson, 2015). This was
a reference to President Obama who had indicated that
his government would not pursue legislation on the mat-
ter. The debate resurfaced on February 16th, 2016, when
an US Magistrate ruled—ex parte—that Apple must pro-
vide “reasonable technical assistance” to FBI investiga-
tors to unlock an iPhone 5C that belonged to the San
Bernardino shooter of December 2015 (Volz & Menn,
2016). The judge issued the warrant based on the All
Writs Act (AWA) from 1789, which becomes active only
if there is no other governing law, thus bypassing CALEA
(Tangri, Lemley, Feldman, & Landers, 2016). Apple in-
deed helped the FBI with this iPhone, but mistakes were
made andnormal unlocking procedures did notwork. Ap-
ple CEO Tim Cook, the main protagonist of the counter-
discourse, contested that the court order was “unreason-
ably burdensome” (Cook, 2016a). Because of the ongo-
ing election campaign, multiple high profile politicians,
intelligence professionals, media and tech companies be-
gan to publicly take side with or against Apple. Accord-
ing to a Pew survey, the public sided with the FBI ini-
tially, with around 51% arguing that Apple should help
the FBI. However, later polls with diverse methodologies
showed that the public sided with Apple (Elmer-Dewitt,
2016). The fierce discourse about encryption lasted un-
til March, when a Brooklyn court ruled in Apple’s favor
that AWA did not govern the unlocking of an iPhone in
a similar case (Lichtblau & Goldstein, 2016). The whole
debate suddenly disappeared in March, when it became
public that a third party could unlock the iPhone without
Apple’s help (Benner & Apuzzo, 2016). Two weeks later
it was revealed that the phone did not include any valu-
able information (McGoogan, 2016) and the Department
of Justice issued a filing that it would no longer need Ap-
ple’s assistance (Novet, 2016).

3. Methodology

The paper analyses the Clipper discourse between 1993–
1994 and the Apple/FBI case between 2014 and 2016,
with a focus on thepeak of the debate in February/March
2016. Using the snowball technique, a literature corpus
(Apple/FBI N = 42, Clipper N = 22) was assembled that
contains official statements, newspaper or internet cov-
erage, congressional hearings and some scientific liter-

ature of the respective debates. Documents repeatedly
mentioned in the corpus were analyzed more deeply us-
ing content analysis techniques (Mayring, 2000). The first
stepwas to identify the different discursive positions (op-
ponents, proponents andmiddle ground). Then the argu-
ments of the respective positionswere inductively identi-
fied and coded throughout the corpus in an iterative fash-
ion (Keller, 2007). Some codeswere deduced from the se-
curitization framework, namely threats, threatened ref-
erent objects and extraordinary measures that are de-
manded to remedy the threat and that go beyond estab-
lished social norms and procedures (Buzan et al., 1997,
pp. 23–24). Another aim was to find out which charac-
teristics, whether negative or positive, were being at-
tributed to encryption. Finally, the frequencies of individ-
ual codes were counted and collected in a table to pro-
vide some (limited) quantitative insights and to assess
what themost dominant arguments were in each debate.
Of course, these findings are not generalizable and serve
more as an ideal type (Weber, 1973) to gauge the gen-
eral content of other potential cryptography discourses
in the future.	

During the Clipper discourse in 1993, only 27% of
Americans owned a computer and 2% used the Inter-
net (World Bank, 2016). The Apple/FBI discourse on the
other hand happened at a time when 87% of Ameri-
cans used the Internet (World Bank, 2016), 73% had
a computer and 68% a smartphone (Anderson, 2015).
In contrast to 1993, cyber security issues like hacking,
data theft and state-sponsored cyber attacks were ubiq-
uitous in 2016, with encryption being one line of de-
fense against these issues. This means that in 2016, po-
tentially more customers were affected by the encryp-
tion debate. Additionally, the Apple/FBI case stands in
the context of the Snowden leaks of 2013 which un-
covered the extensive Internet surveillance capacities of
the NSA and its targeted operations against encryption
systems. NSA programs like Bullrun allegedly implanted
software backdoors in HTTPS encryption used for secure
web-browsing and also utilized hardware backdoors for
exceptional access to Internet routers (Ball, Borger, &
Greenwald, 2013). Other Snowden leaks indicate intense
NSA efforts to gain access to encrypted Virtual Private
Network connections, often used by large corporations
to offer secure access to files from afar (Goodin, 2015),
or even the Onion Router or TOR network, that utilizes
multiple layers of encryption and thus is highly resistant
to eavesdropping (Sayer, 2014). Thus, the Snowden leaks
increased public awareness of data security, encryption
and concerns about government surveillance programs
(Rainie & Maniam, 2016).

4. Comparing Two Crypto-War Discourses

4.1. Similarities between Clipper and Apple vs. FBI

The discursive positions in the two discourses are some-
what similar. Law enforcement (FBI), intelligence actors
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(NSA) and politicians (predominantly, but not exclusively
conservatives) argue for governmental regulation of en-
cryption and providing exceptional access for legitimate
law enforcement inquiries. In both discourses, this group
produces a relatively homogenous set of arguments.
Technology companies, cryptography experts, scientists
and a mix of civil-libertarians and tech enthusiasts argue
for widespread, public use of encryption. This group is
more heterogeneous and uses a huge variety of argu-
ments. In both instances, there is a middle ground, rec-
ognizing the needs of both groups and arguing for a com-
promise (which is technologically difficult to achieve).

When comparing the two discourses, it becomes im-
mediately obvious that the law enforcement perspec-
tive is very similar in both cases. The general argu-
ment is that “encryption threatens to significantly cur-
tail, and in many instances, preclude, effective law en-
forcement” (Sessions, 1993), which resembles the NSA’s
warning from 1979. This is the main argument (uttered
27x) within the debate and a center-piece of the “go-
ing dark” metaphor. It is supported by and often com-
bined with a legalistic justification that with a court or-
der or a warrant, the government should have access
to encrypted communication (39x). This is the extraordi-
nary measure demanded. It is extraordinary in the sense,
that the government wants access to communication in-
tended for no-one else except the communicating par-
ties and demands from companies to change their tech-
nology to meet wiretapping needs, effectively influenc-
ing hard and software development (Lessig, 2006, p. 66).
In other words, the crypto-war discourse is about estab-
lishing/contesting the norm of government control over
cryptography vs. the right of every user to communicate
privately (Levy, 1994).

How are these extraordinary capabilities and pow-
ers legitimized? Proponents argue that “criminals” (27x)
and “terrorists” (31x) cannot be caught if they use en-
cryption. Interestingly, the Clipper discourses highlights
“drug-traffickers”, whereas the Apple/FBI discourse is
more about “terrorists” and “child molesters”. These
are framed by law enforcement as the main threats.
Closely connected to the argument is the frame that
“law enforcement must keep pace” (9x) with malign ac-
tors. It creates the impression that the highly trained
and equipped, multi-million dollar law enforcement ap-
paratus is falling behind. The referent objects that need
to be protected from these threats are mentioned in
statements like the following: “Successful conduct of
electronic surveillance is crucial to effective law enforce-
ment, to the preservation of the public safety, and to
the maintenance of the national security” (15x) (Ses-
sions, 1993). This clearly indicates a national-security per-
spective. Widespread encryption itself is presented as a
threat or at least as a problem to national security (7x).
The key description here is that encryption is presented
(10x) as a “dual-edge sword: encryption helps to protect
the privacy of individuals and industry, but it also can
shield criminals and terrorists” (White House, 1993). The

dilemma is that in both cases, the government recog-
nizes the positive effects of encryption for privacy and
the protection of intellectual property (12x). Therefore,
the key metaphor is the demand for the rightful balance
between privacy and (national) security (11x). In sum,
the negative effects of encryption and threats to national
security outweigh the benefits. The argument can be
found in its entirety in the press release following the offi-
cial announcement of the Clipper initiative in 1994: “if en-
cryption technology is made freely available worldwide,
it would no doubt be used extensively by terrorists, drug
dealers, and other criminals to harm Americans both in
the US and abroad. For this reason, the Administration
will continue to restrict export of the most sophisticated
encryption devices, both to preserve our own foreign in-
telligence gathering capability and because of the con-
cerns of our allies who fear that strong encryption tech-
nology would inhibit their law enforcement capabilities”
(White House, 1994).

Whereas the government predominantly uses na-
tional security-related arguments, the counter-discourse
is more heterogeneous. There are three types of argu-
ment. Technical arguments state that government access
makes encryption systems less secure and are mostly
put forward by the technology and science community.
Economic arguments argue against government interfer-
ence in the market and the costs of the proposal. Finally,
there are civil liberty arguments that revolve around pri-
vacy and mistrust of the expansion of state power and
are uttered by libertarians. There are also several other
arguments that overlap or do not necessarily fall into ei-
ther group. Their common denominator is that the gov-
ernment wants to interfere with the products of private
companies (24x) in terms of hardware with Clipper and
software with Apple. The metaphor of choice is that the
governmentwants to create a “backdoor” (25x) in an oth-
erwise secure system. Libertarians see this as an expan-
sion of government authority, or with the words of Ap-
ple CEO Tim Cook as “government overreach” (20x) and
thus as a potential threat (Cook, 2016a). Business actors
are more afraid of the potential future effects of the gov-
ernment regulating encryption, whichmight result in the
widespread use of inferior technology (15x).

These diverse groups share a relatively similar
perspective on encryption. Cryptography is a privacy-
enhancing technology (19x) and seen in an exclusively
positive way (13x). This explains why any government in-
terference is seen as problematic. The referent objects
in this discourse are privacy and civil liberties in particu-
lar (24x) and, more implicitly, American identity and val-
ues, which are prominently present in the Apple/FBI dis-
course. The argument in both cases is that control of en-
cryption technology is a norm of authoritarian regimes
and police states and therefore inappropriate in democ-
racies (14x). The technological principles of encryption
must be understood to make sense of this frame. The
fewer parties have access to a system, themore secure it
gets. Ideally, public key encryption only has two parties,
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the sender and receiver. With key-escrow, a third party
(the government) is introduced, which creates security
risks. The threat in both cases is that the method for ex-
ceptional access could fall into the wrong hands (21x)
and thus could potentially bemisused. In the case of Clip-
per, the key-escrow database could be stolen, and with
the Apple/FBI case, the source code for bypassing iOS se-
curity could be hacked, for example by foreign states.

However, there is also a general critique against the
government mandating which encryption products to
use. In both discourses, technical experts point to the
fact that thosewithmalign interestwill find away around
government mandated encryption (17x). The key ques-
tion that comes up in congressional hearings is: Which
bad actor would use a technology that he/she knows the
government is using to listen in (12x)? Ultimately, law-
abiding citizens would be forced to use an inferior tech-
nology, while bad actors could use encryption without
US backdoors from the international market. This argu-
ment is particularly brought forward by critics in the Ap-
ple/FBI case (11x), but also existed in a slightly different
form in 1993. The reference to foreign crypto-products
or the “off-shoring” of cryptography, as former Director
of NSAMichael Hayden calls it, is a compelling argument
in both cases (Hayden, 2016b). It creates the overall risk
that cryptography evolves outside the US market where
the government has even less control. This would create
a competitive disadvantage for American tech firms. The
economic damage of regulating cryptography to Ameri-
can business is a key argument in the Clipper discourse
(21x), but not so much in the Apple/FBI case (1x).

The general argument put forward by critics in both
cases is that the government should look at the bigger
picture (33x), recognizing the general interest of the peo-
ple and corporations that need encryption, both for pri-
vacy reasons but also for business interests and data se-
curity. Cryptography is no longer a state monopoly but
a matter for citizens (5x) and therefore the government
should not prioritize the particular interests of the NSA
and FBI. In other words, the general positive effects out-
weigh the negative effects for a greater audience. This ul-
timately reflects the legal and discursive consensus that
was reached during the mid-1990s.

4.2. Differences

Clipper and the Apple vs. FBI cases differ in some as-
pects. The Clipper initiative is a government attempt at
standard-setting using a NSA-developed chip. It is also a
voluntary technology initiative and not a law per se. This
means that the government utilizes a range of arguments
to “sell” their product to the skeptical audience by argu-
ing Clipper is far superior to anything else on the mar-
ket (22x), that Clipper does not weaken, but enhances,
privacy (9x) and generally that Clipper strikes the right
balance between security and privacy (6x). These argu-
ments are particularly highlighted in White House brief-
ing documents from the FBI/NSA and indicate that the

Clinton–Gore Administration must have been aware of
a potential backlash (Sessions, 1993). Another indicator
for this anticipation is the fact that this initiative is not a
law, but described as a “voluntary” tech initiative (7x).

Critics contest these arguments. The tech community
argues that the NSA developed Clipper (7x) and its en-
cryption algorithm in secrecy (11x), which goes against
industry best practices of public code evaluation and the
law because the National Institute for Standards would
be legally in charge (9x). Others criticize the enormous
cost of several million dollars annually that it would
take just to maintain the key-escrow infrastructure and
the cost of the Clipper chip itself, which would increase
hardware prices (8x). Because of these technical facts,
the initiative is described as premature, rushed and not
thought through (9x). A CNN poll of the time indicates
that a majority of 80% is not convinced of the govern-
ment’s arguments (US Senate, 1994). The fact that al-
most all technology companies and experts are against
the Clipper initiative is an important point (17x). To un-
derstand this, one must consider the strong skepticism
vis a vis government interference in the market (12x).

This is different in the counter-terrorism and post-
Snowden context of 2016. The first theme of the Apple
vs. FBI discourse is that encryption and its potential weak-
ening is not about the singular San Bernardino case but
a general matter. Apple systematically argues that gov-
ernmentmandated exceptional access is a “threat tomil-
lions of customers worldwide” and not just in the US
(30x). For Apple, the debate is not about one particular
iPhone, but a general case that affects potentially every
phone today and in the future (40x). The FBI wants to in-
terfere with Apple’s hard/software design (24x) to man-
date the construction of a backdoor (25x). Apple calls
it the “software equivalent of cancer” (Cook, 2016b). If
the courts allowed this, it would create a dangerous le-
gal precedent (26x), which the FBI repeatedly denies (al-
though Comey testifies that the FBI has around 600 other
iPhones to be unlocked) (C-Span, 2016). Apple repeat-
edly argues that in the encryption debate we need to
look at the bigger picture, beyond law enforcement in-
terests (33x). The bigger picture includes the cyber se-
curity landscapes and new threats: from cyber attacks
(20x), data-theft (14x) and hackers (15x). Backdoors re-
semble weaker encryption which itself is represented as
a threat (19x). Backdoors would introduce vulnerabilities
to all iPhones, which would represent an enormous pub-
lic safety risk (16x) because iPhones are used in areas like
government agencies and critical infrastructures. These
areas would become vulnerable to hacking. Weak en-
cryption wouldmake the entire digital infrastructure less
secure (10x). Apple also fears a potential future spillover:
weakening encryption now will harm the US digital in-
frastructure in the future (9x), because exploits could be
stolen, and thus fall into thewrong hands (15x). The pow-
erful technical argument that there is no backdoor that
could be exploited just by the good guys is put forward
(11x). Moreover, other agencies might dig up cases to
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mandate companies to build in backdoors for more triv-
ial reasons than fighting terrorism, a phenomenon called
function creep (10x).

The second discursive feature is an identity or moral
narrative. Apple argues that the referent objects are not
justmillions of customers or privacy and civil liberties but
American identity in general (23). “This is not who we
are”, says Tim Cook (Cook, 2016b). If Western Democra-
cies follow authoritarian regimes in their control of pri-
vate communication (via government access), it would
create a soft-power precedent (10x). Dictatorshipswould
feel legitimized in their surveillance of citizens. Likewise,
the FBI uses moralizing statements like “It is about the
victims and justice. Fourteen people were slaughtered
and many more had their lives and bodies ruined….We
can’t look the survivors in the eye, or ourselves in themir-
ror, if we don’t follow this lead” (Comey, 2016b). How-
ever, most of the FBI’s argument is rather legalistic, fo-
cusing on the argument that there should be no “warrant-
proof” spaces (Comey, 2016a).

In sum, the FBI and Apple recognize each other’s
good intentions and need for cooperation to resolve
this problem. Both parties argue that there needs to
be a broad public discussion about this difficult issue
(22x). Policymakers in general favor strong encryption
with exceptional, warrant-based access while the tech
community replies that the mathematics either support
secure encryption without government backdoors or ex-
ceptional access with significantly less security. The com-
bination of both secure cryptography and governmen-
tal access represents wishful thinking or the search for
a magic pony solution (Abelson et al., 2015).

5. Discussion

Whereas the Clipper discourse is focused mostly on the
privacy/security dichotomy, the Apple/FBI case shows
that in times of cyber crime and hacking, this dichotomy
needs to be rethought. Traditionally, the two have been
framed as an antagonismor a zero-sumgame:more secu-
ritymeans less privacy/liberty. This is not necessarily true
anymore because encryption enhances both privacy and
security, both individually but also collectively or glob-
ally. In an interconnected world, a vulnerability in one
iPhone is a threat for every user, as the recent Pegasus
spyware, which affected all 1 billion active iOS devices,
shows. Encryption is crucial for the security of digital in-
frastructures (i.e. cyber security). The question we need
to address is “whose security are we talking about”? The
debate shows that there are two paradigms of security
at work: a national security perspective with traditional,
physical threats such as terrorism and a cyber security
perspective, which considers the vulnerabilities of soft-
ware and hardware in terms of hacking, cyber crime and
state-sponsored cyber war. Former NSADirectorMichael
Hayden belongs to the latter and argues that considering
the cyber threat, “America is simplymore securewith un-
breakable end-to-end encryption” (Hayden, 2016a).

The second element we need to discuss critically is
the “going dark” metaphor, which creates a false dual-
ism of light and shadow and thus another artificial zero-
sum game. The metaphor ignores the fact that there are
multiple sources of light. Wiretapping of conversations is
just one stream of data among an increasing number of
law enforcement tools like automated biometric recog-
nition, DNA sampling, geo-location tracking or contact-
chaining with social network analysis. Our “digital ex-
haust” as Michael Hayden calls it, the often unencrypted
metadata we generate using smartphones and online
services such as Facebook or Google, is in fact growing
(Hayden, 2016b). Never before has there been so much
private information about us in the open. The govern-
ment has access to most of these new sources of data.
The amount of data traversing global networks in 2016
makes the year 1993 appear like the dark ages of data
and law enforcement. Arguing that we are currently “in
the light” and the future will be dark is somewhat mis-
leading. Just because content data is increasingly more
encrypted and one channel of data collection might be
“going dark”, it does not mean that all other channels are
going dark as well. The opposite is probably true.

The “going dark” metaphor creates a false techno-
logical-deterministic assumption that widespread cryp-
tography will automatically lead to only one single out-
come: a future of uninterceptable information. This sce-
nario is unlikely. There is no such thing as unbreakable
encryption. It might get more complicated but it is un-
likely that it will ever be impossible to break. Even today,
strong cryptography is circumvented by exploiting other
weaknesses in the system, which probably is the reason
why the FBI got into the San Bernardino iPhone without
Apple’s help (Benner & Apuzzo, 2016). Even if encryp-
tion was unbreakable, it would not be guaranteed that it
would ever reach 100% user adoption. The technological
barriers for users are still high and market mechanisms
like ad-based, big-data business models stand in the way
of widespread adoption. Practical reasons prohibit the
adoption of encryption, which is the same reason why
we do not whisper all the time to avoid eavesdropping. It
is often too impractical and inconvenient. Even if every-
one used encryption, people often make mistakes with
the implementation which makes their systems vulnera-
ble to attack (Gasser et al., 2016, p. 3).

Determinism overstates the effects of technology
and ignores human response strategies. It is too easy to
blame technologies when old strategies fail. To blame
technology would be akin to the French blaming the in-
vention of the tank for their inferior defense strategy
against the German Blitzkrieg tactics in World War 2.
There are always two components: technology and hu-
man agency. If encryption is indeed a problem, then
law enforcement and intelligence agencies simply must
adapt and change their operating strategies (Landau,
2016). For example, if electronic surveillance of a drug
dealer is not feasible anymore because he/she uses en-
crypted phone calls, one way to resolve the problem
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would be to use human intelligence like surveillance per-
sonnel on the ground or even traditional acoustic surveil-
lance bugs implanted in a car or house. Particularly the
“Internet of Things (IoT)” with microphones in Smart
TVs and loudspeakers and the trend of cloud-computing
will offer new, unique capabilities that could be used
in the traditional warrant process (Gasser et al., 2016,
p. 10). At the same time, in the context of the grow-
ing vulnerabilities of a digitalized IoT infrastructure, safe
systems and strong encryption are imperative. The old
Clipper consensus that the widespread use of cryptog-
raphy is the greater good is still valid, even though it is
understandably harder to see in the current context of
global terrorism.

As threatening as terrorism may be, cyber attacks
fromnation-states, cyber crime and digital espionage are
growing rapidly and are costing millions of dollars annu-
ally. Richard C. Clarke, the senior counter-terrorism of-
ficial during the Bush administration argued: “my point
is encryption and privacy are larger issues than fight-
ing terrorism” (Clarke, 2016). The ongoing securitization
of cryptography in liberal democracies sets a normative
precedent. Directly after the Apple/FBI debate, countries
like Russia began to demand backdoors in cryptographic
messengers like WhatsApp and Telegram by law and re-
ferred to the practices of Western democracies for justi-
fication (Howell O’Neill, 2016). Currently, France, Great
Britain, Germany and others are pursuing similar legisla-
tion. Interestingly, the discourses in liberal and authori-
tarian countries rely on similar rhetorical figures, threat
descriptions and referent objects identified in this arti-
cle. To qualify this, further comparative research would
be required. Authoritarian regimes will probably use ex-
ceptional access not to prosecute terrorists, but the po-
litical opposition or human rights NGOs. Besides this nor-
mative argument there is also a technical one: the more
governments replicate this practice of actively punching
holes in cryptography without disclosing them publicly,
the less secure the worldwide IT-infrastructure gets.
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1. Introduction: The Relationship between
Government and Corporate Surveillance

In August 2016, New Zealander Tony Fullman became
“the first person in the world to be publicly identified
as a confirmed” target of the NSA’s PRISM surveillance
program (Gallagher & Hager, 2016). Intelligence officials
in New Zealand believed Fullman and others were con-
cocting a plot to violently overthrow Fiji’s authoritarian
leader. According to documents that Edward Snowden
provided to The Intercept, an investigative news out-
let, the U.S. National Security Agency (NSA) used PRISM
to access Fullman’s Gmail and Facebook accounts and
turned over more than 190 pages of his communication
and private information, such as bank statements, to
New Zealand authorities. The information revealed no
evidence of a plot, and ultimately, the government never
brought charges against Fullman or others it investigated
(Gallagher & Hager, 2016).

While governments are certainly justified in inves-
tigating credible threats of violence, The Intercept’s in-
vestigation suggests that even before New Zealand’s au-
thorities received Fullman’s communications from the
NSA, they had scant evidence that the plot to assassi-
nate Fiji’s leader was, in fact, credible. Fullman exem-
plifies the “transparent citizen” (Reidenberg, 2015). By
using networked digital technologies now common in
everyday life, he becomes increasingly visible to institu-
tional actors like governments and companies, yet those
institutions’ use of his personal information remains ob-
scure. The rise of a transparent citizenry threatens pri-
vacy, undermines trust in rule of law, and challenges
international norms and data flows (Reidenberg, 2015).
PRISM targets non-U.S. persons located outside of the
U.S., but a report from the U.S. Privacy and Civil Lib-
erties Oversight Board ([PCLOB], 2014) found that as-
pects of the program also present privacy concerns for
U.S. persons.

Media and Communication, 2017, Volume 5, Issue 1, Pages 63–75 63



PRISM is a top-secret intelligence program in which
the NSA can compel U.S.-based companies to provide
information associated with certain “selectors”, such as
an email address or phone number. Selectors cannot
include individual names or other key words (PCLOB,
2014). The Snowden disclosures name nine U.S.-based
company partners: Microsoft, Yahoo, Google, Facebook,
Paltalk, YouTube, Skype, AOL, and Apple (Gellman &
Poitras, 2013). The program stems from legal authority
Congress granted to the U.S. government under Section
702 of the Foreign Intelligence Surveillance Act Amend-
ments Act of 2008. The PCLOB reviewed PRISMandother
surveillance programs operating under the aegis of Sec-
tion 702 and concluded, “PRISM collection is clearly au-
thorized by the statute” (PCLOB, 2014, p. 9). Neverthe-
less, privacy and surveillance lawyers argue that Section
702’s overbroad scope and insufficient protections, com-
binedwith the government’s lack of transparency regard-
ing the operations of surveillance programs authorized
under Section 702, threaten the privacy and civil liberties
of those within and beyond the U.S. (Butler & Granick,
2016). In 2015, the Court of Justice of the European
Union invalidated the Safe Harbor agreement that per-
mitted U.S. companies to transfer the personal data of
E.U. citizens into the U.S. The court cited concerns with
the U.S. surveillance programs described in Snowden’s
disclosures, including PRISM (Ni Loideain, 2016).

The Snowden disclosures re-ignited a public conver-
sation about the extent to which governments should
access data that people generate in the course of their
daily lives. The act of governments obtaining data from
third parties such as companies is nothing new. However,
the rise of cloud computing and pervasive computing
coupled with inexpensive data storage has enabled com-
panies to store and retain increasing amounts of data,
giving governments more data to pursue (Bellia, 2008).
Indeed, “government and nongovernment surveillance
support each other in a complex manner that is often
impossible to disentangle” (Richards, 2013, p. 1940). Of
course, companies do not collect and store user infor-
mation with the goal of sharing it with the government.
Rather, the allure of big data entices companies to col-
lect and retain as much data as they can. Analyzing that
data enables companies to predict andmodify humanbe-
havior while also generating revenue andmarket control.
Such is the logic of surveillance capitalism, “a new social
relations and politics that have not yet been well delin-
eated or theorized” (Zuboff, 2015, p. 76).

In the wake of Snowden’s disclosures, several com-
panies denied giving the U.S. government “direct ac-
cess” to their servers, as PRISM was mistakenly first re-
ported to entail (Blodget, 2013). However, companies
are legally required to respond to national security de-
mands, such as those the government makes under
PRISM, and in some cases, companies facilitated this pro-
cess (Miller, 2013). Important debate continues about
the legality of Section 702, which authorizes PRISM and
other surveillance programs (Butler & Granick, 2016).

I argue that, in addition to interrogating the legality of
surveillance frameworks, conversations regarding post-
Snowden Internet policy must also examine the degree
to which companies’ own business practices can legiti-
mate surveillance of Internet users around the world.

Why study these companies? The nine U.S. compa-
nies named in Snowden’s PRISM disclosures are by no
means the only ones who engage in and benefit from
surveillance capitalism. And while disclosure of PRISM
certainly spotlighted these companies, several compa-
nies had already attracted significant public and regula-
tory attention due to privacy concerns before the news
broke. Nevertheless, the U.S. government’s decision to
explicitly include them in a secret surveillance program
suggests that their data holds particular value and that
their business practices related to that data deserve
closer examination. These companies collectively serve
billions of Internet users around theworld, meaning they
hold the power to respect or imperil the privacy rights of
many (MacKinnon, 2012).

In this vein, I analyze the changes in company privacy
policies over two time frames to understand how users’
privacy rights shifted since companies entered PRISM.
I focus onone aspect of privacy—the flowof user informa-
tion across the “the informational life cycle”, (Schwartz &
Solove, 2014, p. 892), which includes the collection, use,
sharing, and retention of user information (Kumar, 2016).
This translates to the following research question:

How did company practices surrounding the life cycle
of user information (its collection, use, sharing, and
retention) change in the time period spanning com-
panies’ entrance into PRISM and the program’s disclo-
sure to the public?

I don’t contend that PRISM caused the companies to
change their privacy policies. I suggest that while they
were part of PRISM, companies undermined their users’
privacy rights by expanding their use of targeted advertis-
ing, which is tantamount to tracking their users. This of-
fers evidence of the rise of surveillance capitalism, where
companies have business incentives to aggregate more
and more user information, and governments gain an at-
tractive trove of data to access for surveillance purposes.
The next section of this paper describes the various stake-
holders that influence company actions and outlines this
paper’s conception of users’ privacy rights online. Sec-
tion 3 explains the methods I used to locate and analyze
company privacy policies. Section 4 reviews privacy policy
changes related to the life cycle of user information, and
sections 5 and 6 examine what this analysis contributes
to debates about privacy rights in a post-Snowden world.

2. The Role of Companies in Respecting Users’ Online
Privacy Rights

Encouraging companies to act in ways that respect their
users’ privacy is a complex endeavor. Companies are ac-
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countable to several stakeholders: investors expect max-
imized returns and minimized risk; regulators expect ad-
herence to law; consumers expect valuable, trustwor-
thy products and services; civil society expects support
for the public interest. Evaluating companies according
to certain standards and comparing their performance
can incentivize competition among companies. It can
also provide valuable information to various stakehold-
ers, who can likewise pressure companies to performbet-
ter. The Ranking Digital Rights project (RDR) developed
criteria to evaluate companies in the information and
communications technology (ICT) sector on their respect
for free expression and privacy rights1 (Maréchal, 2015).

RDR’s criteria, which stem from nearly four years of
consultation and testing, build on several existing human
rights frameworks and principles and translate them into
concrete, measurable indicators. While imperfect, this
approach provides a mechanism to evaluate and com-
pare companies (Maréchal, 2015). RDR’s privacy indica-
tors draw from the Fair Information Practice Principles,
OECD Privacy Guidelines, European Union regulations,
and other frameworks (Ranking Digital Rights, 2016a).
The indicators related to company data practices focus
on company disclosure related to the collection, shar-
ing, use, and retention of user information as well as
users’ ability to access and control their own information
(Ranking Digital Rights, 2016b). Often, company disclo-
sure about these practices appears in a privacy policy.

Policy documents alone cannot reveal whether com-
panies respect privacy rights, but they do represent com-
pany practice. Privacy policies notify the public, and regu-
lators in particular, about a company’s privacy practices.
As such, they serve as an important source of informa-
tion to understand how users’ privacy rights fare online.
Scholars, journalists, and those in civil society have stud-
ied privacy policies for this purpose, and some privacy
policy research has taken a longitudinal approach (Jeong,
2016; Milne, Culnan, & Greene, 2006; Opsahl, 2010). In
this paper, I draw on my experience studying privacy
policies for RDR to evaluate how changes in the PRISM
company privacy policies suggest shifts in users’ privacy
rights. I particularly focus on changes related to the life
cycle of user information.

3. Locating and Analyzing Company Privacy Policies

This study compares versions of ten privacy policies in ef-
fect before and after two points in time:

1. The date the company entered PRISM, according
to documents from Snowden (Gellman & Poitras,
2013). These dates range from September 2007 to
October 2012.

2. June 6, 2013, the day the Washington Post pub-
lished its story on PRISM, alerting the public to the
program’s existence (Gellman & Poitras, 2013).2

It includes the nine companies implicated in PRISM as
well as Twitter, which attracted media attention for its
absence from the list of PRISM companies (Martin, 2013).
Since Twitter was not publicly named as a PRISM com-
pany, I only analyzed it for the second time frame.

Google and Twitter provide archives of their privacy
policies. For the remaining companies, I used the Inter-
net Archive’sWaybackMachine to find previous versions
of their privacy policies. Murphy, Hashim and O’Connor
(2007) suggest the Wayback Machine is a valid source
when examining website content and age. To check the
Wayback Machine’s validity for this study, I compared
versions of Google and Twitter’s policies from their com-
pany archives and the Wayback Machine. The text was
identical in both versions, except the Wayback Machine
version of one policy lacked a reference to Google’s
archive. This suggests the Wayback Machine provides
adequate representations of previous versions of pri-
vacy policies.

Table 1 lists the policies used for each company. All
companies except Paltalk included the date the policy
was last updated or the date the policy went into ef-
fect, which made it easy to determine when the poli-
cies changed. The first time frame includes three poli-
cies for Paltalk because the first updated policy only
contained a change in the company’s mailing address.
Paltalk’s second updated version included one substan-
tive change. Corporate oversight structures also influ-
enced which policies were reviewed. Google has owned
YouTube since 2006. During the first time frame, YouTube
maintained a separate privacy policy, so changes in its
policies are included in this analysis. By the second time
frame, Google’s privacy policy covered all of its services,
including YouTube, so that period does not include an
analysis of separate YouTube policies. Conversely, Mi-
crosoft bought Skype in 2011, but Skype maintained a
separate privacy policy during both time frames and is
included in both.

I used a difference-checking tool to identify the
changes in each company’s “before” and “after” poli-
cies. I logged each change in a spreadsheet. The addi-
tion or removal of an entire sentence represented one
change. If one sentence included several distinct edits, I
logged them separately. I looked at the original policies
to determine whether the change was substantive, us-
ing an inductive approach to develop codes related to
the substance of changes (Thomas, 2006). In the first
pass, I developed the codes and assigned them to each
change. I took a second pass through the entire dataset
and checked for consistency. Table 2 contains examples
of each code. These codes were mutually exclusive.

Overall, the policies included 814 changes, with Face-
book accounting for 651, or 80 percent. Facebook over-
hauled its policy during the first time frame and made
significant changes during the second time frame, far out-
pacing the number of changes from other companies. In

1 Until August 2016, I was a research analyst with the RDR project.
2 The Washington Post first reported the story on June 6, 2013 and updated its story on June 7, 2013 (Blodget, 2013).

Media and Communication, 2017, Volume 5, Issue 1, Pages 63–75 65



Table 1. Privacy policies analyzed across two time frames.

Company Date of Policy Timeframe 1: Date of Policy Date of Policy Timeframe 2: Date of Policy
Entered PRISM PRISM News

Microsoft Jan. 2006 Sept. 11, 2007 Oct. 2007 April 2012

June 6, 2013

Aug. 2013

Yahoo Nov. 22, 2006 Mar. 12, 2008 Oct. 28, 2008 May 31, 2013 Sept. 25, 2014

Google Aug. 7, 2008 Jan. 14, 2009 Jan. 27, 2009 July 27, 2012 June 24, 2013

Facebook Nov. 26, 2008 June 3, 2009 Nov. 19, 2009 Dec. 11, 2012 Nov. 15, 2013

Paltalk Oct. 7, 2009 Dec. 7, 2009 Feb. 7, 2010; May 19, 2013 No change
(crawled) Dec. 4, 2010 (crawled)

YouTube Mar. 11, 2009 Sept. 24, 2010 Dec. 8, 2010 See Google See Google

Skype Nov. 2010 Feb. 6, 2011 June 2011 Dec. 2012 Aug. 2013

AOL Feb. 14, 2011 Mar. 31, 2011 Mar. 30, 2012 May 14, 2013 June 28, 2013

Apple May 21, 2012 Oct. 2012 No change No change Aug. 1, 2013

Twitter N/A N/A N/A May 17, 2012 July 3, 2013

Table 2. Examples of substantive and non-substantive changes in privacy policies.

Substantive Changes Explanation or Example

Addition of information
Added sentence: “When we display personalized ads, we take a number of steps designed
to protect your privacy.”

Removal of information
Removed sentence: “You will only receive special offers via email from Paltalk if you have
indicated in your account preferences, or at some other time, that you would like to receive
them.”

More precise information
Added the bold phrase: “If we learn thatwe have collected the personal information of a child
under 13without first receiving verifiable parental consentwe will take steps to delete the
information as soon as possible.”

Less precise information

Changed the bolded phrase from: “If you are under 13, please do not attempt to register
for Facebook or send any information about yourself to us, including your name, address,
telephone number, or email address” to “If you are under age 13, please do not attempt to
register for Facebook or provide any personal information about yourself to us.”

Non-Substantive Changes

Simple fact change Changed the “Last updated” date in a policy.

Position change Moved a sentence from one paragraph in the policy to another.

Style change

Changed phrase from: “NOTICE: Click here for practical tips from the federal government
and the technology industry to help you guard against Internet fraud, secure your computer
and protect your personal information” to “The federal government and technology indus-
try have developed practical tips to help you guard against Internet fraud, secure your com-
puter and protect your personal information” [Hyperlink present in both sentences].

Fixing typos

Changed phrase from: “To protect your privacy and security, may use passwords to help ver-
ify your identity before granting access or making corrections to your AOL information” to
“To protect your privacy and security, we may use passwords to help verify your identity
before granting access or making corrections to your AOL information.”

total, the policies showed 424 substantive changes, with
Facebook accounting for 347, or 82 percent. This anal-
ysis focuses on the substantive changes. To answer the
question of what these policy changes suggest with re-
gard to the life cycle of user information, I again used
an inductive approach to develop codes related to digi-
tal rights, as framed by RDR’s indicators (Ranking Digital
Rights, 2016b; Thomas, 2006). In a first pass, I developed

and assigned the codes to each substantive change and
in a second pass, I checked for consistency. This yielded
11 codes across four themes. These codes were not mu-
tually exclusive, and 30 changes received two codes (25
of those changes applied to Facebook). Table 3 shows the
themes and the codes present in each. It also states how
many changes related to each theme appeared in Face-
book’s policies compared to other companies.
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Table 3. Digital rights themes and codes.

Digital Rights Theme Codes Included in Theme Number of Changes (Not Mutually Exclusive)

Management of user information Data collection, Use of data, 146 (Facebook: 133)
Retention, Security

Data sharing and tracking Third party, Data sharing, Tracking 149 (Facebook: 115)

User action More information, Choice 115 (Facebook: 89)

Corporate governance Accountability, Remedy 44 (Facebook: 35)

4. Policy Changes Related to the Life Cycle of User
Information

Two of the four digital rights themes focused on the
life cycle of user information: management of user
information and data sharing and tracking. Together,
these themes encompassed 70 percent of the substan-
tive changes. The following analysis describes what the
changes suggest for users’ privacy.

4.1. Management of User Information

Over both time frames, Facebook’s policies in particular
included many changes related to the company’s collec-
tion and use of information. Positively, changes during
the first time frame clarified what information the com-
pany requires when new users join, and what additional
information users can provide. The revised policy con-
tained clear examples of what Facebook considers user
content; the previous version of the policy told users to
check the company’s Terms of Use for a definition. How-
ever, the policy changes also disclose Facebook collect-
ingmore user information over both timeframes (see An-
nex Table A.1., rows 1–2, changes in bold).

Microsoft and Facebook included changes related to
retention. In the first time frame, Microsoft positively
added a sentence stating that it stores information about
a user’s behavior (e.g. page views, clicks, and search
terms) separately from information that identifies the
user (e.g., name, e-mail address) (see Table A.1., row
3). Somewhat positively, Facebook added a sentence de-
scribing a time frame in which it anonymizes data it re-
ceives fromadvertisers, but it applies only to information
the company doesn’t already have (see Table A.1., row 4).
This suggests that some advertising-related user informa-
tion is not subject to anonymization. In the second time
frame, Facebook stated that apps connected to Facebook
might retain user information after users delete the app
(see Table A.1., row 5). Facebook also added a sentence
saying users could contact the app directly and request
deletion of their data.

Overall, changes across both timeframes suggest
companies, primarily Facebook, provided additional de-
tail regarding what they collect and how they manage it.
In some cases, this can help users better understand com-
pany practices, for example what information they must
provide and what is optional.

4.2. Data Sharing and Tracking

Yahoo and Facebook included changes related to sharing
user information with governments, though the changes
do not appear to be linked to PRISM (see Annex Ta-
ble A.2., rows 1–2). Yahoo stated that it responds to
law enforcement requests; PRISM requests fall under na-
tional security. Facebook added a sentence stating that
it may disclose user information in response to requests
from foreign jurisdictions; PRISM requests come from
the U.S. government.

Several companies added information to policies re-
lated to their use of targeted advertising: Microsoft and
YouTube in the first time frame; Skype, Yahoo, and Twit-
ter in the second time frame; and Facebook across both
timeframes. Changes in Facebook’s policies appeared to
give the company wider latitude in sharing user informa-
tion, particularly with advertisers.

In the first time frame, Microsoft added more com-
panies as advertising partners. It also listed the types of
data it uses to target advertising (see Table A.2., row 3).
Microsoft added that advertising networks compile infor-
mation “over time” about where users click or see ad-
vertisements and may “associate this information with
your subsequent visit, purchase or other activity on par-
ticipating advertisers’ websites in order to determine the
effectiveness of the advertisements”. Finally, Microsoft
removed a sentence from its policy, raising questions
about its access to advertising networks’ cookies (see Ta-
ble A.2., row 4). Changes in YouTube’s policies state that
it shows users advertising evenwhen they are logged out,
that advertisers can serve ads based on demographic cat-
egories inferred from users’ behavior, and that they can
serve ads based on user information obtained fromother
companies (see Table A.2., rows 5–7).

In the second time frame, Yahoo added two sen-
tences to its policy that explain how it uses device iden-
tifiers to target advertising, framed in the parlance of
personalization (see Table A.2., row 8). Twitter added
two sentences about user information it may receive
from advertising partners (see Table A.2., row 9). Skype
added language suggesting that third-party advertise-
ments would appear on its various sites and that Skype
and its advertising partners would receive information
(changes in bold) “about your relationship with and use
of Skype’s websites, software, and products…”.
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Changes in Facebook’s policies over both time frames
appeared to give the company wider latitude to share
information, particularly with advertisers. In the first
time frame, Facebook removed the phrase stating that it
shares information with third parties “only in limited cir-
cumstances”. The policy gained two sentences explaining
what types of information Facebook uses when targeting
advertising and how advertisers may interact with users.
Facebook stated it only uses non-personally identifiable
attributes but then stated that it may use sensitive, per-
sonal information to target advertising, and that adver-
tisers may be able to discern that information (see Table
A.2., row10). In the second time frame, Facebook revised
the following sentence about how it shares information
with advertisers (changes in bold):

2012: We only provide data to our advertising part-
ners or customers after we have removed your name
or any other personally identifying information from
it, or have combined it with other people’s data in a
way that it is no longer associated with you.

2013: We only provide data to our advertising part-
ners or customers after we have removed your name
and any other personally identifying information from
it, or have combined it with other people’s data in a
way that it no longer personally identifies you.

While the shift from “or” to “and” seems to provide
greater protection to users, the shift from the higher
threshold of association to the lower threshold of “per-
sonally identifiable” seems to negate that protection, be-
cause information that does not personally identify a
user can still be associated with a user and thus can iden-
tify the user. Facebook also revised its policy to more
clearly state that it uses all user information to target ad-
vertising (see Table A.2., row 11).

While these additions provide more detail for users
to understand company practices, the practices them-
selves appear to subject users to greater tracking for ad-
vertising purposes. They include examples of companies
tracking users in more circumstances and using more in-
formation to target those ads. The disclosures also use
jargon such as “non-personally identifiable information”
and “device identifiers” and they reference the data pro-
cessing techniques of inference and association, the nu-
ances of which are likely unfamiliar to average users. This
can make it difficult for anyone who actually reads pri-
vacy policies to fully understand what the policies mean.

5. Privacy Policy Changes Offer Evidence of
Surveillance Capitalism

Collectively, these privacy policy changes offer evidence
that suggests several of the world’s largest Internet com-
panies operate according to the logic surveillance cap-
italism. We cannot know whether these privacy policy
changes reflected actual changes in company practice

or if they provided more detail about practices in which
companies already engaged. But the changes suggest
that between the time the companies joined PRISM and
the public learned of PRISM, companies disclosed that
they managed more user information and, in particular,
broadened their targeted advertising.

Targeted advertising is the dominant business model
that powers most Internet companies today (Richards,
2013). This entails collecting data from individuals’ digital
interactions, however minor: “Facebook ‘likes’, Google
searches, emails, texts, photos, songs, and videos, lo-
cation, communication patterns, networks, purchases,
movements, every click, misspelledword, page view, and
more” (Zuboff, 2015, p. 79). Companies then employ ad-
vanced data analysis techniques to determine how to use
such data to extract revenue from advertisers, transform-
ing the data into what Zuboff calls “surveillance assets”
(2015, p. 80).

As a condition for using such services, people must
agree to terms such as those in privacy policies, whose
narrow definitions and vague language prevent people
from understanding how their data flows through the
life cycle of user information (Kumar, 2016). This model,
which puts the onus on users to manage their own pri-
vacy and hinges on whether they “consent” to such
practices, does not meaningfully protect users’ privacy
(Solove, 2013).

Beyond disclosing their practices in policies, compa-
nies justify their big data activities by arguing that users
gain something in return, for example, free services or
personalized experiences. People pay for these benefits
by foregoing their right to decide whether to disclose a
given facto or keep it to themselves. As such, surveillance
does not erode privacy rights; it redistributes them, en-
abling companies or governments to know information
about people without their ever having a choice (Reiden-
berg, 2015; Zuboff, 2015).

PRISM is one example of “the blurring of public and
private boundaries in surveillance activities...between
state security authorities and high tech firms” (Zuboff,
2015, p. 86). Companies collect and retain massive
amounts of data about their users—itself an act of
surveillance (Richards, 2013)—and the NSA can compel
companies to turn over that data for targeted surveil-
lance. The PCLOB report (2014) reviewed the checks and
balances under which the government’s PRISM program
operates. However, the surveillance activities of compa-
nies in PRISM do not operate with as much oversight. De-
bates about privacy rights in a post-Snowden world can-
not ignore the fact that companies have business incen-
tives to collect and retain the data that governments can
obtain through surveillance activities.

6. Conclusion: Government Surveillance as a Symptom
of Surveillance Capitalism

PRISM did not cause surveillance capitalism, but this
analysis suggests that PRISM companies further en-
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meshed themselves in it over the past decade. They
did so while belonging to a secret surveillance program
in which the U.S. government could compel them to
turn over all the information they had associated with
a given user’s email address or telephone number. The
PRISM companies serve billions of usersworldwide. They
have the power to adopt business practices that signifi-
cantly enhance the privacy of everyday users. This anal-
ysis of privacy policy changes that companies made be-
tween joining PRISM and PRISM’s disclosure to the pub-
lic suggests that companies went in the other direction
by expanding their use of targeted advertising. It illus-
trates that public debates about people’s privacy rights
in the wake of the Snowden disclosures must not ignore
the role that companies themselves play in legitimizing
surveillance activities under the auspices of creatingmar-
ket value.
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Annex

Table A.1. Privacy policy changes related to management of user information.

Company Timeframe 1 Timeframe 2

Pre-Join PRISM Post-Join PRISM Pre-PRISM Disclosed Post-PRISM Disclosed

1 Facebook 2008: “When you enter
Facebook, we collect
your browser type and IP
address.”

2009: “When you access
Facebook from a
computer, mobile phone,
or other device, wemay
collect information from
that device about your
browser type, location,
and IP address, as well as
the pages you visit.”

2 Facebook 2012: “This may include
your IP address and other
information about things
like your Internet service,
location, the type
(including identifiers) of
browser you use, or the
pages you visit.”

2013: “This may include
network and
communication
information, such as
your IP address or
mobile phone number,
and other information
about things like your
Internet service,
operating system,
location, the type
(including identifiers) of
the device or browser
you use, or the pages
you visit.”

3 Microsoft 2007: Added “For
example, we store page
views, clicks and search
terms used for ad
personalization
separately from your
contact information or
other data that directly
identifies you (such as
your name, e-mail
address, etc.).”

4 Facebook 2009: Added “If in any of
these cases we receive
data [from advertising
partners] that we do not
already have, we will
‘anonymize’ it within 180
days, meaning we will
stop associating the
information with any
particular user.”

5 Facebook 2013: Added that when
users delete an app
connected to Facebook,
“it [the app] may still
hold the information you
have already shared.”
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Table A.2. Privacy policy changes related to data sharing and tracking.

Company Timeframe 1 Timeframe 2

Pre-Join PRISM Post-Join PRISM Pre-PRISM Disclosed Post-PRISM Disclosed

1 Yahoo 2013: “We respond to
subpoenas, court orders,
or legal process or to
establish or exercise our
legal rights or defend
against legal claims.”

2014: “We respond to
subpoenas, court orders,
or legal process (such as
law enforcement
requests), or to establish
or exercise our legal
rights or defend against
legal claims.”

2 Facebook 2008: “We may be
required to disclose user
information pursuant to
lawful requests, such as
subpoenas or court
orders, or in compliance
with applicable laws.We
do not reveal
information until we
have a good faith belief
that an information
request by law
enforcement or private
litigants meets
applicable legal
standards.”

2009: “We may disclose
information pursuant to
subpoenas, court orders,
or other requests
(including criminal and
civil matters) if we have
a good faith belief that
the response is required
by law. This may include
respecting requests
from jurisdictions
outside of the United
States where we have a
good faith belief that the
response is required by
law under the local laws
in that jurisdiction,
apply to users from that
jurisdiction, and are
consistent with generally
accepted international
standards.”

3 Microsoft 2007: Added “For
example, we may select
the ads we display
according to certain
general interest
categories or segments
that we have inferred
based on “(a)
demographic data,
including any you may
have provided when
creating an account (e.g.
age, zip or postal code,
gender), general
demographic data
acquired from other
companies, and a
general geographic
location derived from
your IP address, (b) the
pages you view and links
you click when using
Microsoft’s and its
partners’ web sites and
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Table A.2. Privacy policy changes related to data sharing and tracking. (Cont.)

Company Timeframe 1 Timeframe 2

Pre-Join PRISM Post-Join PRISM Pre-PRISM Disclosed Post-PRISM Disclosed

3 Microsoft services, and (c) the
search terms you enter
when using Microsoft’s
Internet search services,
such as Live Search.”

4 Microsoft 2007: Removed
“Microsoft does not have
access to the cookies
that may be placed by
the third-party ad
servers or ad networks.”

5 YouTube 2009: “If you are logged
into your YouTube
Account, we may also
show you advertising
based on the
information you have
provided to us in your
YouTube Account.”

2010: “While you are
logged in or logged out
of your YouTube Account,
we may also show you
advertising based on non
personally identifiable
information you have
provided to us in your
YouTube Account.”

6 YouTube 2009: “Advertisers may
serve ads based on
interests associated with
non-personally
identifiable online
activity, such as videos
viewed, frequency of
uploading or activity on
other AdSense partner
sites.”

2010: “Advertisers may
serve ads based on
interests and
demographic categories
associated with
non-personally
identifiable online
activity, such as videos
viewed, frequency of
uploading or activity on
other AdSense partner
sites.”

7 YouTube 2009: “Advertisers may
also serve ads to you
based on previous
activity on that
advertiser’s website.”

2010: “Advertisers may
also serve ads to you
based on previous
activity on that
advertiser’s website or
based on non-personally
identifiable information
from other companies.”

8 Yahoo 2014: Added “We may
also set and access
device identifiers which
could include IP address,
user agent information
(browser version, OS
type and version), and
device provided
identifiers. Once you log
into Yahoo on your
device, Yahoo may
recognize your device to
provide you with a
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Table A.2. Privacy policy changes related to data sharing and tracking. (Cont.)

Company Timeframe 1 Timeframe 2

Pre-Join PRISM Post-Join PRISM Pre-PRISM Disclosed Post-PRISM Disclosed

8 Yahoo personalized experience,
independent of your
device settings.”

9 Twitter 2013: Added
“Third-party ad partners
may share information
with us, like a browser
cookie ID or
cryptographic hash of a
common account
identifier (such as an
email address), to help us
measure ad quality and
tailor ads. For example,
this allows us to display
ads about things you may
have already shown
interest in.”

10 Facebook 2009: Added “We allow
advertisers to choose the
characteristics of users
who will see their
advertisements and we
may use any of the
non-personally
identifiable attributes we
have collected (including
information you may
have decided not to
show to other users,
such as your birth year or
other sensitive personal
information or
preferences) to select
the appropriate audience
for those
advertisements...Even
though we do not share
your information with
advertisers without your
consent, when you click
on or otherwise interact
with an advertisement
there is a possibility that
the advertiser may place
a cookie in your browser
and note that it meets
the criteria they
selected.”
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Table A.2. Privacy policy changes related to data sharing and tracking. (Cont.)

Company Timeframe 1 Timeframe 2

Pre-Join PRISM Post-Join PRISM Pre-PRISM Disclosed Post-PRISM Disclosed

11 Facebook 2012: “We use the
information we receive,
including the
information you provide
at registration or add to
your account or timeline,
to deliver ads and to
make themmore
relevant to you.”

2013: “So we can show
you content that you
may find interesting, we
may use all of the
information we receive
about you to serve ads
that are more relevant to
you.”
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1. Introduction

The intelligence leaks from Edward Snowden in 2013 un-
veiled the sophistication and extent of data collection by
the US’s National Security Agency and major global digi-
tal firms prompting domestic and international debates
about the balance between security and privacy, open-
ness and enclosure, accountability and secrecy (Brevini,
2017).Whilemany authors (Andrejevic, 2002, 2013; Lyon,
2014; Van Dijck, 2014) have warned about massive data
collection by governments and businesses as a challenge
to civil rights, there a need to encourage further public
discussion around the world on the chilling effect that
these data retention frameworks can have on freedom
of the press, on journalists and on their ability to exert
their traditional watchdog function (Lashmar, 2016). Af-
ter situating this debate within the scholarly literature at
the intersection between surveillance studies and com-

munication studies, this article discusses the political con-
text inwhich journalists are operating andworking in Aus-
tralia; assesses howmetadata laws have affected journal-
ism practices and addresses the violation of privacy for
journalists and the emergence of a resistance.

2. From Surveillance Society to Resistance

Surveillance has been defined as the “collection and anal-
ysis of information about populations in order to govern
their activities” (Ericson & Haggerty, 2006, p. 3) so the
literature coming from surveillance studies becomes of
great relevance in investigating the impact of metadata
laws on journalism practices.

Yet, because of the unprecedented development of
information and communication technologies, surveil-
lance scholars have rightly pointed at the new ubiqui-
tousness and embeddedness of surveillance in every as-
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pects of life in current networked societies (Lyon, Hag-
gerty, & Ball, 2012), going much beyond traditional and
centralised institutional settings.

As a consequence of the accelerated development
of a communication technologies, Mann and Ferenbok
(2013) have also explored the possibility for “sousveil-
lance” (Mann & Ferenbok, 2013, p. 19), surveillance
from the bottom up, where the surveilled is empowered
through technology to fight back and enact change from
below through mutual watching and monitoring.

While digital surveillance practices have now been
amply studied within surveillance studies, there is still
great scope for development in the field of communi-
cation studies. In this article, I propose to investigate
whether we can detect a space for resistance for jour-
nalists working within new metadata frameworks. This
space is conceptualised as “field of struggles” (Bordieu,
1983)—a bourdieusian concept—that is helpful in inves-
tigating this space for agency.

In the launch edition of a new journal Big Data and
Society, Couldry and Powell (2014) developed the argu-
ment that a question of agency is paramount to our un-
derstanding of big data, thus opening up a new research
agenda for investigating not only dominant forms of data
power, but also alternative forms of datafication emerg-
ing from civil society groups, community organisations,
journalists .This study takes up this challenge by focusing
specifically on the field of struggle (Bordieu, 1983) where
journalists operate.

2.1. The Australian Context

Since the attacks of September 2001, there has been
a steady increase in number of national security laws
in Australia. Over fifty laws were passed to create new
criminal offences, new detention, extended investigative
powers for security and police officers, new tools to con-
trol people’s movements and activities without criminal
convictions (Ananian-Welsh & Williams, 2014). There is
also a worrying tendency to limit courts’ powers to re-
view the legality of government action especially onmat-
ters of national security. At the same time, there is a
clear trend towards an intensification of government se-
crecy and an extension of its own powers to limit the pub-
lic’s rights of access to information, thus making court
reviews in these areas even more crucial (Human Rights
Law Centre [HRLC], 2016).

In this context, the Snowden leaks (Brevini, 2017) and
their challenges to state secrets can explain the haste
that has characterised discussion and implementation
of three major pieces of new national security laws in
Australia between 2014 and 2015. As Attorney General
George Brandis explained during the reading of the bill
amending the Australian Security Intelligence Organisa-
tion Act 1979 (ASIO Act) and the Intelligence Services Act
2001 (IS Act), the reform is justified by a clear intent to
curb whistleblowing activities:

As recent, high-profile international events demon-
strate, in the wrong hands, classified or sensitive in-
formation is capable of global dissemination at the
click of a button. Unauthorised disclosures on the
scale now possible in the online environment can
have devastating consequences for a country’s in-
ternational relationships and intelligence capabilities.
(Brandis, 2014)

The newly created metadata laws cannot be properly
understood without considering the overall context of
increased tightening of national security laws and in-
vestments in cybersecurity. In light of this, the Aus-
tralian government announced in its 2015 budget that
it will provide:

$450 million to strengthen Australia’s intelligence ca-
pabilities, including updating information technology
systems and to counter extremist messaging. This in-
cludes $131 million to help the telecommunications
sector upgrade its systems to retain metadata for two
years. (Australian Government, 2015a)

As I will discuss later, the newly established framework
is clearly at odds with a more recent tendency that is
emerging in courts throughout Europe and the US and
backed by international human rights mandates, where
a clearly hostile attitude towards disproportionate digital
surveillance is being displayed (see for example, Cannat-
aci, 2016; Kaye, 2015).

3. Data Retention in Australia

The revised Telecommunications (Interception and Ac-
cess, TIA) Act, passed in 2015, sought to specify “the
types of data the telecommunications industry should re-
tain for law enforcement and national security purposes
or how long that information should be held”. Rapid, on-
going changes occurring in the telecommunications envi-
ronment have, apparently, “undermined” any systematic
access to the tools and data that may be available (The
Parliament of the Commonwealth of Australia, 2015a,
p. 2). Recognising the variations that exist in the hold-
ing and maintenance of types of data in the telecommu-
nications industry, the TIA Act demands the “standard-
isation” of such records for governmental use (The Par-
liament of the Commonwealth of Australia, 2015a). It is
claimed that previous inconsistencies have impeded gov-
ernmental efforts to “investigate and to prosecute seri-
ous offences” (The Parliament of the Commonwealth of
Australia, 2015a).

Both houses have, therefore, passed this Bill, which
oversees the implementation of a national data reten-
tion scheme. This scheme compels telecommunications
service providers to “retain, for two years, particular
types of telecommunications data” (The Parliament of
the Commonwealth of Australia, 2015a).
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The TIA Act cites several recommendations delivered
by the Parliamentary Joint Committee for Intelligence
and Security (PJCIS) as the basis for its framework, includ-
ing that:

• the data retention obligation only applies to
telecommunications data (not content) and inter-
net browsing is explicitly excluded;

• service providers are required to protect the confi-
dentiality of retained data by encrypting the infor-
mation and protecting it from unauthorised inter-
ference or access;

• mandatory data retention will be reviewed by the
PJCIS by three years after its commencement (The
Parliament of the Commonwealth of Australia,
2015a, p. 3).

Telecommunications data, in this instance, has been
largely characterised as metadata: that is data exclud-
ing “content” (The Parliament of the Commonwealth of
Australia, 2015a, p. 7) such as the source and destina-
tion of a communication, subscribers’ information, date,
time and duration of a communication or connection to
a service.1

The 2015–2016 Budget includes $153.8 million over
four years to “support the implementation and ongoing
management” of the data retention scheme, including
$131.3 million over three years for telecommunications
service providers (Australian Government, 2015b).

Access to citizens’ metadata is therefore conferred
without judicial oversight. No warrant is required by the
21 criminal law-enforcement agencies that have been
permitted the capacity to requisition these records (Far-
rell, 2016; The Parliament of the Commonwealth of Aus-
tralia, 2015a).

The explanatory memorandum for the TIA Act does,
however, set out a “compatibility with human rights”
statement, in accordance with the Human Rights (Parlia-
mentary Scrutiny) Act 2011 (The Parliament of the Com-
monwealth of Australia, 2015a, p. 5). This statement,
which is expanded upon over the course of 30 pages, in-
cludes certain caveats and safeguards to ensure the Act’s
compliance with the upholding of basic civil liberties. It
therefore assures, among other things, that:

The Bill…amends the TIA Act to bolster the privacy
protections associated with the access to, and use of,
telecommunications data. It achieves this by limiting
the agencies which may authorise access to telecom-
munications data, and by providing that agencies’
access to, and use of, telecommunications data is
subject to comprehensive oversight by the Common-

wealthOmbudsman. (The Parliament of the Common-
wealth of Australia, 2015a, p. 6)

The statement asserts that the Bill “is compatible with
human rights because it promotes a number of human
rights”. This is, however, followed by the disclaimer that
“to the extent that (the Bill) may also limit human rights,
those limitations are reasonable, necessary and propor-
tionate” (The Parliament of the Commonwealth of Aus-
tralia, 2015a, p. 36).

4. TIA Act and Its Impact on Journalists

In 2015, an amendment to the proposed TIA Act was put
forward in the wake of concerns about how a data reten-
tion scheme might affect the media. It was recognised
that a data retention scheme could “adversely affect”
the media’s capacity “to provide accurate and reliable
information” (The Parliament of the Commonwealth of
Australia, 2015b, p. 33) and leave sources vulnerable.
The House of Representatives, thus, agreed to the imple-
mentation of a “journalist information warrant” regime,
which prohibits agencies from “making authorisations to
access journalists or their employers’ data for the pur-
pose of identifying a confidential source unless a jour-
nalist information warrant is in force” (The Parliament of
the Commonwealth of Australia, 2015b, p. 33). This also
means that journalists’ metadata can always be accessed
unless the agency is seeking data specifically for the pur-
pose of identifying a journalist’s source.

It is at the discretion of an “issuing authority” to is-
sue or refuse the authorisation of a journalist informa-
tion warrant, based on their understanding of the public
interest (The Parliament of the Commonwealth of Aus-
tralia, 2015a, p. 79). Issuing authorities are judicial offi-
cers approved by the minister or members of the Admin-
istrative Appeals Tribunal, or lawyers who are appointed
by the minister.

It should also be noted that in the case of ASIO, it
will be the minister that will issue the warrant. (The Par-
liament of the Commonwealth of Australia, 2015a, p. 33).
According to the law, information warrants will be issued
only when the “public interest in the issue of the warrant
outweighs the public interest in maintaining the confi-
dentiality of the source” (The Parliament of the Common-
wealth of Australia, 2015a, p. 33).

The installation of (a) Public Interest Advocate(s)
should be an additional measure by which the Act seeks
to establish independence (The Parliament of the Com-
monwealth of Australia, 2015a, p. 33). The Public Inter-
est Advocate can make submissions to requests for jour-
nalists’ data, defending the need to maintain or discard

1 In January 2016, Australian Privacy Commissioner Timothy Pilgrim appealed a decision of the Administrative Appeals Tribunal (Telstra Corp Ltd and
Privacy Commissioner [2015] AATA 991 of 8 December 2015) that mobile phone metadata held by telecom provider Telstra were not “personal in-
formation” about its customers under the Australian Privacy Act 1988 This appeal has given the Federal Court a landmark opportunity to establish
whether metadata constitutes personal information thus redefining data protection law in Australia. In 19 January 2017 the Federal Court has closed
the case and delivered a groudbreaking decision that will have long lasting implications on how metadata is understood by Australians, and the access
private citizens will be granted to their own data and digital trails: the Court decided that the mobile phone in question was not “personal information”,
effectively enshrining this interpretation into law and drastically narrowing the definition of “personal information” under the Privacy Act.
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confidentiality, which the minister must consider as a
part of the warrant’s application. These may include con-
ditions and/or restrictions (The Parliament of the Com-
monwealth of Australia, 2015a, p. 83). The Public Inter-
est Advocate will, however, not be allowed to seek the
advice of media entities, be it the journalist or the organ-
isation, addressed in the journalist information warrant
(Keane, 2015a). Indeed, the status of journalists and me-
dia organisations as parties subject to a warrant will not
be permitted for disclosure (Keane, 2015a). It is so secret
that there are two-year jail terms for disclosure, of the
mere existence or non existence of a journalist informa-
tionwarrant, while journalists will not be informed of the
request being pursued.

It is difficult not to see the flaws in this system and
its detrimental effects on the practice of journalism. The
journalist information warrant operates in secret, while
journalists and their media organisation will never know
if access was granted. It will still allow journalists’ meta-
data to be accessed to identify a journalist’s sources,
while the public interest advocates won’t be able to ar-
gue in defence of the publicwatchdog role of news organ-
isation and their responsibility to protect the identity of
a source. As journalist Laurie Oakes recalled: “metadata
collection is the great press freedom issue of the inter-
net age”. The aggressive attitude towardswhistleblowers
means that governments “now hunt down those leakers
with zeal and this means that metadata is their friend”
(Oakes, 2015).

5. FromMetadata Laws to Special Intelligence
Operations Reform: Targeting Journalist’s Sources

As discussed, the metadata retention scheme enforced
by TIA 2015 has obvious consequences not only for jour-
nalists but for their sources, and whistleblowers. How-
ever, TIA, combined with another amendment of Aus-
tralian National Security laws, specifically section 35P of
the ASIO has even a greater detrimental impact on jour-
nalists’ sources.

Under Section 35P of the ASIO Act 1979, those who
have “disclosed information relating to a special intel-
ligence operation” may be imprisoned for five to ten
years (The Parliament of the Commonwealth of Australia,
2014, p. 71). A “special intelligence operation” can be un-
derstood as operations where ASIO agents are granted
legal immunity for engaging in a range of otherwise crim-
inal conduct. The most “basic” breach, in which informa-
tion is simply disclosed, can result in a five-year penalty.
Where a disclosure endangers “the health or safety of
a person”, the Act permits a penalty of ten years. This
penalty applies regardless of whether the citizen or jour-
nalist in question is aware of an operation’s status.

In a report commissioned by the Department of the
Prime Minister and Cabinet (DPMC), the impact of this
piece of legislation is suggested to be twofold: a gag or-

der like 35P may instil a “chill effect” on publications
about the activities of ASIO, and prevent “reprehensible
conduct” by ASIO insiders from being susceptible to pub-
lic scrutiny (DMPC, 2015). According to the report, such
an impact is “unjustified” despite the need for secrecy
in many ASIO operations. The inadequate protection of
the rights of “outsiders”, it argues, “infringes the con-
stitutional protection of freedom of political communi-
cation” (DPMC, 2015). This new provision is concerning
for a number of reasons. First, without an explicit veri-
fication from ASIO, it is extremely difficult for a journal-
ist to know whether an ASIO operation is a special intel-
ligence operation or not. Additionally, the new section
criminalises both intentional and reckless disclosure, so
journalists are likely to take a conservative approach to
publication and avoid pursuing reporting of ASIO’s activi-
ties for fear of being prosecuted. This will indeed lead to
a progressive self-imposed censorship of journalists and
a progressive lack of public reporting in formal publica-
tions or through anonymous disclosures and scrutiny of
intelligence activities.

As the controversy around Australian asylum seek-
ers policy arose, in 2015,2 the Australian Government
expanded secrecy laws frameworks and penalties for
whistleblowers through the controversial Border Force
Act. The legislation makes it unlawful for a Department
of Immigration and Border Protection’s employee or con-
tractor, such as a social worker, a nurse, a doctor or wel-
fare services provider, to disclose or record certain in-
formation obtained while carrying out their duties. The
penalty for such a disclosure is up to two years in jail
(HRLC, 2015).

As The Guardian’s Paul Farrell commented:

This is a move that should alarm all citizens. It’s not
an attack on any particular news outlet. It’s an at-
tack on those who have reported on matters of signif-
icant public interest in the increasingly secretive area
of asylum seeker policy….These kind of attacks [sic]
severely damage the confidence between reporters
and their sources and pose a grave threat to effec-
tive and responsible journalism. When the federal po-
lice go knocking on the doors of a reporter’s sources,
sources will soon dry up. People will be scared. And
that is exactly the point. (Farrell, 2015)

It is important to note that the Border Protection Act has
been amended in October 2016 exempting health pro-
fessionals from the definition of “immigration and bor-
der protection workers” following the pressures coming
from the health professionals who challenged the Gov-
ernment in the High court (Hall, 2016). However, the cur-
rent ban remains in place for others, such as child pro-
tection workers and teachers, who witnessed abuses in
offshore detentions (Hall, 2016).

2 For a good summary of controversial Australian Asylum policies and United Nations (UN) criticism please, see “Australia Asylum: Why Is It Controver-
sial?” available at http://www.bbc.com/news/world-asia-28189608
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6. A Look at the Current International Context

The newly established metadata scheme regime clearly
posits new challenges not only for journalism practices
but for the effectiveness of shield laws which are meant
to prevent journalists from being forced to reveal their
sources. It is also quite unclear how the current Aus-
tralian national framework for data collection corre-
sponds to, or addresses, existing international conven-
tions, treaties or policies on free speech, political, eco-
nomic and cultural inclusion. For example the European
Court of Justice in April 2014 invalidated the EU’s Data Re-
tention Directive, which is very similar to the Australian
scheme. In particular, “the Court held that the Directive
entailed serious interference with the rights to privacy
and personal data protection of individuals guaranteed
by the Charter of Fundamental Rights, and also failed
to establish limits on access by competent national au-
thorities, such as prior review by a judicial or an indepen-
dent administrative authority” (Data Retention Directive,
2014). The lack of safeguards around the access and use
of metadata was a key reason for the directive to be in
breach of the fundamental right to privacy.

Australia’s attitude towards metadata frameworks is
not unique in international settings. The first report is-
sued by the UN rapporteur on privacy has noted that the
countrymonitoring process of the last year has “revealed
several examples of legislation being rushed through na-
tional parliaments in an effort to legitimise the use of
certain privacy-intrusivemeasures by Security and Intelli-
gence Services (SIS) and lawenforcement agencies” (Can-
nataci, 2016, p. 6). Moreover, the report notes that there
is a contradictory trend between governments and inter-
national attitude towards metadata regimes:

The tensions between security, corporate business
models and privacy continue to take centre stage but
the last twelve months have been marked by con-
tradictory indicators: some governments have con-
tinued, in practice and/or in their parliaments to
take privacy-hostile attitudes while courts world-wide
but especially in the USA and Europe have struck
clear blows in favour of privacy and especially against
disproportionate, privacy-intrusive measures such as
mass surveillance or breaking of encryption. (Cannat-
aci, 2016, p. 21)

The stand of themandate of the International rapporteur
on Privacy (Cannataci, 2016) is consistent with the indi-
cations of the UN, voiced by the former Rapporteur for
Freedom of Information Frank La Rue.

National data retention laws are invasive and costly,
and threaten the rights to privacy and free expression.
By compelling communications service providers to
create large databases of information aboutwho com-

municates with whom via a telephone or the Internet,
the duration of the exchange, and the users’ location,
and to keep such information (sometimes for years),
mandatory data retention laws greatly increase the
scope of State surveillance, and thus the scope for
infringements upon human rights. Databases of com-
munications data become vulnerable to theft, fraud
and accidental disclosure. (La Rue, 2013, p. 18)

The recommendations of the Rapporteur are clearly at
odds with the newly approved Australian framework:

Communications surveillance should be regarded as
a highly intrusive act that potentially interferes with
the rights to freedom of expression and privacy and
threatens the foundations of a democratic society.
Legislation must stipulate that State surveillance of
communications must only occur under the most ex-
ceptional circumstances and exclusively under the su-
pervision of an independent judicial authority. Safe-
guards must be articulated in law relating to the na-
ture, scope and duration of the possible measures,
the grounds required for ordering them, the author-
ities competent to authorize, carry out and supervise
them, and the kind of remedy provided by the na-
tional law. (La Rue, 2013, p. 21)

7. Metadata Laws: Is There Room for Journalists’
Resistance?

I have argued elsewhere (Brevini, 2017) that the rev-
elations by whistleblower Edward Snowden triggered
the birth of a new “new culture of disclosure” that has
seen journalists, lawyers and software developers com-
ing together to develop secure online protections and
security of their sources. One of the most famous ex-
amples are Secure Drop and GlobaLeaks (Brevini, 2017)
projects that aim at supporting the practice of whistle-
blowing by giving people the software tools necessary
to start their own initiative. Unlike WikiLeaks (Brevini
& Murdock, 2013), GlobaLeaks is an open-source soft-
ware provider whose intentions are focussed on provid-
ing a platform for whistleblowers to use. GlobaLeaks
does not handle any leaked documents but assists in
the potential creation of whistleblowing sites such as
OpenLeaks, MafiaLeaks, BalkanLeaks and BrusselsLeaks.
However, there is also a more mainstream response to
metadata laws: The New Yorker, the US not-for-profit
investigative newsroom ProPublica, the Pierre Omidyar-
backed start-up The Intercept and The Guardian are just
a few examples of news providers that implemented
a newly created open-source whistleblowing platform-
SecureDrop to guarantee protections for their sources
(Brevini, 2017).

In Australia,3 the only platform of this kind is medi-
adirect.org, a platform that aims to encourage encrypted

3 The paper adopted a multilayered methodological approach that combines policy and legal analysis with interviews with ten investigative Journalists
in Australia that prefer to keep their anonymity.
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disclosure by anonymous whistleblowers, thus protect-
ing sources from the newly enhanced metadata laws.
With a budget of about US$ 3,000 (Interview B)4 the plat-
form through encrypted interactions connects whistle-
blowers, who access it via the Tor network, and journal-
ists (Keane, 2015b).

In light of the new metadata frameworks imple-
mented in Australia, one would expect journalists rush-
ing to demand an improved set of encryption tools, as
well as formal training on anonymity mechanisms to pro-
tect their sources. However, our findings confirm not
only a lack of knowledge of encrypting communications
but also a lack of understanding of the risks of the newly
established frameworks (Interview A, 2016).5

As one security consultant revealed:

In a recent example, I just set them up to deal with
the data, because they did not know how to deal with
a major data leak. And when I got in there for the first
meeting, one of the journalists said, “We’ll print every-
thing out”. And I’m shocked: it’s a million pages and
hundreds of thousands of emails, how can we possi-
bly print them? (Interview B, 2016)

Improving journalists’ knowledge of encryption tools and
their awareness ofmetadata laws should be a priority for
media organisations, and perhaps one of the goals for
Media Entertainment Alliance Australia.

Interviewees seemed to agree that the reasons for
media institutions not to invest in security tools and train-
ing for their journalists has to do with the current finan-
cial crisis of journalism and the precarious conditions
of reporters: when faced with the clear risk of losing
their job, journalists are less keen to take risks and ex-
pose wrongdoings.

8. Conclusion

The newly established metadata scheme regime in Aus-
tralia clearly undermines the work of journalists and
the effectiveness of shield laws which were due to pro-
tect journalists from being forced to reveal their sources.
As Crikey journalist Bernard Keane noted: “The threat
arises from the existence and maintenance of data. That
creates the chilling effect. You don’t need a warrant
to investigate a journalist if the agency can access the
data of the whole department that the leak came from”
(Keane 2015a).

The chilling effect on journalists and whistleblowers’
activities are very consistent with findings of the schol-
arship in surveillance studies that have detected for ex-
ample a similar pattern of “self censorship” on activists’s
or civil society groups’ activities (see for example, Starr,
Fernandez, Amster, Wood, & Caro, 2008).

There are obviously limits to what encryption and
anonymity technologies can do to protect journalism

practices, but the Australian case certainly shows that,
aside from a few exceptions, journalists are currently not
well equipped with the necessary know-how and aware-
ness. In Bordieu’s terms, journalists in the Australian con-
text have not fully developed the resources or “capi-
tal” (Bordieu, 1983) to successfully oppose the collec-
tion and processing of personal data, thus developing
a space for resistance to surveillance, radically different
from “sousveillance” (Mann & Ferenbok, 2013).

It should also be noted that the findings of this study
diverge from a recent study by Mills and Sarikakis (2016)
that focused only on investigative journalists and found
how investigative journalist in Western and non West-
ern countries are engaging increasingly with technolog-
ical and other communities to defend their work. Fu-
ture research from Communication Studies perspective
should engage with this recent scholarship to shed light
on the crucial interplay between new metadata frame-
works and journalism.
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