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Abstract

The editorial sets the scene for this thematic issue on big data applications in governance and policy. It highlights the lack
of engagement in the current literature with the application of big data at the cross-section of governance of data and
its utilization in the policy process and draws out aspects related to its definition and future research agenda. The contri-
butions highlight several aspects related to big data in different contexts, such as local and national government as well
as a variety of policy areas. They converge on the idea that big data applications cannot overcome existing political and
structural limitations that exist in government. This leads to a future research agenda that looks at the disconnect between

data production and usage as well as identifying policy issues that are more or less suitable for data analytics.
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1. Introduction

Recent literature has been trying to grasp the extent as
to which big data applications affect the governance and
policymaking of countries and regions (Boyd & Crawford,
2012; Giest, 2017; Hochtl, Parycek, & Schollhammer,
2015; Poel, Meyer, & Schroeder, 2018). The discussion
includes the comparison to e-government and evidence-
based policymaking developments that existed long be-
fore the idea of big data entered the policy realm. The
theoretical extent of this discussion however lacks some
of the more practical consequences that come with the
active use of data-driven applications. In fact, much of
the work focuses on the input-side of policymaking, look-
ing at which data and technology enters the policy pro-
cess, however very little is dedicated to the output side.
In short, how has big data shaped data governance and
policymaking? The contributions to this thematic issue
shed light on this question by looking at a range of fac-

tors, such as campaigning in the US election (Trish, 2018)
or local government data projects (Durrant, Barnett, &
Rempel, 2018). The goal is to unpack the mixture of big
data applications and existing policy processes in order
to understand whether these new tools and applications
enhance or hinder policymaking.

Existing research is split regarding the usefulness of
big data in the policy realm. Some are convinced that
there is nothing new in the way data is being used—
even if it is big data. This argument is in reference to
the large administrative datasets that government has
handled prior to the big data idea and the technological
shift that came with the introduction of computers and
increasingly refined software to utilize data (Connelly,
Playford, Gayle, & Dibben, 2016). Others however see a
shift at the scale of the Industrial Revolution (Richards &
King, 2014), due to the type and speed of information
being available. Since there is a variety of big data ap-
plications and governance systems, it is difficult to find
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one answer to the question whether big data will perma-
nently alter the policymaking process. With this thematic
issue we aim to contribute to this discussion by highlight-
ing applications in a variety of contexts to show that they
come to a common conclusion: there is benefit to using
big data in the policy realm, however (1) a more nuanced
look at ongoing applications reveals a complex picture
of politics entering the process, and (2) contextual fac-
tors, such as the level of government, the policy field
and the hierarchical structure affect data utilization. In
other words, big data applications cannot overcome ex-
isting political and structural limitations that exist in gov-
ernment. This finding might be a less exciting one, but is
a cautionary warning to those governments that portray
big data as numbers-only, neutral information that can
solve a variety of issues.

The following section gives an overview over the def-
inition of big data in the governance and policymaking
literature and is followed by a summary of the contribu-
tions to this thematic issue. The editorial concludes with
ideas for future research.

2. Big Data in Governance and Policy

The concept of big data is vague and has not been clearly
defined (Connelly et al., 2016). The articles in this issue
converge on a definition that acknowledges the different
forms in which big data can appear in the policy process.
For example, Durrant et al. (2018) consider administra-
tive data as a form of big data, because it is exhaustive,
highly granular, large and found and repurposed, rather
than made. Trish (2018) also focuses on the use of admin-
istrative and performance data as part of a long-standing
evidence-based policy movement in the US government.
Longo and Dobell (2018) acknowledge census data as big
data, and focus in their paper on its velocity and variety
as a foundation for policy analytics. Ng (2018) defines big
data as unstructured data that a city produces such as
video, audio, sensor data, citizens’ conversation online
and social media. This zooms in on the volume and ve-
racity of the data available.

There are two ways of understanding the use of big
data in government. One is to look at the governance of
big data, which includes the handling and regulation of
data. The other perspective is to focus on the utilization
of big data for specific policy problems. In this issue we
collapse both into the idea of big data in governance and
policy-making based on the assumption that they are in-
trinsically linked. This linkage is visible when data regula-
tions prevent the collaboration of government units for
addressing cross-cutting issues (Durrant et al., 2018). An-
other intersection of big data for policymaking and the
governance of it are the challenges highlighted by Trish
(2018) around public scrutiny of the information being
used by government. Here, questions are raised around
how the data is governed in terms of its transparency
and values and as well as how this information is used
to make decisions around public policy.

3. Contributions to This Thematic Issue

Longo and Dobell (2018) begin the thematicissue with an
overview of theoretical and applied work in policy analyt-
ics. They define policy analytics as a modification to the
traditional policy analysis approach and position this idea
in a wide variety of literature while giving practical exam-
ples of its application. By looking at the emergence of pol-
icy analytics within the policy sciences, they find that new
ways to analyze policies is much more than just data anal-
ysis. Based on a review of recent literature, they show
that the promises that data-driven applications make is
met with the complexity of policy decisions. This intersec-
tion is where less researched, but interesting questions
are raised in terms of whether the policy environment is
too complex for even advanced policy analytics to con-
tribute or whether the effects of one policy decision is so
diffused in a variety of sectors and governmental levels
that the effect of policy analytics is hard to grasp. Longo
and Dobell (2018) conclude with a matrix for the applica-
bility of policy analytics across scale (from local to global)
and complexity (from uncertain to certain). This illustra-
tion shows that policy analytics can best support local
problems that have a degree of certainty, such as mon-
itoring, implementation and enforcement.

In their contribution, Durrant et al. (2018) pick up on
the idea of local big data applications and use participa-
tory action research to observe activities of identifying,
integrating and analyzing multiple and diverse forms of
data. Based on this, they theorize about the social con-
texts of both data production and policymaking to better
understand the boundaries and barriers to big data for
policy. In their work, Durrant et al. (2018) find that the
context for data applications is deeply value-laden and
political, which leads them to draw the following conclu-
sions. First, there is an absence of data sufficiently rel-
evant for addressing specific policy questions. In other
words, the questions being raised in, for example health
policy, could not be answered with the data being rou-
tinely collected and made available to the responsible
agency. Second, the data being collected is largely used
for service administration and audit rather than tackling
underlying issues, such as reasons for low service take-
up. Finally, the cost of providing data is greater than the
perceived benefit. This has to do with having to estab-
lish the validity of data access requests by different au-
thorities, data holders and project teams being involved.
Taken together, Durrant et al. (2018) conclude that the
insights from available data are not always actionable in
the local context due to the factors mentioned above and
that caution should be exercised when it comes to which
guestions can be asked of big data.

Trish (2018) focuses on the data use at national level
in the US. She analyses three cases from the Obama
Administration: microtargeting in electoral campaigns,
performance management in government and signature
drone strikes. Whereas these applications are highly
technical in nature, the paper shows that, similar to
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the previous two analyses, underlying assumptions and
power relationships impact the usefulness of data. In
fact, decisions are often made based on incomplete in-
formation and Trish (2018) cautions the uncritical use of
data by having efficiency as a foundation for such deci-
sions. She finds that there is limited public scrutiny in
combination with an undercurrent of market-based influ-
ence. Looking ahead, Trish (2018) concludes that using
big data in this way reinforces existing biases of society
and gives decisions an appearance of objectivity, which
is not warranted based on the type of data that is being
used. With this assessment, she underpins the previous
findings that big data has a role to play, but the informa-
tion drawn from the data has to be used with caution in
terms of their completeness, applicability and the type
of question they are supposedly answering.

Finally, Ng (2018) provides a case study of Singapore’s
big data applications in governance and policy that are
enabled by cloud computing adoption. He distills five key
factors that drive the use of big data in public manage-
ment and policy: (1) public demand for big data appli-
cations; (2) focus on whole-of-government policies and
practices; (3) restructuring of technology agencies to in-
tegrate strategy and implementation; (4) creating the
Smart Nation Platform; (5) purpose-driven big data ap-
plications especially in healthcare. Taking lessons from
Singapore, he concludes that other countries can pro-
mote regulatory sandboxes to experiment with policies
that proactively manage novel technologies and busi-
ness models that may radically change society, and es-
tablish more public-private partnerships to co-innovate
on challenges.

4. Concluding Remarks and Ideas for Future Research

This thematic issue raises a non-exhaustive list of issues
linked to big data in governance and policy. The contribu-
tions shed light on a range of factors that have been par-
tially overlooked in current research on the topic. In par-
ticular, all papers converge on the idea that policymak-
ing is a complex process in which data analytics is one
factor that might have positive, negative or no effect at
all. In fact, the papers highlight that the positive effect is
over-valued, which leads to decisions being made based
on incomplete evidence (Trish, 2018) or irrelevant infor-
mation regarding the problem at hand (Durrant et al.,
2018). The contributions further give the sense that the
production and use of data remain two separate pro-
cesses, which means that the data are not answering the
questions linked to specific policy issues. This disconnect
leads to data-based evidence that is incomplete, not ac-
tionable or even confusing from the perspective of poli-
cymakers looking for answers. Hence, a future research
question would be how this disconnect comes about and
how policy issues can inspire data collection rather than
existing data informing solutions for policy problems.
Another issue raised in the contributions for this the-
matic issue, is the complexity of policymaking, which can-

not be simplified by more data. In fact, data has not
shown to be as disruptive to existing processes due to
long-standing political, hierarchical and procedural struc-
tures. As Longo and Dobell (2018) point out, the context
in which big data tools are applied matters in terms of its
complexity and scale. Looking ahead it raises the ques-
tion for big data and policy research, whether data use
is particularly applicable to activities, such as monitoring
and unfit for more complex issues, such as community
health services (Durrant et al., 2018). Essentially, data
have to achieve a purpose. As Ng (2018) concludes, a
data project without clear policy goals careens into dis-
illusionment, and negatively impacts the perception of
data in the policy process.

Finally, the contributions agree that data use in poli-
cymaking is not a linear process where data is analyzed
and then information fed into the policy cycle. In fact,
barriers to data use occur in unlikely situations, such as
the sharing of data with private companies who then
deny access to it for integration (Durrant et al., 2018)
or the need for qualitative statements next to predictive
models due to unexpected outcomes (Longo & Dobell,
2018). This points towards questions of trust in the pro-
cess of sharing and using certain type of data. Looking
ahead, research institutions, such as universities, could
play a unique role by bringing together public and private
organizations to achieve mutually beneficial outcomes.
Ng (2018) describes such a formalized approach where a
Memorandum of Understanding (MOU) is sighed among
multiple private and public entities to co-create solutions
for complex societal challenges.
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Abstract

Policy analytics has emerged as a modification of traditional policy analysis, where the discrete stages of the policy cycle
are reformulated into a continuous, real-time system of big data collection, data analytics, and ubiquitous, connected tech-
nologies that provides the basis for more precise problem definition, policy experimentation for revealing detailed insights
into system dynamics, and ongoing assessment of the impact of micro-scale policy interventions to nudge behaviour to-
wards desired policy objectives. Theoretical and applied work in policy analytics research and practice is emerging that
offers a persuasive case for the future possibilities of a real-time approach to policymaking and governance. However,
policy problems often operate on long time cycles where the effect of policy interventions on behaviour and decisions
can be observed only over long periods, and often only indirectly. This article surveys examples in the policy analytics
literature, infers from those examples some characteristics of the policy problems and settings that lend themselves to a
policy analytics approach, and suggests the boundaries of feasible policy analytics. Rather than imagine policy analytics
as a universal replacement for the decades-old policy analysis approach, a sense of this boundary will allow us to more
effectively consider the appropriate application of real-time policy analytics.
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If optimal control theory becomes fully operational
in economics in the next few years...economists
will have at their disposal a mathematical supertool
that...actually tells you what policy to use...the best
possible timing and dosage for each available policy
remedy. (Business Week, 1973, p. 74)

the discrete stages of the policy cycle are being refor-
mulated into a continuous, real-time system of big data
collected from ubiquitous, connected technologies, as-
sessed using advanced data analytics. Technological de-
velopments now provide policymaking with access to
massive amounts of real-time data about policy prob-
lems and system conditions. When coupled with grow-
ing capacities in data analytics, policy analytics provides
a basis for more precise problem definition, detailed in-

1. Introduction

Policy analytics has emerged in recent years as a modifi-
cation of the traditional policy analysis approach, where

sights into system dynamics, and ongoing assessment of
the impact of micro-scale policy interventions to nudge
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behaviour towards desired policy objectives (Daniell,
Morton, & Insua, 2016; De Marchi, Lucertini, & Tsoukias,
2016; Hochtl, Parycek, & Schollhammer, 2016; Kitchin,
2014; Lazer et al., 2009; Mergel, Rethemeyer, & Isett,
2016; Tsoukias, Montibeller, Lucertini, & Belton, 2013).

Policy analytics presents a mix of technology and ex-
pertise that could result in important advances in the
science of policymaking (Giest, 2017). However, despite
some early successes and enthusiasm for the possibili-
ties of policy analytics, a number of questions and barri-
ers to their use have emerged, principally issues related
to privacy risks, data biases, and the need to clarify the
relationship between the technocratic accuracy of pol-
icy analytics, and the challenges of decision-making in
a diverse democracy (Noveck, 2018). Our focus here is
on a specific concern that remains underexplored: to
identify where the strengths of policy analytics live up
to its billing, consider what the range of plausible ap-
plications is, and begin to assess the limits of policy an-
alytics for addressing public policy problems. Our guid-
ing research question asks what types of policy prob-
lems are amenable to ‘fast’ feedback control systems
facilitated by big data and analytics, and which require
a deeper, patient, ‘slower’ more deliberative approach
to problem definition, analysis, decision-making, imple-
mentation, and evaluation (Kahneman, 2011). To pursue
this question, we undertake a survey of the literature in
policy analytics theory and practice, deriving from that
the features of policy problems and their settings that
characterize the range of policy issues to which policy
analytics can reasonably be applied, leading towards a
sketch of the boundaries of policy analytics. Rather than
imagine policy analytics as a universal replacement for
the decades old policy analysis approach, understanding
this boundary will allow researchers and practitioners to
more effectively consider the appropriate application of
a real-time policy analytic approach. Our claim is that
policy analytics complements and supports democratic
deliberation and civic engagement; with agreement on
operational objectives, policy analytics built on big data
makes effective feedback control feasible.

We start by defining what we mean by policy ana-
lytics as distinct from policy analysis, sketch the emer-
gence of the technological possibilities that have given
rise to policy analytics and outline some concerns that
have emerged. We next present a scan of recent policy
analytic examples, leading to the identification of some
characteristics of policy issues that are amenable to a pol-
icy analytics approach and—by extension—some types
of policy issues that are not suitable to a continuous, real-
time system of big data and data analytics, concluding
with some guidance as to when policy analytics might
be considered an appropriate approach. This boundary
around the possibilities of policy analytics should supple-
ment the broader need to consider the appropriate place
for a policy analytic approach in the context of represen-
tative and deliberative democracy, social justice and eqg-
uity considerations, social diversity, and citizen privacy

rights, concerns that should temper any unexamined en-
thusiasm for policy analytics.

2. The Emergence of Policy Analytics within the Policy
Sciences

The modern policy analysis movement is based on an
integrated, multidisciplinary approach to the study of
public problems and the development of rational solu-
tions based on careful analysis of evidence (Lerner &
Lasswell, 1951). Decisions based on the best available ev-
idence and rigorous analysis should be better positioned
to address public problems than those based on anec-
dote, unsupported belief, or inaccurate data (Quade,
1975). From those origins, policy analysts have tradition-
ally been tasked with precisely defining policy problems,
collecting and analyzing data and evidence, supporting
political decision-making with advice, guiding faithful im-
plementation of those decisions, and objectively over-
seeing the evaluation of how effective those policy inter-
ventions were.

During the first quarter century of the policy analysis
movement, quantitative techniques became staples of
the theory and practice of policy analysis (Quade, 1980;
Radin, 2000). Despite these significant advances and suc-
cesses, debates over the perceived and proposed role
of policy analysis have persisted in the profession’s later
years (Dryzek, 1994; Stone, 1988). While technical, em-
pirical, quantitative policy analysis became increasingly
sophisticated during the 1970s, and since, high-profile
failures and the perceived inability to solve complex pub-
lic problems exposed the limits of positivist policy analy-
sis (May, 1992). Critics of positivism argued that the at-
tempt to model social interactions using mathematical
models was misguided (Amy, 1984), that policy analy-
sis was much more than data analysis (Meltsner, 1976;
Wildavsky, 1979), and that positivism was fundamentally
incapable of dealing with complex problems in a democ-
racy (Fischer, 1995). A “malaise...of the policy sciences”
crept into the discipline as its positivist, neo-classical eco-
nomics orientation seemed incapable of understanding
human behaviour, accommodating the democratic ex-
pectations of citizens, or remedying the increasing com-
plexity of policy problems (Deleon, 1994, p. 82). The pos-
itivist policy analysis hegemony was also undermined by
limitations in data availability and the tools of analysis
(Morgan, Henrion, & Small, 1992). Analysts inclined to-
wards quantitative methods longed for even more ro-
bust data, greater computational power, and the devel-
opment of more technically sophisticated policy analysis
throughout government and wider policy circles (Morgdl,
2001). Some of those goals appear to have been attained
in the digital era, with the growth of big data arising from
the ubiquitous deployment of networked computing de-
vices throughout society and increased data analytic ca-
pacity to manage the resulting flood of data.

Definitions of ‘big data’ abound (Dutcher, 2014;
Fredriksson, Mubarak, Tuohimaa, & Zhan, 2017; Ward &
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Barker, 2013), with most focusing on its characteristics—
especially the large volume of data, its continuous flow at
high velocity, and the variety of data available—and oth-
ers pointing to the complexity of combined data sets and
their value in revealing previously undetectable patterns.
What emerges, however, from the policy analytics litera-
ture is a frequent conflation of ‘big data’ with ‘large’ data
collections such as a census. While this reflects the cur-
rent state of the art, our concept of big data draws espe-
cially on the velocity and variety (and, consequently, the
large volume) of data as the foundation for a policy ana-
lytic approach that centres on a real-time understanding
and interaction with the policy environment.

With the emergence and expansion of the Internet
and the range of digital technologies that have been de-
ployed in recent years, analysts now have access to a
wide range of policy-relevant big data. These technolo-
gies and their users generate a variety of signals through
devices like mobile smartphones, Internet of Things
(loT) devices, personal wearables, electronic transaction
cards, in situ sensors, web search and web traffic, and
social media. Massive amounts of data are now gener-
ated continuously through the daily activities of individ-
uals, from their interactions with web services and so-
cial media platforms, purchasing behaviour and trans-
portation choices revealed through electronic transac-
tion cards, movement and interaction captured through
mobile smartphones and wearables, behavioural choices
measured through loT consumer products, a range of
measurements captured by sensors, satellite remote
sensing, counters, and smart meters, and the interac-
tions of people and devices with control technology. The
accumulation of these signals, and associated metadata
such as geolocation information and time stamps, results
in a previously unimaginable amount of data, precisely
measured from multiple perspectives, and captured in
real time. Advances in data storage technologies now
make it possible to preserve increasing amounts of data,
and faster data transfer rates allow for cloud comput-
ing at low cost. We can now capture, store, and process
data—in volumes previously unimaginable, from ubiqui-
tous sources, with continuous flow, observed through
multiple channels—and have increased capacity to man-
age, analyze, and understand these new data sources
(Lazer et al., 2009). Not only has the volume of data
and our ability to analyze it changed. The same tech-
nologies that allow for real-time data capture from the
field provide a mechanism to communicate policy sig-
nals outward to actors, agents, and those devices, serv-
ing again to gather further data that measure reaction
to those signals. With the stages thus joined up, policy
formulation can be connected with implementation and
evaluation processes in a continuous and real-time cycle
of ideation, experimentation, evaluation, and reformula-
tion (Pirog, 2014). New digital tools, platforms, and the
data they generate allow for a seamless linking of the dis-
crete stages of the policy cycle into a continuous, real-
time, feedback cycle of problem identification, tool mod-

ification, system monitoring, and evaluation. This tech-
nology revolution offers the potential to revive and ex-
tend the positivist tradition in policy analysis and offer
improved support for policymaking through an approach
we call ‘policy analytics’.

To be certain, there are competing conceptualiza-
tions of what policy analytics implies (Daniell et al., 2016;
De Marchi et al.,, 2016; Tsoukias et al., 2013). While
referred to inter alia as ‘big data’ applied to public
policy and administration (Einav & Levin, 2014a; Giest,
2017; Hochtl et al., 2016; Kim, Trimi, & Chung, 2014;
Kitchin, 2014; Mergel et al., 2016), ‘computational so-
cial sciences’ (Lazer et al., 2009), and ‘policy informatics’
(Johnston, 2015), the term policy analytics is used here
to emphasize the combination of new sources and forms
of policy-relevant big data with the use of new analytic
techniques and capacity to affect policymaking through-
out the entire policy cycle. Some definitions stretch the
definition of ‘big data’ to include traditional—albeit very
large—government ‘large data’ collections such as cen-
suses, taxation data, social security records, health in-
formation, and survey data (Daniell et al., 2016). Some
perspectives emphasise this supplementing of large data
with big data, where datasets are linked with the aim of
identifying previously undiscovered patterns and corre-
lations at the problem identification and analysis stages
(Hochtl et al., 2016; Janssen & Kuk, 2016a). Others fo-
cus on high volume real-time big data, combined with
highly structured administrative large data, for deriv-
ing insights for operations and public service delivery
(Joseph & Johnson, 2013; Mergel et al., 2016).

The harvesting of big data, coupled with advances
in technology and scientific developments for managing
that data, emerged first in the private sector under the
heading ‘business analytics’, with analytics serving as an
umbrella term for statistical methods and approaches
including statistics, data mining, machine learning, busi-
ness intelligence, knowledge management, decision sup-
port systems, operations research, and decision analy-
sis. Key to the development of business intelligence was
that this intelligence was useful if it led to action that
was immediate and the impact of that action measurable
(Longo, 2018; McAfee, Brynjolfsson, Davenport, Patil, &
Barton, 2012). When eventually applied to public policy
problems, this led to the concept of ‘policy analytics’ de-
noting the development and application of data analytic
skills, methods, and technologies, supporting stakehold-
ers with meaningful and informative analysis at any stage
of the policy cycle (De Marchi et al., 2016; Tsoukias et al.,
2013). Pirog (2014) envisions the extension of previously
developed quantitative methods through the linking of
government administrative records, data from natural
science fields such as biology and neuropsychology, and
geospatial data ushering in a dramatic advance in pol-
icy research. Giest (2017) gives examples from different
policy domains—health, education, climate change, and
crisis management—and identifies a mix of data, tech-
nology, and expertise that could result in important ad-
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vances in the science of policymaking. Thus, based on
the literature that has emerged to date from both busi-
ness analytics and policy analytics, we define policy an-
alytics as the use of new sources and forms of policy-
relevant big data combined with advanced analytics tech-
niques and capacity, taking advantage of ubiquitous com-
munication methods to reduce the time delay amongst
stages of the policy cycle, aimed at better addressing
public problems.

In adopting the tools of policy analytics, governments
are mirroring the actions of private sector firms that use
big data to better understand people’s behaviour. Ex-
amples include encouraging users to return to a web-
page, click on an ad, buy a product and a subsequent
product, purchase a service, or watch a movie because
they watched a similar one (McAfee et al., 2012). Data
analytics can also be used to judge who is a worthy
credit risk, who would be a good person to hire, and
who would make an ideal mate (Mittelstadt, Allo, Taddeo,
Wachter, & Floridi, 2016; Tufekci, 2014). Despite these
early successes and enthusiasm for the possibilities of
policy analytics, a number of questions and barriers to
their use have emerged that should temper any unex-
amined enthusiasm (Noveck, 2018). Among these are
concerns over privacy and security of citizens’ data (Kim
et al., 2014), proper and efficient permissioning to facil-
itate use by public servants (Welch, Hinnant, & Moon,
2005), weak data skills among public servants and a
reliance on external consultants and contract data an-
alysts (Dunleavy, Margetts, Bastow, & Tinkler, 2006),
faulty analysis where strong correlations are valued over
preliminary causal explanations (Harford, 2014), ques-
tions about big data representativeness as new digital
divides emerge that undermine the possible democra-
tizing effects of policy analytics (Longo, Kuras, Smith,
Hondula, & Johnston, 2017), establishing the prove-
nance of big data so that stakeholders and decision
makers can understand where the evidence came from
(Javed, McClatchey, Khan, & Shamdasani, 2018), opacity
in policymaking by algorithm (Kitchin, 2017; Mittelstadt
et al., 2016; Pasquale, 2015), bias in algorithms and ma-
chine learning (Koene, 2017), an over-reliance on data
for decision-making in situations where values are impor-
tant (Majone, 1989; Shulock, 1999), and its inverse, ig-
noring data in decision-making (Harsin, 2015; Tingling &
Brydon, 2010).

Policy analytics represents a persuasive combina-
tion of advanced digital technology and modern be-
havioural science. But it has emerged alongside volatile
and untrustworthy information and communications
technologies reshaping shifting perceptions and redirect-
ing changing beliefs, driving the evolving preferences
that must be reflected in contested metrics for signalling
social welfare and community wellbeing. In assessing
this challenge, it is necessary to consider what kinds of
public reasons can legitimately support the authoritative
exercise of delegated public power in a political setting
marked by a lack of consensus within a divided society.

As the potential dangers of the big data industry begin
to be revealed and slowly understood (Persily, 2017), the
question that must be asked of government is whether
the benefits of policy analytics outweigh the potential
downsides (Boyd & Crawford, 2012). This challenge is,
of course, just one facet of the broader social question
of what it means to retain meaningful human control of
technocratic instruments, including autonomous and in-
telligent systems, in a world where the exercise of human
agency is increasingly distanced from consequences and
individual responsibility.

3. Policy Analytics in Practice

Policy analytics can take a range of approaches. Perhaps
the simplest, first line of analysis lies in social media
monitoring or ‘social listening’ to analyze and respond
to citizen’s preferences, experiences, articulated values,
and behaviours (Charalabidis, Loukis, Androutsopoulou,
Karkaletsis, & Triantafillou, 2014; Grubmidiller, Gotsch, &
Krieger, 2013; Prpi¢, Taeihagh, & Melton, 2015). Social
listening involves searching and monitoring social media
for words, phrases, hashtags, or mentions of government
accounts or persons. This approach is becoming increas-
ingly popular with governments seeking to gauge pub-
lic perception and better appreciate why citizens have
the attitudes they do and how these attitudes change
over time (Longo, 2017; Paris & Wan, 2011). Further
analysis can centre on the assessment of sentiment and
meaning, clustering opinion to reveal network properties
and make sense of public opinion (Till, Longo, Dobell, &
Driessen, 2014).

Venturing deeper, predictive analytics can serve as
an input into framing a policy problem before it is appre-
hended as such, indicating where a need is being unmet,
or where an emerging problem might be countered early.
As a big data analytics form of forecasting (Sims, 1986)
now referred to as nowcasting (Choi & Varian, 2012), pre-
dictive analytics is based on the argument that analysis
of past performance can reveal a probable outcome that
can be expected from continuing to pursue the same
approach (i.e., doing nothing). Some recent initiatives
show the possibilities for success, for example in reduc-
ing administrative failures (Behavioural Insights Team,
2012) and understanding social dynamics (Bond et al.,
2012). The combination of digital signals and new ana-
lytic techniques can help in understanding and predict-
ing behavior in contexts such as crime (Chan & Bennett
Moses, 2015), energy use (Zhou & Yang, 2016), migra-
tion (e.g., the use of email, social media, web search,
and geolocation have been used to infer migration flows;
see Gerland, 2015; Raymer, Wisniowski, Forster, Smith,
& Bijak, 2013; Verhulst & Young, 2018), urban planning
(Kitchin, 2014), and public health (Khoury & loannidis,
2014; Murdoch & Detsky, 2013).

Policy experimentation builds on the idea of policy
incrementalism (Lindblom, 1959), with a long history of
examples of trials, experiments, and pilots of varying
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scale and precision, and a renewed enthusiasm in juris-
dictions from the United Kingdom (Breckon, 2015) to
Canada (Monafu, Chan, & Turnbull, 2018). Real-time ex-
perimental policy analytics takes advantage of new big
data sources, coupled with data analytics techniques,
bringing together all the discrete stages of the policy cy-
cle into one continuous process. While a policy problem
is being observed, interventions would also be underway
using the same devices used to collect the data, with
their impact on the problem becoming part of the ev-
idence base for further modifying the policy variables.
These further modifications would also be observed for
their impact, as the system response to the policy inter-
vention moved closer to the policy target or equilibrium
(Esperanza & Dirk, 2014). An intriguing application of pol-
icy analytics from transportation management can be
seen in the evolution from high-occupancy vehicle (HOV)
lanes to high-occupancy smart toll (HOST) lanes (Longo
& McNutt, 2018).

Shi, Ai and Cao (2017) argue that some policy ana-
lytic methods are better suited to particular stages of the
policy cycle than others, and provide several examples
to support their claim. Cognitive mapping, text mining,
and understanding public attitudes through geo-specific
Google search-query data (Lee, Kim, & Lee, 2016) are ap-
plicable to the agenda-setting phase, participatory plan-
ning in the decision phase, and remote sensing, smart
metering, or participatory GIS to monitoring and evalua-
tion phases. Decision support systems to collect, manage,
and analyze data (e.g., a space-air-ground big data traf-
fic system that includes people, vehicles, and road con-
ditions using data from satellite sensing, aerial photog-
raphy, aerial drone sensors, cameras, transponders, and
smartphones) can support overall transportation policy
implementation, law enforcement, and emergency re-
sponse (Xiong et al., 2016). A groundwater web portal
that combines legacy data, community-sourced ground-
water information, and government open data provides
real-time information to the public, and tools for data
querying and visualization to support decision-making
and community engagement (Dahlhaus et al., 2016).
A big data archive covering more than 43 million soldiers,
veterans, and their family members provides a founda-
tion for the examination of the causes and consequences
of PTSD (Vie, Griffith, Scheier, Lester, & Seligman, 2013).

In some cases, policy evaluation can be undertaken
using policy analytics. Lu, Chen, Ho and Wang (2016)
analyze 2 million construction waste disposal records
to assess the disparity between public and private op-
erator performance, with contractors operating in pub-
lic projects performing better than those in private
projects. In transportation management, cases from the
Netherlands and Sweden show that automated smart-
card and vehicle positioning data provide for better un-
derstanding of passenger needs and behaviours, system
performance, and real-time conditions in order to sup-
port planning and operational processes (Van Oort &
Cats, 2015).

Participatory policy analytics can take the form of
sentiment analysis, mined from Internet content includ-
ing social media, used to gauge how the public values
alternative outcomes. Beyond simplistic exercises such
as counting ‘likes’ and ‘mentions’, the example of min-
ing Yelp restaurant reviews as a supplement (and po-
tential replacement) for public health inspections (Kang,
Kuznetsova, Luca, & Choi, 2013) shows that mining of
large volumes of text contributions from citizens con-
cerning government policies can extract opinions and
knowledge useful for policy purposes (Maragoudakis,
Loukis, & Charalabidis, 2011).

Poel, Meyer and Schroeder (2018) present the results
of a recent project that scanned for big data policymak-
ing examples, noting the heightened interest in big data
for policymaking in recent years, though acknowledging
that there are still few good examples available. They
analyze 58 data-driven cases, with a focus on national
and international policy initiatives, and highlight persis-
tent challenges: data representativeness, validity of re-
sults, gaps in citizen engagement, and weak data anal-
ysis skills. While most examples do not tread on per-
sonally identifiable data, privacy protection remains a
concern due to re-identification/de-anonymization risks
(de Montjoye, Hidalgo, Verleysen, & Blondel, 2013;
Narayanan & Shmatikov, 2008). More generally, using
big data for policy purposes revives concerns about tech-
nocracy, technoscience, policy-based evidence making,
and the influence of lobby groups. The most prominent
area Poel et al. (2018) identify centres on government
transparency initiatives supported by the publication of
open data on procurement, having the objective of re-
vealing government corruption. A smaller number of ini-
tiatives focus on operational policy areas such as budget-
ing, economic and financial affairs, and transportation.
Remaining initiatives cover policy areas such as health,
education, research, justice, and social affairs. Almost
half of the initiatives scanned focus primarily on the early
stages of the policy cycle (e.g., sentiment analysis via
Twitter to support agenda setting and problem analysis),
with others supporting policy design, implementation,
and monitoring. Observing traffic patterns via sensors
and mobile phone data, and using administrative data
to monitor transportation and environmental policies,
were also highlighted. However, as most of the projects
scanned in Poel et al. (2018) use data formats such as
spreadsheets, and data analysis is limited to descriptive
statistics or occasional visualizations with few examples
of techniques such as machine learning or algorithmic re-
sponse, the boundary in this survey between ‘large data’
and ‘big data’ appears fluid.

Schintler and Kulkarni (2014) review the range of ar-
guments for and against the use of big data in policy
analysis, and offer examples to illustrate some of the
positive features. The ‘Billion Prices Project’ uses web-
sourced price information from retailers across multiple
countries and sectors to generate daily estimates of in-
flation, providing a real-time price index as opposed to
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the periodic figures produced by national statistical agen-
cies (Cavallo & Rigobon, 2016). The ‘Global Forest Watch’
project processes hundreds of millions of satellite images
as well as data from people on the ground to generate
real-time estimates of tree loss that are more precise
than those produced from other approaches (Hartmann
et al., 2018). The near real-time data are available freely
online, and have been used to measure global deforesta-
tion rates, detect illegal clearing activity and burning, and
monitor corporate sustainable forestry commitments.

Daniell et al. (2016) point towards examples of pol-
icy analytics for formulation or delivery in the areas of
health resource allocation (Aringhieri, Carello, & Morale,
2016), sentiment analysis and opinion mining (Alfaro,
Cano-Montero, Gémez, Moguerza, & Ortega, 2016), us-
ing behavioral information to encourage energy effi-
ciency, precision government services (Hondula, Kuras,
Longo, & Johnston, 2017), identifying social service and
public information ‘deserts’ (Entwistle, 2003), and pro-
moting smart cities (Kumar, Nguyen, & Teo, 2016). Ad-
ditional examples are being tested, and stand as poten-
tial opportunities for applied policy analytics, from us-
ing smart electricity meters to incentivize conservation
behaviour and reduce peak-load demand (Blumsack &
Fernandez, 2012; Newsham & Bowker, 2010), to possi-
bilities such as creating on-demand local public trans-
portation services (Murphy, 2016). The Joint Statistical
Research Program of the US Internal Revenue Service en-
ables studies that use long panels of tax returns to ob-
serve individuals over time with a view to revealing po-
tential policy initiatives (Jarmin & O’Hara, 2016).

The principles of nudge theory are being applied in
dynamic ways that take advantage of the powerful de-
vices ubiquitously moving around us to measure the envi-
ronment, along with individual behavior and health con-
ditions, to intervene by sending information to the indi-
vidual via devices such as their smartphone in order to
change a behavior (Katapally et al., 2018). Smart devices
can be deployed to monitor behaviour in teams to im-
prove performance (Pentland, 2012), or monitoring stu-
dent engagement to improve learning outcomes (Crosby
& lkehara, 2015).

The recent advances in Artificial Intelligence (Al) that
we are currently experiencing—e.g., autonomous vehi-
cles, facial recognition—have accelerated due to the
combined developments of big data and analytics, espe-
cially machine learning. However, the origins of Al, and
concerns over its adoption in public policy and admin-
istration, are much deeper. The early promise of Al in
public sector practice centred on providing decision sup-
port for public managers (e.g., Barth & Arnold, 1999;
Hadden, 1986; Hurley & Wallace, 1986; Jahoda, 1986;
Masuch & LaPotin, 1989) but failed to materialize in any
meaningful way. While the early promises of Al went un-
fulfilled, there have been dramatic advances in Al in re-
cent years (Russell & Norvig, 2009) that could have im-
portant consequence for public management and gover-
nance. A key contributing factor to increasing maturity

of Al technologies and the viability of Al application to
public policy and administration is the increased avail-
ability of data that can be used to further machine learn-
ing. As algorithms become more widely used, increas-
ingly autonomous, and invisible to those affected by
their decisions, their status as impartial public servants
becomes more difficult to monitor for bias or discrimina-
tion (Janssen & Kuk, 2016b). Today, Al systems are be-
ing used to detect irregularities, with aims such as reduc-
ing fraud and errors in service processing (Maciejewski,
2017). An even more speculative example (Death, 2015)
addresses challenges of watershed governance, envisag-
ing the application of Al to the continuous monitoring
of complex streamflow dynamics and water chemistry
and quality as part of decision support systems for com-
munities concerned with environmental flows as well as
crucial water supply. The possible extension to Artificial
Intelligence that could offer, autonomously, better deci-
sions than the community might make in resolving the
conflicts around the vital tradeoffs among the many in-
terests, human and ecological—as well, perhaps, as the
rights of the river itself—is a topic of ongoing debate. Re-
latedly, the question of meaningful human involvement
in decisions related to problems of human security has
been addressed in a recent report on the role of Al in nu-
clear war (Geist & Lohn, 2018).

4. Discussion

Given the scan of examples of policy analytics in practice,
where does this revision to the policy analysis model fit
in the modern governance toolkit, and what do the ex-
amples of successful policy analytics applications tell us
about the possibilities for its future, and the limitations
it will likely face?

We must be careful not to overstate what policy ana-
lytics can tell us. Take, for example, the rhetoric around
predictive analytics (Gandomi & Haider, 2015), which
can serve as an input into framing a policy problem be-
fore it is apprehended as such. In ‘predictive policing’,
where potential crimes, offenders, and victims are iden-
tified a priori, police resources can be directed proac-
tively (Brayne, 2017; Perry, Mclnnis, Price, Smith, &
Hollywood, 2013). The inherent complexities of social,
economic, and behavioural phenomena, however, make
policy prediction essentially impossible (Sawyer, 2005).
While modeling for purposes of forecasting (Sims, 1986)
and related approaches such as backcasting (Robinson,
1982) can serve as useful tools in policy analysis, and
these techniques have improved with the increase in
available data and growth in analytical capacity (Einav &
Levin, 2014b; Wang, Kung, & Byrd, 2018), there are ob-
vious limits on our ability to predict the future. Predic-
tive models are necessarily abstractions from reality, and
cannot feasibly include all individual and system factors.
More likely are qualitative statements (including proba-
bility statements as to likelihood) about the direction of
predicted change, including indications about possible
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unexpected outcomes. These are useful for policy anal-
ysis, especially in highly uncertain environments where
unlikely events may still yield catastrophic outcomes.

It should be obvious that the proposed policy analytic
approach will not solve all policy challenges. Despite the
power of modern digital technology, a number of limita-
tions and caveats remain. While more, and more accu-
rate, evidence can improve our understanding and form
the basis for better policy, we should not conflate the vol-
ume of big data with its representativeness. Despite the
mesh of sensors that act as the collection net for policy-
relevant data, there is the risk that those without the
right devices or engaged in the targeted behavior may be
rendered “digitally invisible” in the movement towards
rapid policy design (Longo et al., 2017, p. 76). There are
also a number of technical limits to assembling robust
big data sets including challenges in data acquisition (es-
pecially where much of the really valuable data is closely
guarded by private companies; (Golder & Macy, 2014;
Verhulst & Young, 2018), data interoperability problems
(Miller & Tucker, 2014), and legitimate privacy protec-
tions that place prohibitions on the sharing of data out-
side of programs or departments, or even on combining
datasets behind protective firewalls. Even if data cover-
age is comprehensive, big data hubris can produce policy
errors (Lazer, Kennedy, King, & Vespignani, 2014). Tradi-
tional social science designs research instruments to col-
lect data in order to test a hypothesis, whereas big data
analytics seeks to identify relationships (Wigan & Clarke,
2013). And the risk of apophenia—the seeing of patterns
in random data—can lead policymakers to identify corre-
lations that are easily mistaken for causal relationships
(Boyd & Crawford, 2012).

Shi et al. (2017, p. 552) note that “only a few gov-
ernment decisions have already benefited from the sys-
tematic use of masses of data and evidence, and of
cutting-edge modelling”, with the norm being to rely on
traditional forms of policy analysis. Several challenges
are noted, centring on the democratic underpinnings
of policy analysis. Since public sector problems typically
involve making decisions on behalf of society at large,
involving the allocation of public resources (Lerner &
Lasswell, 1951), policy analytics must balance the need
for robust analysis with the need to satisfy legitimacy
expectations, transparency requirements, and opportu-
nities for citizen participation.

Thus the policy analytics model—of the rapid proto-
type based on a digitally enabled system of communi-
cation, feedback, analytics and tool modification—does
not apply across a wide range of policy problems or do-
mains. Many policy areas are not amenable to minor pol-
icy tool modifications that can be communicated digitally.
Few policy systems form such a tight linkage between a
minor modification of a policy signal and an immediately
detectable response from the system under observation,
instead operating across long timescales between policy
intervention and system response. Policy analytics is well
suited to the digital realm of approaches such as A/B

testing of government citizen service websites (Longo,
2018), whereas many policy decisions entail actions that
have significant consequences diffused over many sec-
tors. More often than not, the policy environment will
be complex beyond the capabilities of even the most ad-
vanced analytics. The possibility of policy experimenta-
tion will apply in a limited set of circumstances, especially
where legitimate ethical concerns could be raised.

Consider the 4-quadrant diagram in Figure 1, with
the horizontal axis running from micro or local scale on
the left through regional or meso-scale to global scale
on the right, and the vertical axis from certainty as to
system structure and environment at the bottom to pro-
found uncertainty at the top. In the top right quadrant
(high uncertainty, global scale) one has ‘wicked prob-
lems’, ‘messes’, concerns of post-normal science facing
all the challenges of affective conflict and democratic dis-
sent. Examples might be climate change, global hydrolog-
ical cycle, poverty and inequality. But even in these chal-
lenging settings one can look to rapidly increasing com-
putational capacity to develop decision support systems.
To the extent that agreement can be achieved on appro-
priate policy objectives and instruments, there can be re-
alistic ambitions for real-time policy analytic systems.

In the top left quadrant, more inclusive community
engagement and deliberation, building on increasingly
sophisticated decision-support systems, is feasible, but
again expectations of integrated data analytic/policy an-
alytic systems running on a real-time basis must rest on
hopes for inclusive and collaborative policy formation
processes building agreement on legitimate and accept-
able policy objectives and norms of implementation. The
lower right quadrant might be thought largely empty
for the moment: there appear to be few global scale
challenges for which one can have reasonable certainty
around system structure and environment, except per-
haps international agreements on classification systems
or the like. But even here, as international agreements
grow in number and specificity, policy analytic meth-
ods for monitoring and certifying compliance are increas-
ingly significant.

Nevertheless, it seems that it is in the lower left quad-
rant, with reasonable certainty around the nature and
context of micro or local scale problems that big data,
data analytics and policy analytics can best support on-
going experimentation, continuous learning, policy for-
mation, and adaptive management with effective imple-
mentation, monitoring and enforcement. Focusing on
this quadrant, how might its boundaries evolve and ex-
pand? Evidently the operational problems faced in man-
aging the direct provision of services at local level are
more amenable to such experimentally-based adaptive
control and self-regulation than for the problems that
have to be addressed through cooperative federalism or
similar institutional arrangements for negotiation among
authoritative political units at different scales. Although
the professional effort to differentiate the ‘policy de-
sign’ product from the more traditional language calls
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Figure 1. The applicability of policy analytics across scale and complexity.

attention more to the implementation end of the cycle
than to the formulation portion, the bigger challenge
for the rapid adaptation of design in response to user
experience lies in the varied and slow instruments for
implementing change in the operations of representa-
tive government, legitimately and with ongoing account-
ability. The fuzzy boundaries that separate a summative
evaluation cycle for Cabinets or executive authorities
from a formative evaluation cycle for management ex-
ercising delegated authority in decisions at small (how
small?) scale might suggests limits to policy analytics—
but they also suggest the potential of machine learn-
ing and autonomous and intelligent systems in pushing
those boundaries far outward. The science fiction as-
pects of Joe Al, analyst, or Jane Al, authoritative decision-
maker—and the challenges of teaching her/it in new
schools of public policy—may be with us much sooner
than expected, with consequent rapid advance in the
spread of policy analytics as integrated system.

5. Conclusion
This article began with a quotation from a leading busi-

ness magazine in 1973 that enthused about the possi-
bilities of a policy supertool that then appeared immi-

nent. That quotation was cited in a commentary from the
Honourable C. M. Drury (then President of the Treasury
Board of Canada—the agency charged with the develop-
ment of tools for policy analysis and decision support in
the Government of Canada at the time) in the inaugu-
ral issue of the journal Canadian Public Policy. In reac-
tion to the fantastic possibilities envisaged, the Minister
suggested that “While we may all have our occasional
doubts about the advice offered by our traditional public
servants, | am certainly not yet ready to trade them in on
the strength of this promise!” (Drury, 1975, p. 91).

Almost a half-century later, does policy analytics rep-
resent the delayed realisation of that promised policy su-
pertool, or yet another misplaced enthusiasm? Daniell
et al. (2016, p. 11) conclude their special issue of policy
analytics in practice with the consideration “that analyt-
ics have been somehow oversold”, that political decision
making can be overcome by masses of data, and deep
analytics, producing automated solutions to any public
problem. While evidence is important, decision making
still requires judgment. New initiatives can be informed
by past experience, but still require careful experimenta-
tion to avoid large implementation failures.

The emerging examples may be persuasive in their
particular domains. But many of the problems con-
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fronted by policy analysts are indeed wicked problems
involving differing time scales in complex systems where
the effects of policy interventions on decisions and be-
haviour are unclear, uncertain, and of unknown duration.
Much more crucially, agreement on the objectives or pur-
poses of policy is usually lacking, and interests around
the nature or instruments of policy intervention are con-
flicted. Not all policy environments are compatible with
the policy analytics model. Much work remains to be
done before we find the proper place for this promising
development in an increasingly post-positivist, post-fact,
post-truth world.
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1. Introduction

The claims made for big data in business contexts are well
established (e.g., Mayer-Schonberger & Cukier, 2013).
Kitchin (2014b) discusses the powerful sets of discourses
that are employed to support the application of big
data to realise tangible improvements to business pro-
cesses, products and profits. These include, but are not
limited to, the ability of big data technologies to en-
hance logistics planning, reduce inefficiencies, under-
stand customer preferences, target products and ser-
vices to new and existing markets and combat fraud
(Kitchin, 2014b, pp. 117-123). More recently, attention
has turned to the potential of big data for policymaking
settings (e.g., United Kingdom [UK] Parliament, 2015),
and the challenges involved in harnessing this poten-
tial to realise policy aims and objectives for the pub-
lic good (Janssen, Konopnicki, Snowdon, & Adegboyega,
2017; Kennedy, Moss, Birchall, & Moshonas, 2015; Mal-
omo & Sena, 2016; Schintler & Kulkarni, 2014). Admin-

istrative (open) data is particularly prominent in Poel,
Meyer and Schroeder’s (2018) analysis of the use of
big data in policymaking, being used in two thirds of
the 58 such initiatives they identified. Questions have
been raised about how and where in the ‘policy cycle’
big data-derived analysis could feed in (Hochtl, Parycek,
& Schollhammer, 2015), with increasing emphasis be-
ing placed on the role that data can play in predicting
need and defining policy priorities for the future (Giest,
2017; Malomo & Sena, 2016). This work usefully disag-
gregates the applications of data, moves beyond rhetoric
and opens up thinking about the spaces for data science
to inform policymaking.

However, policymaking processes are not straightfor-
ward or linear, and there is a need to theorise the social
contexts of both data production and policymaking to
understand the boundaries and barriers to big data for
policy in practice. We set out to reveal the temporally-
specific and contingent ways in which data are artic-
ulated in the demand for evidence, and discuss how

Politics and Governance, 2018, Volume 6, Issue 4, Pages 18-28

18



& coGITATIO

the practices and preoccupations of policymaking both
shape and are being shaped by the promise of data.

The article unfolds as follows. We begin (in section
two) by rehearsing the claims that have been made
about big data, and that have sought to give this ubiqui-
tous but simultaneously elusive term some definitional
clarity. We focus on claims made about the promise of
data for policymaking, and problematize assumptions
of linear and rational policymaking processes into and
through which data science can flow. We rather propose
a counter theory of policymaking as struggles over the
right to advance ideas about policy; why it is needed,
what it should do, for whom, how and to what end
(Carmel & Papadopoulos, 2003). We argue that it is in
these deeply value-laden and political contexts that data
are produced and repurposed, and insights are allowed,
or otherwise, to be admitted as a form of evidence.

Section three briefly describes the participatory ac-
tion research approach adopted in this project and de-
tails the partnership and processes by which the project
progressed. Section four presents findings and reflec-
tions from the project; focusing on the ways in which
datais constituted as relevant to policymaking, the terms
on which its use is resisted; and the importance of rela-
tionships of trust to underpin data processes in practice.
We conclude in section five by discussing the significance
of the social context of both data generation and policy-
making to explain what can actually be done with data in
policy settings.

2. Big Data and Policy Making

Conventional attempts to define big data have tended
to focus primarily on its characteristics; initially empha-
sising its volume, variety, and velocity (see Kitchin &
McArdle, 2016). A more recent proliferation of charac-
teristics identified with big data (e.g., Uprichard, 2013)
has rendered the term more, rather than less, opaque
(Kitchin & McArdle, 2016). In an attempt to isolate the
most salient qualities of big data, Kitchin (2014b) stresses
the distinction between small data sources—based on a
population sample, infrequently collected and processed
slowly and periodically—and big data that is both exhaus-
tive (n = all) and generated and reported in close to real
time. For Kitchin and McArdle (2016) the two most im-
portant characteristics of big data sources are exhaustiv-
ity and velocity.

Consideration of the sources of data has also been
used to ground understanding of what is commonly
considered to constitute big data (Connelly, Playford,
Gayle, & Dibben, 2016). Data are being generated from
a greater variety of sources than ever before (Kitchin,
2014a). Some of this data is what Mayer-Schonberger
& Cukier (2013, p. 113) refer to as ‘data exhaust’; the
by-product of people’s digital activities and interactions
(e.g., financial transactions and social media activity), re-
purposed to another end. For Connelly et al. (2016), the
‘found’ nature of big data, and its ability to be valuably re-

purposed, is a significant feature. They differentiate be-
tween data that is ‘made’ by social scientists to study
the social world, and data generated for entirely differ-
ent purposes yet possessing considerable research utility
(see also Cowls & Schroeder, 2015).

The identification of a wide array of characteristics
and sources of big data conveys a sense of its ubiquity,
but also the extent to which it has defied definitional clar-
ity. Recent scholarship has begun to systematise ‘types’
of big data according to the types of traits that it pos-
sesses (Connelly et al., 2016; Kitchin & McArdle, 2016).
Both of these articles identify multiple types or forms
of big data. In particular, Connelly et al. (2016) assess
the extent to which administrative data, a form of data
derived in the process of administering services and sys-
tems and commonly held by UK government (nationally
and locally) and other public sector bodies, can be con-
sidered one form of big data. They argue that it meets
the conditions because it is often exhaustive, highly gran-
ular, large (as a consequence of being both exhaustive
and highly granular), messy and unstructured and, impor-
tantly, found and repurposed rather than made (see also
Kitchin & McArdle, 2016; Malomo & Sena, 2016).

We would agree with this assessment. In our experi-
ence, working with statutory bodies in the South West of
England, we found that local government administrative
data, particularly when integrated with other forms of
demographic, contextual and unstructured data, demon-
strated many of the characteristic of big data. Data re-
lating to, for instance, primary and secondary health
care, social benefit claims, and the delivery of public
services, cover the entire population (i.e., all patients,
claimants and service recipients within an administra-
tive boundary). In addition, administrative data are of-
ten produced in real time and can be extracted for use
at frequencies close to real time. They are granular to
the extent that they are individual-level and contain ex-
tensive fields; including details of service use, as well
as demographic, service process and background infor-
mation. Granularity is enhanced further where data is
linked and integrated, and we found that some datasets
contained both structured and unstructured data (e.g.,
case notes and service user comments and feedback).
Most importantly, however, these data were found to
be of value to social science research and policymaking,
rather than made.

Furthermore, and in line with other scholars that
have focused on the benefits of big data for policymak-
ing, we include administrative data as a source of big
data—particularly where it is linked and integrated with
other data sources—on the grounds of its particular rele-
vance and value for policy (Connelly et al., 2016; Poel et
al., 2018). Administrative records provide governments
at all levels in the UK with unique access to diverse data
generated on the people and communities they serve,
and there is a growing literature on the application of
these kinds of data in policy settings (Janssen et al., 2017;
Malomo & Sena, 2016; Poel et al., 2018).
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Current data initiatives are accompanied by power-
ful rhetoric about the significance of big data for pol-
icy, emanating from within policymaking communities. In
2015, the UK Parliament identified harnessing the bene-
fits of big data as a key issue for government(s); describ-
ing data as “the new oil” (UK Parliament, 2015) and, just
as is the case in business contexts, here too the claims
for the possibilities afforded by big data are expansive.
Stephan Shakespeare, in his review of Public Sector Infor-
mation, enthusiastically asserts that “from data we will
get the cure for cancer as well as better hospitals; schools
that adapt to children’s needs making them happier and
smarter; better policing and safer homes; and of course
jobs” (Shakespeare, 2013, p. 5). Thus, as well as imply-
ing a set of characteristics, the term ‘Big Data’—coined
in the context of a data revolution that government(s) in
the UK are keen to capitalise on—is also pervaded by a set
of strongly held and asserted beliefs about the purposes
to which data can be put and the ends that are envisaged
(Kitchin, 2014b; Markus & Topi, 2015). Markus and Topi
(2015) contend that definitions should acknowledge big
data as more than sets of data with particular characteris-
tics that require novel analytical techniques, and equally
recognise the ideas that seek to inspire its use (see also
boyd & Crawford, 2012). They argue for viewing big data
as, “a cluster or assemblage of data-related ideas, re-
sources and practices” (Markus & Topi, 2015, p. 3).

Optimistic claims for the potential of big data tend
to obscure challenges associated with its use. At the
most extreme, big data advocates promote a view that
data—in great enough volume and when properly inter-
rogated—can “speak for themselves” (Anderson, 2008),
and that this may be a welcome step forward for evid-
ence-based policymaking (Mayer-Schénberger & Cukier,
2013). More recently, more critical approaches have
questioned the portrayal of data as neutral and data sci-
ence as objective; raising the politics of data capture
and analysis.

A growing critical data studies literature (lliadis &
Russo, 2016) has emphasised that data is generated, cu-
rated, processed and interpreted through frameworks
that determine what is constituted as data and how it
can be translated into information (boyd & Crawford,
2012; Kitchin, 2014a). Such frameworks are inherently
political because of what they count and what they leave
out, what they make visible and what they render invisi-
ble; particularly when being visible and counted is a nec-
essary precondition in qualifying for political, economic
and social resources. As Johnson (2015) states: “the abil-
ity to make one’s group, and one’s interests legible to the
state, organizations, or other individuals is increasingly
determined by where one stands in the data”.

Kennedy et al. (2015, p. 175) point to a widespread
awareness—particularly among social scientists—of the
ways in which data is shaped and given value by the con-
text in which it is produced and the methods by which it
is aligned, processed and analysed. Following them, we
sought to understand the extent to which data, and the

techniques for extracting meaning from it, came under
critical examination in the practices and processes of pol-
icymaking. We note that the claims regarding the poten-
tial of big data for policymaking are often disconnected
from the sets of ideas, resources and practices involved
in data application to policy. This article is concerned
with understanding the narratives, processes and prac-
tices by which data can meaningfully grease the wheels
of decision-making in policy settings.

Recent scholarship has sought to identify opportuni-
ties for big data insights to inform policymaking, by focus-
ing on the stages of the policy cycle most amenable to
injections of data-derived evidence. Hochtl et al. (2015)
journey through the steps involved in policy making—
e.g., agenda setting and discussion, policy formation
and decision-making, implementation, etc.—providing
reflections on the potential contribution of big data to
each. They particularly highlight the possibility for real-
time data processing to enable continuous evaluation
throughout the process. Giest (2017) explores govern-
ment use of a range of administrative and real-time data
to design and customise policies. She highlights the value
of these data to agenda setting and policy implementa-
tion. Malomo and Sena (2016) describe a case study of
using integrated data in local government and highlight
the benefits of big data for predicting need and effec-
tively targeting services.

The studies usefully break down and compartmen-
talise the different functions of big data for policy
making—options appraisal, predictive analysis, real-time
evaluation etc. However, they tend to overplay the ex-
tent to which policymaking proceeds stepwise, through
a series of linear stages, and understate the challenges
associated with the straightforward inflow of any kind of
information and evidence (Cairney & Heikkila, 2014).

Rather than seeing policymaking as a linear and ratio-
nal process, we start from the premise that policymak-
ing is the variable outcome of consensus, negotiation,
contestation or co-option of ideas about what is to be
done, by whom, how and for what purpose (Carmel &
Papadopoulos, 2003). Ideas embodied in narratives of
causation compete for the right to be accepted. Power
and context influence the strength of the narrative to
succeed (Jessop, 2009; Stone, 1989). Policymaking is a
messy process in which conflicting ideas and policies are
brought forward, debated, and implemented.

Scholarship is emerging on how data and data tech-
nologies fit into a narrative-conflict view of policymak-
ing. Kettl (2016) emphasises that the nonlinear nature of
policymaking problematises the assumption that data is
used simply as evidence to make the best policy choice
(see also Poel et al., 2018). They argue that good data
analysis is useless without a good narrative. In contrast,
Janssen and Helbig (in press) argue that data technolo-
gies have great potential to interrupt the status quo and
revolutionise policymaking.

In summary then, the ideas that foreground govern-
ment(s) enthusiasm for realising the potential of big, in-
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tegrated forms of data have primarily focused attention
on the potential of technical innovations. However, pro-
cesses of data science in policy settings are embedded
in dynamic, multifaceted, and deeply political contexts
of problem definition, evidence interpretation, solution
identification and decision-making. These settings mate-
rially affect the ways in which big data is called upon and
able to impact decision-making. We engaged with local
government activity around integrated data in order to
consider how data informs policymaking processes: how
the practices and preoccupations of the policy process
define and shape the generation and use of data science;
and how integrated data, as one form of evidence gener-
ation, shapes and redefines these policy practices.

3. Methods

This article presents a series of observations drawn from
participatory action research within a set of local govern-
ment data projects that ran at different times and for
different durations between 2013 and 2018. Together,
these projects set out to realise the benefits of integrated
administrative and other data to policy development and
practice at the local level, with the ultimate aim of estab-
lishing, testing and evaluating processes to change the
culture of data use within and across public services.

Given the project aim, the approach was grounded
in the principles of participatory action research (PAR)
(Bergold & Thomas, 2012; Coghlan & Brydon-Miller,
2014) in a cycle of data collection and analysis, reflec-
tion and action, that emphasised equal collaboration be-
tween researchers and practitioners, trust and discretion
in communication and the production of shared knowl-
edge (Brydon-Miller, Greenwood, & Maguire, 2003). This
approach was applied to four contemporary policy prior-
ities for the statutory authorities involved (see Table 1).
Working within the tenets of PAR, the research con-
ducted within these four settings utilised data linked and
anonymised by the statutory authorities prior to release
for project purposes, and sought to contribute to both
the development of data-informed policy and practice,
and wider understanding of the contexts, processes and
practices that realise the benefits of data for local gov-
ernment. In this article we present our observations from
these projects.

The core project team that worked across all four pol-
icy priorities included three researchers from the Univer-
sity of Bath Institute for Policy Research (the authors) and
three senior policy officials from two local statutory bod-
ies within the South West of England. In the course of
the projects the team engaged with service managers
from relevant departments, and with other policymak-
ing bodies and civil society organisations in the region.
These included commissioning managers with responsi-
bility for setting policy priorities; business analytics offi-
cers and managers from commissioned services and vol-
untary sector delivery bodies. The size and composition
of the wider stakeholder group involved varied consider-

ably between projects, a point relevant to understand-
ing variation in the conditions under which data-derived
evidence can inform policy and practice and which we
reflect on in the findings section below. The project ac-
tivities were instantiated within a formal collaboration
agreement between the three core institutions, which
detailed data management and use protocols, and re-
ceived ethical approval from the University of Bath.

Table 1 outlines the four settings for the research
and the associated data sources used to inform decision-
making.

In each case, the projects progressed through dis-
cussion with the project team and wider stakeholders
to understand the policy issues and context; define pol-
icy questions of interest; identify and access potential
sources of data; conduct and interpret quantitative anal-
yses (e.g., propensity score matching, cluster analysis
and predictive analysis). Insights from the analysis often
raised additional questions, and policy questions were
refined, and additional data and analysis sought accord-
ingly. This process of making sense of the data and de-
ciding next steps took place within regular fortnightly
meetings of the project team at the University, as well
as ad hoc meetings with other policy actors involved
in each of the settings when each project was ‘live’.
In addition to the comprehensive notes taken of all of
these meetings our reflections and observations draw on
email exchanges, telephone conversations and the con-
tent of and comments on project documents (including,
for example, project scoping documents and reports of
the analyses).

4. Findings and Reflections

In drawing together the projects and seeking to explore
the interactions between the policy context, policy ques-
tions and data integration practices, we present findings
and reflections under three themes. Firstly, we consider
the way in which the relevance of data is constituted in
policy settings, as a function of its perceived value in an-
swering policy questions. Secondly, we explore the condi-
tions under which data applications to policy are resisted.
Finally, we reveal significant aspects of the relationships
between different interested parties where data and pol-
icymaking intersect.

4.1. Relevance of Data to Address Policy Questions

In using integrated data in local government settings,
policy questions, not data, were the starting point for
data projects. Whether the issue was financial hardship,
designing health and wellbeing services or education
service provision, it was the policy questions and con-
text that defined the scope for data to inform decision-
making. In this context, data did not “speak for them-
selves” (Anderson, 2008). Its potential utility to policy-
making was realised where it was deemed able to be rel-
evant to, and admitted (along with other evidence) as a
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Table 1. Policy priorities, aims and data sources.

Policy Priorities

Policy Aims

Indicative Data Sources

Financial hardship

To understand the
consequences of
economic downturn and
austerity for financial
wellbeing.

Individual-level:

e Time-series: social benefit claims, employment status, household

composition, disability status
e Demographic information
Aggregate-level (Lower Super Output Area):
 Debt (County Court Judgements)
¢ Household composition
e Social benefits claims
e Tax credits
* Income deprivation

Individual-level:

Community health
services

Review community
health services for
patients with a
particular chronic
condition to understand
the efficacy of these
services and the effect
on health outcomes.

¢ Time-series: secondary care records, in-patient admissions,
out-patient appointments, co-morbidities and clinical test results;

¢ Attendance at community care services.

¢ Demographic information

Aggregate-level (GP Surgery):

e Patient population;

¢ Health checks.

Additional data collected:
e Patient iliness perceptions and experience of services.

Review and redesign
community wellbeing
services.

Wellbeing services

Individual-level:

¢ Wellbeing service administrative records: participant numbers,
dates and service location;

¢ Case notes;

e Evaluation and outcomes.

Additional data collected:

¢ Interest in wellbeing services;

e Various measures of personal wellbeing;

* Demographic information;

¢ Provider experiences of delivering wellbeing services.

Education services Understand changed
profiles of demand and
redesign education

services.

Individual-level:

¢ Time-series: school and academies census;
¢ Pupil demographic information;

¢ Educational needs and status;

e Free school meals eligibility.

response to a policy enquiry. In other words, the value,
or otherwise, of data was constituted only in the context
of critical examination of what data could represent and
what it could say—given how it was generated, curated,
processed and integrated—and only in relation to policy
guestions. Even where there were large volumes of ex-
haustive data, the application of that data to local poli-
cymaking was contingent on what data was considered
able toilluminate about the perceived problem and what
was allowed to be asked about it. The weight of data,
typically associated with the big data phenomenon, did
not unproblematically transfer into a weight of evidence
(Schintler & Kulkarni, 2014).

Having said that, the projects doillustrate how a keen
interest in the power of data, particularly the potential
of combining multiple forms of disparate data, is reinvig-
orating and reshaping the demand for evidence in pol-
icymaking processes at the local level. Policy partners

were keen to identify and explore the benefits of the vast
amounts of data routinely collected to inform service de-
velopment, and were, in some cases, open to broaden-
ing the options for policy change in light of the subse-
guent insights.

There was sometimes an absence of data deemed
sufficiently relevant to addressing particular policy ques-
tions. As an example we discuss the case of the review of
local health services, which explored patient pathways
and outcomes through services relating to a particular
condition. In a routine appraisal of these services pol-
icy officials were interested in understanding barriers to
and enablers of service take-up. They had a clear view
about the nature of the policy problem: low levels of ser-
vice take-up among certain patient groups in particular
areas—and a set of questions predicated on assumptions
about policy options for service improvement. However,
project discussions with the research team led them
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to broaden their enquiries. They commissioned a Rapid
Evidence Assessment (REA) to extend their understand-
ing of the factors influencing service uptake. A REA is an
evidence synthesis that follows a systematic methodol-
ogy but, in order to be rapid, is restricted in breadth,
depth and comprehensiveness compared to a system-
atic review (Barends, Rousseau, & Briner, 2017). The REA
raised explanations for low service take up and variation
in service performance that were not previously part of
the scope of the data project. This called into question
the sufficiency of the data that had previously been des-
ignated as relevant to informing the policy question.

Policy makers became aware that data routinely col-
lected and available on these services largely served to
facilitate service administration and audit (e.g., by pro-
viding information on volume of provision, attendance
and dates) rather than understanding reasons for low
service take up review performance. They recognised
gaps in the data relating to patient experience, as well
as patient health management behaviours. In this case
they decided to collect additional survey data. The sur-
vey drew together a number of existing validated scales
(including the Iliness Perception Questionnaire) and the
sample size was all patients. The responses were com-
bined at the level of the individual with existing adminis-
trative data to inform their decision-making.

In contrast, in other projects, the boundaries of the
policy issue were broader and questions more loosely
specified. For example, the enquiry into the conse-
quences of economic downturn and austerity began with
the broad aim to utilise linked data to identify changes
in frequency and intensity of financial hardship at the lo-
cal level. Equally, the review of education services began
with a general aspiration to better understand changes in
the profile of demand. In these cases, formulation of the
policy questions and defining and deciding on the scope
for data enquiries progressed through a series of incre-
mental, iterative steps. Here, policymaking tended to be
in response to emerging policy issues where there were
numerous stakeholders advancing competing narratives
about the nature of the problems and seeking to shape
the range of acceptable policy responses. Thus unlike the
healthcare case above, here the framing of the policy
questions and legitimate solutions were contested. De-
spite policy officials’ enthusiasm to realise the potential
of integrated data, broadly defined questions raised chal-
lenges for identifying the types of data that could usefully
provide answers. In the education service case, policy of-
ficials and service managers initially struggled to concep-
tualise how the various data on pupils and schools that
they held could be exploited. The breadth of policy ques-
tions rendered the sources of relevant data that could
address the questions as opaque.

In these cases, seeking to establish the existence
and/or the relevance of data often involved conversa-
tions between the core project team and other data
holders—often service managers in departments within
the two local statutory authorities but outside the area

of direct policy interest. This then involved a second-
stage of iteration, to establish the validity of the data ac-
cess request and legitimise the relevance of the data. In
the health and wellbeing and the understanding finan-
cial hardship case studies, access to data held by other
service providers was denied on the grounds that the re-
source cost of providing data was greater than the per-
ceived benefit to policy. Combining data involves mul-
tiple sites where judgements are made about the rele-
vance of data to policy questions that may not be owned
or of interest to those that hold the data.

Issues of data relevance are also circumscribed by
the divisions of local and national policy responsibilities.
In the case of the data enquiry into the impact of eco-
nomic downturn and austerity, the insights drawn from
an analysis of combined datasets on levels of benefit
claiming, employment status, county court judgements,
household composition, physical health and other fac-
tors, showed particular groups of people (in work on low
pay) as potentially more exposed to financial hardship.
However, the ability of policy officials to action this in-
sight was restricted, as it was deemed outside the scope
of local policy. This case illustrated that insights from
available and relevant data may not be actionable. This
may be for a range of reasons—in this case, local govern-
ment action was precluded by national government own-
ership of what transpired to be the issue where action
was required.

4.2. Resistance to Data Use in Policy

The projects provided examples of ways in which the ap-
plication of data to inform policy was challenged and re-
sisted. For example, policy officials disputed or sought
to discredit the legitimacy of data use where they had
reservations about its quality. Sometimes claims about
poor data quality were substantiated with reference to
the purposes for which it had been generated: reserva-
tions were expressed around the notion that data col-
lected for one reason should be repurposed for another.
On other occasions resistance was focused on the way
in which the dataset had been constructed where reser-
vations focused on the validity of repurposing particular
variables. Anticipation of public perceptions about the
re-use of data also served to bolster concerns and aug-
ment resistance to data use.

In all of the projects, concern was raised about the
potential impact on re-appropriation of the data of miss-
ing observations, human error and biases resulting from
how they were collected, maintained and stored. In the
financial hardship case study, policy officials resisted the
inclusion of certain data fields on the grounds that the
values they contained may be incorrect. For example,
they questioned the quality of some demographic infor-
mation in one data set where individual characteristics
had not been crucial to determining service eligibility.
Similarly, in the wellbeing services case, data related to
the provision and uptake of these services (e.g., num-
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bers of participants) were perceived to be more system-
atically collected—and thus more accurate—than eval-
uation data or data on participants’ health outcomes.
It was the evaluation and health outcome data, how-
ever, that was of greater value and significance in the
re-appropriation of the data and the potential for link-
ing with other data sets. Thus in both these examples,
the extent to which data was considered suitable for
reuse was related to the social context in which the
data had originally been compiled: the likely motivations
underlying the inclusion of particular variables and im-
putations about the care with which the data set had
been constructed.

Further challenges to the validity of data applications
for policy were raised in the education services case.
Here the legitimacy of repurposing the data was less
about the accuracy of the data and more about the va-
lidity of extrapolating from it. The example of data on el-
igibility for free school meals (FSM) illustrates this point.
Even where data was perceived to be recorded correctly
(i.e., all eligible registrations for FSM were input on data
systems), policy officials highlighted that the introduc-
tion of universal infant Free School Meals in 2014 had
significantly affected the numbers of parents registering
their child’s eligibility (Sellen & Huda, 2018). The per-
ceived effect of this policy change was that FSM data had
lost its value as an indicator of changed profiles of de-
mand for education services.

In all of the cases, it was not that policy offi-
cials lacked curiosity and enthusiasm for harnessing the
value of existing data. Indeed, aspirational ideas circu-
lating within and beyond local government (e.g., Mayer-
Schonberger & Cukier, 2013; Shakespeare, 2013) about
the vast potential of big data permeated their thinking
and motivated their efforts to realise the benefits for
policymaking. However, the processes of data curation
highlighted that the ability to be curious was tempered
by the contexts in which datasets were compiled, struc-
tured and maintained in local government settings. For
example, it was clear in the financial hardship case that
a consequence of decisions to hold personal data on
clients only for the time that they were service users
was that datasets tended to over-represent continuous,
and longer-term service users, thus obscuring patternsin
short-term and cyclical service use.

To some extent the limitations inherent to data col-
lection and management terms were perceived by pol-
icy officials to be a consequence of data protection com-
pliance; specifically the requirements—under the Data
Protection Act 1998 (Information Commissioner’s Office,
n.d.-a) and the (at the time forthcoming) General Data
Protection Regulation and Data Protection Act 2018 (In-
formation Commissioner’s Office, n.d.-b)—to only collect
and retain as much personal data as is necessary, and
not to reuse data in ways incompatible with the origi-
nal purpose. Where there were limits on data applica-
tions given the terms under which data had been gen-
erated, policy officials were reluctant to revisit consent

and tended to opt for the narrowest interpretation of
their ability to generate or reuse data. This thus limits “ex-
tensibility” (Mayer-Schonberger & Cukier, 2013, p. 109),
whereby the ability of data to have multiple uses is inten-
tionally embedded in data collation protocols.

In addition, even where legal compliance was as-
sured, policy officials were often juggling between two
competing narratives about public perceptions of data
use by local government. While they recognised a sense
of public expectation that they would use available data
‘smartly’ to innovate and better target services, in prac-
tice they were also stifled by anticipation of public reser-
vations about the acceptability of linked data. In other
words, in their use of data policymakers recognised a dis-
tinction between what is legally defensible and what may
be considered ethically permissible.

As a consequence, emerging awareness of data to
answer policy questions did not unproblematically trans-
late into availability of data. Policy makers’ sensitivity to
data quality and legitimacy, the legality of its use and the
anticipated responses of the public could lead to data
being rendered inadmissible in integrated data projects.
Professional tacit knowledge was used to ground data,
counteract its inaccuracies, navigate its ethical and le-
gal implications and mitigate the likelihood of misread-
ing the insights that it can yield. Data was only admissi-
ble where policy professionals could first fill in blanks and
inaccuracies with their local knowledge of how things ac-
tually are.

4.3. Relationships with Data and Policy

This final section presents significant aspects of the rela-
tionships that effect the intersections between data and
policymaking. We first observe that trust is vital to en-
able integrated data projects to have value in policy set-
tings and then consider how the politics of policymaking
impacted data sharing and the terms of engagement for
different stakeholders.

Throughout the project collaboration, data was
sourced and released in stages as trust in the partner-
ship—between members of the core project team and
the wider stakeholders—was built over time, ethical and
legal boundaries established and the value of early anal-
yses realised. For example, in the community health ser-
vices case, establishing the policy-research relationship
led to the project partners first seeing the potential value
of conducting a RER, and then being confident to act on
the relationship this showed between patient perception
of illness and health management behaviours by collect-
ing attitudinal data that could be linked with secondary
health care records.

The data projects proceeded via an abductive
approach—flip flopping between patterns emerging in
the data and hypotheses, seeking additional insights and
testing further hypotheses. For instance, in the exam-
ple above, having refined the initial scope of the en-
quiry in the light of the RER, mini hypotheses to ex-
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plain low service take up by certain patient groups were
proposed, tested, discussed and revised in relation to
the policy context. Across each of the projects, the ra-
tionale for additional data releases was grounded in
the cementing of trust in the partnership and the re-
alisation of benefits from the preceding stages. Thus,
the value of the collaborative data enterprise was re-
alised through processes that iteratively established con-
fidence in the partnership.

Sometimes relationships between the project part-
ners were more problematically embedded in the poli-
tics of data sharing; for example between levels and de-
partments of government, between different public ser-
vices, and between the policy partners and the research
team. Some data—for example individual-level data on
unemployment and take-up of employment services—
were held nationally by the Department for Work and
Pensions and unavailable to local policy officials on the
grounds that it would breach their terms for informa-
tion governance. Thus relevant data on variance in finan-
cial wellbeing was only available to the project in aggre-
gate form.

On one occasion in the community health ser-
vices project, difficulties in obtaining data from a ser-
vice provider were attributed to the politics of the
commissioner-provider relationship between the statu-
tory authority and the provider. Given the nature of this
relationship—and the unequal power relations within
it—the senior policy officials within the core project
team reflected that the other party may have been un-
willing to share data for fear that the data would be mis-
appropriated beyond the scope of the project and used
to monitor their performance. This speaks to the signif-
icance of trust and transparency over purpose as well
as methods in integrated data projects. Concern about
the potential for data to surveil service performance was
particularly apparent where ideas about policies—what
they intend to achieve, for whom and how—were dis-
puted. For example, in the wellbeing services project,
service providers were unwilling to share data with ser-
vice commissioners where they felt exposed when shar-
ing data showing low volumes of activity without tak-
ing into account the quality of provision for vulnerable
clients. A further variation on this theme was observed in
the review of education services. Here data analysis was
sought by service managers where it gave confidence
to pursue preferred explanations for changed profiles of
demand. Alternative explanations were undermined by
questioning data accuracy or by citing particular aspects
of policy context.

A final example from the financial hardship case, of
the importance of trust was evident in a debate between
one of the policy partners and a third sector organisation.
The dispute centred on the scale of financial hardship in
the local area and the nature of services required in re-
sponse. Third sector providers made reference to a range
of evidence to support their position. Significantly, the
data held by these third sector providers was not made

available for integration as they claimed that its collec-
tion was conditional on particular sets of expectations
for use. Their contention was that the data had been
shared with them precisely because they were distinct
from local government and a source of support for those
wishing to raise grievances about local government. As
a result they considered that sharing these data with lo-
cal authorities would be a breach of trust. This provides
a further illustration of how limits on linking data are
not restricted to technical issues about the availability
or format of data—rather they are shaped by relational
considerations around trust and the politics of data and
policymaking.

5. Discussion and Conclusions

The findings and reflections from our project to realise
the benefits of data for policy have revealed particular
sets of ideas about data (Markus & Topi, 2015). These
concern the ways in which the relevance of data is so-
cially constituted in policy settings and the conditions un-
der which data applications to policymaking can be and
are resisted, as well as the degree to which the relation-
ships between stakeholders at the intersection of data
and policy influence what data processes and insights
can be considered. Overall, we highlight that variation in
the degree to which integrated data and the techniques
of data science are able to encroach on policy practice,
is contingent on the ideas about and social context and
processes of both data generation and policymaking.

The ambition to utilise the vast quantities of data that
local government produces and can access is driven, at
least in part, by the motivation to realise the aspirational
claims made about big data for policymaking. However,
the projects we draw on highlight the first-and-foremost
requirement to be problem-oriented in big data appli-
cations to policy. Even where we observe the seeming
ubiquity of data, there are still circumstances where we
have data for which there aren’t questions and questions
for which we do not have data (boyd & Crawford, 2012;
Kennedy et al., 2015); and it is questions and not data
that drive policy calls on evidence.

In contrast to early definitions of big data that fo-
cused on the characteristics of data (volume, variety, ve-
locity) with less reference to the purposes to which it
could or should be put, we find that where integrated
data is applied to policymaking its most defining qual-
ity is its ability to be big in value (Cowls & Schroeder,
2015; Organisation for Economic Co-operation and De-
velopment [OECD], 2013). In policy settings the value
of data is allied to its ability to provide insight germane
to live and pertinent policy and practice preoccupations.
We find that the choice of what data to use or collect
involves problem-based decisions on what would be in-
dicative of the thing(s) we are trying to understand.

Given this grounding for the potential of data for pol-
icy, the social contexts and processes involved in data
generation, maintenance and storage become of vital
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importance. It is these contexts and processes that de-
termine what data can, and what it cannot, represent
and say. We have shown that administrative datasets
tend to function primarily as a tool to audit public ser-
vices; telling us how many services are delivered, for how
many people and when. As such, their reuse value is lim-
ited where the aim of data applications to policy enquiry
is the curious exploration of social phenomena, to un-
derstand what could work better, for whom and under
what conditions.

The value of integrated data to policy challenges is
further exacerbated when consideration is given to the
errors and biases data contains as a consequence of how
itis arrived at; what priorities are ascribed to its accuracy;
and what legitimacy and legality it has when it is repur-
posed. The implication of these considerations is that the
existence of large quantities of data is not an asset in it-
self to local policymaking. Its value can only be realised if
and when the constraints of the social contexts and pro-
cesses of its production can be mitigated. Even then, we
have shown that the potential value of data is conditional
on the political context in which policy is being made.

We have shown considerable differences in the con-
texts in which local policies are made. These contexts
are not fixed and static, but highly variable, multifaceted
and contingent on the historical trajectory of policymak-
ing in the field. The context shapes ways of acknowledg-
ing problems and justifying the solutions to which policy
is aimed.

Policymaking takes place on different timescales de-
pending on the mode of policymaking. For instance,
whether policymaking is happening as part of a rou-
tine programme of on-going review, or in response to
an unanticipated shock—such as a public (media) out-
cry, a change in national or regional policy, or a change
in social/economic circumstances—that disrupts routine
policymaking processes and ‘normal’ policy timetables.
At any given time, policy concerns can accelerate up
through the rankings of priorities, or become suddenly
subordinate to other more pressing preoccupations.

Big data analytics, with its focus on quick, novel
and exploratory enquiry (Héchtl et al., 2015; Mayer-
Schonberger & Cukier, 2013), could be seen to align well
with extraordinary and fleet of foot policymaking; often
seen as happening at a pace that traditional methods
of information generation can’t match (Whitty, 2015).
However, such an assessment of the potential impact
of big data-derived evidence underplays the complex-
ity and politics of policymaking, particularly at points of
disruption—for example times of economic downturn
and austerity. In our experience, both times of routine
policy appraisal and urgent reaction to policy crisis in-
volve, first and foremost, the advancement and debate
of ideas about policy, as well as related ideas about data
(Markus & Topi, 2015) and what constitutes evidence.

The extent to which policy problems and potential
options are tightly defined and agreed upon differs in
different policy context. Ideas about policy, data and evi-

dence are contained within a political reality that shapes
and delimits the boundaries of policy aims; the purpose
to which it can be addressed, the extent to which owner-
ship and responsibility over the domain is open or closed,
and the degree of disagreement and dispute among
stakeholders over the aims and purpose of policy. The na-
ture of the policymaking context and the issues being ex-
plored affects what questions can legitimately be asked
of big data and the ways in which the resultant insights
are considered as admissible as evidence that can form
the basis for decision-making. Issues vary in the degree
to which they are contested, how urgent they are, how
open, how risky, etc. As a consequence, we find that in
practice highly contested local welfare policy has a qual-
itatively different profile of considerations shaping the
‘pull’ on data science than, for example, the temporarily
more consensual context of local health service provision
for patients with a particular chronic condition.

Thus in our exploration of how the practices of data
intersect with the practices and preoccupations of policy,
we find a more nuanced and politically contingent call on
data than would be suggested by the rhetoric around the
potential of data. Indeed, we suggest that rather than
looking at data science as a technical aspect of govern-
ment activity underpinned by expansive claims for the
power of data, we should instead see data science as
contingent on the ideas, realities and political contexts
of government practice. Scholarship and practice around
these topics must be alert to both the potential impact of
data on policymaking but also the ways in which the prac-
tices of making policy condition the potential for data to
be used.
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1. Introduction

“Evidence-based” is the 21st century coin of the realm,
with broad, seemingly unbounded applicability. Prac-
tices relying on evidence, their counterpart “data-based
decisions”, along with the tracking, data, and analytics
that fuel all have infused the public realm, private lives
and all areas between. Presidential politics in the U.S. is
no exception.

Reliance on data, in some cases technically “big data”,
marks the contemporary presidency to the extent that it
has become the default approach, part of its institutional
DNA. In some measure, this mirrors the broad progres-
sion of thought and practice that extends beyond the nar-
row scope of the U.S. presidency, from politics and gov-
erning generally, to commerce, sports, and all variety of
enterprises that value efficiency, either as means of de-
ploying resources or as an ultimate goal. But for U.S. pres-
idents and their administrations, reliance on data has at-
tendant advantages, quite apart from the operations and
decisions that unfold—and these serve to deflect atten-

tion from problems, including difficult ethical challenges,
that accompany the data-driven presidency. Because of
this, the presidency needs the rare combination of exper-
tise and detachment to yield effective decision making,
in order to weigh the traps and biases associated with
this world of data against the advantages.

This article focuses primarily on the role of data
in the Obama administration, in structuring processes
and decision-making, with cases drawn from three dif-
ferent domains—presidential selection, internal gover-
nance, and tactical national security decision-making.
Early indications for the Trump presidency suggest con-
sistency in the role of data, despite some signals to the
contrary. Taken together, these cases demonstrate how
reliance on data is buttressed by recurring calculations
that emphasize efficiency, and in some cases a private
sector that provides the data, at an extreme even extract-
ing data from individuals without compensation. In other
words, the political economy of data in the presidency
helps explain its modern allure—and recognizing it can
also inform prudent action in the future.
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2. Epistemological and Political Roots

The turn to data in the U.S. federal executive is consistent
with early twentieth century ideas, both epistemological
and ideological. Emphasizing data has roots in logical pos-
itivism, which envisioned knowledge as the result of em-
pirical evidence. In the U.S., the ideological counterpart
to positivism was turn-of-the-century Progressivism, valu-
ing information and expertise as tools to disrupt the stran-
glehold of moneyed interests and patronage-fueled po-
litical parties on political power (Greider, 1992; Orren &
Skowronek, 2017). But as the century advanced, informa-
tion and expertise in the domain of the executive became
vehicles not for disruption, but for leadership by the
president in the U.S. separated system, with a massively-
expanded state apparatus. In other words, data and ex-
pertise became instrumentally valuable in politics.

Like the political world, the academy pivoted to em-
brace empirical evidence. About when Progressive po-
litical sentiment took hold, reformers in the American
academy moved to establish a distinctive approach to
the study of politics and government, shedding “the
legalist and theoretical way in which political life was
studied in the European academy” (Susser, 1992, p. 4).
The result was a new discipline of political science, at
times with some academics inserting themselvesinto the
rough and tumble of politics. But the more pervasive
quality of this new approach—which was fully formed by
the 1960s—was its social-scientific orientation, emulat-
ing the scientific model and placing a premium on empir-
ical, especially quantitative, evidence.

Against this backdrop, contemporary applications of
datainthe U.S. presidency—that s, reliance on evidence-
driven practices and data—are not fundamentally new.
Indeed, well before “analytics” and “big data” emerged,
there was a strong element of data-based politics in
the U.S., extending over the nation’s entire history and
with remarkable scope. From census data informing
allocation of congressional representation starting at
the founding, to data-fueled economic projections man-
dated by the New Deal, and even to Ronald Reagan-as-
president using polling data to refine his rhetoric, the
historical examples are abundant. However, politics and
governing in the U.S. has reached a critical juncture, with
reliance on data so pervasive that it’s difficult to imagine
anything but; it has become the default choice, the go-to
solution for decisions, management and administration.
With this in mind, the following section describes how
data are employed in three different domains of the con-
temporary U.S. presidency, beginning with campaign pol-
itics, marked by what can justifiably be called big data.

3. Data and Big Data under Obama
3.1. The Data Science of Campaigns

While the road to the White House had been paved with
data and analytics for some time, the near obsession

of Barack Obama’s two campaigns with evidence-based
practices represents a difference in kind. What’s more,
the campaigns’ successes impelled the wide diffusion of
the data-centric campaign model. Even Donald Trump,
who conveyed skepticism about data—at times eschew-
ing it—subscribed to fundamentals of a data-driven cam-
paign model.

The predominant narrative of both Obama’s 2008
nomination and general election wins emphasized that
the campaign’s data-driven operation successfully mobi-
lized voters, especially new ones, to the polls. In 2008,
a ground game flush with money fueled a sophisticated
data-rich field operation, enhanced by online capacity
which included new platforms to engage voters. The
2012 addition to the narrative emphasized that the re-
election campaign was metric-driven and informed by
the insights of social scientific research. Both campaigns
fundamentally ran on data, not unprecedented in ap-
proach, but certainly in scope.

The data at the heart of mobilization efforts are voter
lists, used by campaigns to identify potential supporters
and mobilize them—through direct contact—to the polls.
These basic lists are longstanding, in fact the byproduct
of the early Progressive Era introduction of voter regis-
tration. Ironically, the information collected by this turn-
of-the-nineteenth-century reform, meant to weaken po-
litical parties, became the raw material for the mobiliza-
tion efforts of the parties and their candidates. Before
the advent of polling, these lists provided a rare portrait
of relative party strength among the electorate as well
as measures—like party affiliation and demographics col-
lected by the state—that could inform mobilization ef-
forts (Hersh, 2015, p. 49).

Obama’s voter contact data were simply an advanced
version of those early lists, but digitally enhanced and
readily operational through a user interface. The cam-
paign used “VoteBuilder”, the Democratic Party’s propri-
ety data, accessed through a user interface purchased
from a left-leaning for-profit, NGP-VAN. VoteBuilder lists
offer—at their core—the same type of information that
in a prior era a party agent might have retrieved from
official voting records, namely voting history and demo-
graphics of the registered vote. Now these lists are aug-
mented to include additional individual-level informa-
tion about the voter, drawn from a number of sources,
including commercial firms, as well as parties and cam-
paigns themselves which glean information from field
staff and volunteer interactions with voters.

By 2008, the use of data like these was common,
not just for presidential campaigns. So too were for-
ays in microtargeting, procedures to further augment
data by means of statistical analyses, a process that
had been evolving over the prior decade. Microtarget-
ing techniques produce synthetic measures of voter
characteristics—“model scores”—by means of predic-
tive analytics, integrating the results of large-n survey
data with the augmented voter file. The model scores
serve as criteria for a particular voter contact effort, tar-
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geted to specific individuals. Indeed, the “micro” aspect
of this enterprise involves data analysis at the individual
level, with targeted contact efforts similarly aimed. It is,
in effect, an algorithmic decision-making process, though
the practice began well before the term was applied to it.

Obama in 2008 engaged in a virtually uninterrupted
process of modeling and refining the data, and then
modeling again (Issenberg, 2012a). Progressive data gi-
ant Catalist, another for-profit firm partnering with the
Obama effort, extended the data beyond the traditional
cache of registered voters to include unregistered vot-
ers, not represented in traditional voter files. The Catalist
data offering, according to the firm’s own accounts, num-
bered 265 million cases, reflecting approximately the uni-
verse of voting-age adults in the U.S.

Conventional wisdom holds that the prowess of
Obama’s resource-flush 2008 campaign contributed
heavily to his win. But by 2012, the reelection efforts
would be enhanced significantly by an evidence-based
understanding of the effectiveness of voter mobilization
techniques, drawing heavily from experimental research
with ties to the social-scientific community. The 2012
campaign, gripped by a culture of experimentation, em-
ployed evidence-informed programs (IEPs) not only in di-
rect voter contact protocols used in the field, but also in
digital and fundraising campaigns (Issenberg, 2012b).

The 2012 campaign was structured to give data and
analytics a strong voice. At the Chicago Obama headquar-
ters, a team of fifty analytics professionals worked out of
the “the cave”, with a direct line of reporting to the Chief
Innovation and Integration Officer, who reported directly
to the campaign manager. Data and technology depart-
ments constituted an estimated 30-40% of headquar-
ter staff, and “[a]nalytics was the breakout star of 2012”
(Engage, 2012). The data-focused structures and prac-
tices were complemented by the attitudes and norms of
personnel, including senior staff with a willingness “to lis-
ten to numbers people rather than consultants acting on
old-fashioned political intuition” (TechPresident, as cited
in Engage, 2012.)

These 2008 and 2012 campaigns represented state-
of-the-art data operations—in fact “big data”, at least
in the sense that they integrated data from a variety
of sources, augmenting them repeatedly with newly-
acquired information. The data even approached an
N = all (Mayer-Schéenberger & Cukier, 2013) quality, in
Catalist’s case approximating the universe of the voting
age population. But not all data that fuel the presidency
are big in this sense. In fact, data collected under man-
agement protocols are rather conventional, despite be-
ing part of a monumental data-collection enterprise.

3.2. Tracking the Executive with Performance
Management

Performance management in the abstract focuses on
how efficiently and effectively the executive branch ad-
ministers the programs of the federal government. It’s

data-driven management, which—much like the use of
data in campaign politics—has become systematic and
elaborate over time, especially since the 1990s. The data
at the heart of performance management as practiced
in the Obama years were collected by agencies, permit-
ting judgment of the extent to which the outcomes of
their activities met the goals of the programs and of
the administration.

Most observers trace the development of perfor-
mance management to the Bill Clinton era, though the
impetus to employ management to consolidate the pres-
ident’s leadership of the executive branch came ear-
lier, during the Richard Nixon administration. Nixon, in
an effort to harness the discretion of the federal agen-
cies and to ensure agreement across the administration
with his policy priorities, layered on management re-
sponsibilities to the existing budget office, creating the
Office of Management and Budget (OMB) in 1971. While
OMB offered an institutional arm to the president for
management, it wasn’t until later, in 1993, that perfor-
mance management as a systematic approach was cod-
ified by Congress in the 1993 Government Performance
and Results Act (GPRA), requiring federal agencies to en-
gage in strategic planning every five years and undertake
annual performance reviews. And then in 2010, Congress
passed the GPRA Modernization Act (GPRAMA), which
revised specific expectations for performance manage-
ment, including movement from annual to quarterly re-
views/reporting, making performance management an
ongoing process. This world is data-heavy, requiring
that agencies establish goals and track progress toward
achieving them. The initial statute instructed agencies
to develop “quantifiable and measurable program tar-
gets” as well as “outcome measures”, metrics by which
the real-world success of the programs would be judged
(Harris, 2015, pp. 105-106).

In its rhetoric, the Obama administration embraced
performance management. It built onto the efforts of
the Bush administration (Jochum, 2009), which had it-
self prioritized performance management and had de-
vised and touted its Performance Assessment Rating
Tool (PART), a quantitative assessment of goals and
performance used by over 200 federal programs, esti-
mated to account for 20% of the federal budget. Jeff
Zeints, the acting director of OMB at the start of the
Obama administration, described GPRA and Bush’s PART
as important starting points for the new administra-
tion. Ratcheting up the hype, Obama’s performance
management was spearheaded by “performance guru”
Shelley Metzenbaum, who was responsible for develop-
ing www.performance.gov, a tool to both articulate the
administration’s approach and to provide access to copi-
ous reports and reviews filed under the program.

A wide variety of data is collected under performance
management protocols, with each agency establishing
annual performance goals for its mission areas, identify-
ing metrics for assessing the goals, and then reporting
the actual performance. Much of the data is straightfor-
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ward, the product of counting and tracking. For example,
the U.S. Department of Agriculture (USDA) reports the
number of wetland acres (in millions) restored by the
Conservation Reserve Program (CRP), a measure com-
piled from CRP contracts. But other measures entail es-
timation procedures, requiring technical expertise and
skill, with results that may be marked by irregularities.
Consider USDA’s metric for enabling access to healthcare
facilities for rural areas. Measured as the percentage of
people who are provided access to new and/or improved
essential community facilities, this metric involves esti-
mation of a geographic service area for each facility and
the population within it, both difficult to assess (USDA,
2013). Messiness aside, this is not “big data” by any con-
ventional definition, though monumental in scope, since
every agency collects measures to assess a large number
of goals. To get a sense of the magnitude, consider the
2013 performance management reports for Commerce
and USDA alone, each listing over forty metrics, while
Housing and Urban Development (HUD) reported more
than fifty. Twenty-four agencies are subject to this data-
driven management process.

Data collected by the General Accountability Office
(GAO) offer a valuable window to the experiences of
agency managers in performance management, and the
2013 Federal Managers Survey reveals a mixed picture
about the implementation of performance management.
Administered in late 2012 and early 2013, the survey
sampled a population of some 148,000 managers and su-
pervisors in agencies that undertake performance man-
agement as specified by the two statutes, producing ap-
proximately 3,000 usable responses. The survey found
that a full 48.8% had never even heard of the GPRAMA.
Just under one-fifth (18.8%) of managers suggested that
performance data were not easily accessible to them,
while close to one-third (31.2%) felt the data were
not easily accessible to their employees. When asked
whether data were formatted in a manner easy to use,
27.7% reported they were not, and 30.2% expressed that
they did not have sufficient analytic tools to collect, ana-
lyze and use the data (GAO, 2013). These indicators can
be taken as glass half-full or half-empty, but regardless
suggest that the reality of data-based performance man-
agement under Obama might not have met the promise
of the accompanying build-up.

That said, performance management is transparent,
with not only the data publicly available, but also the
perception of the practitioners revealed systematically.
Furthermore, the data are quite traditional, metrics with
which to judge performance and, presumably, instruct
decision makers. The following example offers a dramatic
contrast, drawn from the realm of national security, in-
volving the specification of targets for military attack.

3.3. High-Stakes, Covert Signature Strikes

To base decisions about whom to attack on evidence is
unsurprising. But the Obama administration employed a

controversial technique to target individuals or groups
of individuals for drone strikes when they bore the
characteristics—the “signature”—of those likely to be
engaged in terrorist activity. In contrast to “personality
strikes”, in which the U.S. targets known terrorists (Zenko,
2012a), signature strikes are based on patterns of behav-
ior indicative of terrorists, even if the individual target is
not known to be a terrorist. President George W. Bush
was the first to authorize such signature strikes (Zenko,
2013, p. 12), though this came at the end of his tenure.

These strikes are shrouded in secrecy, extreme even
compared to the typical opacity of national security.
Micah Zenko notes that signature strikes have not been
acknowledged officially. “[N]Jo U.S. Government official
has ever acknowledged the practice of signature strikes”.
Nor has any official “described the practice, justified it,
or explained how it is consistent with the...laws of war”
(M. Zenko, personal communication, 26 April 2018). Even
more so, information about precisely what data and an-
alytical tools inform the targeting is sketchy, with what
is known owing largely to Edward Snowden’s June 2013
leaks of National Security Agency (NSA) data.

Snowden revealed that the NSA mines metadata, es-
sentially the trail that follows digital and cell-phone com-
munication (Hu, 2017, p. 235). Even absent the content
of the communications, these metadata allow the an-
alyst, most likely relying on a combination of machine
learning and network analytical techniques, to identify
potential terrorists by their patterns of connections to
others, including to known terrorists. Journalist Glenn
Greenwald emphasizes that the validity of the data is
not confirmed by traditional techniques, like engaging
“operatives or informants on the ground” (Scahill &
Greenwald, 2014). This threat of imperfection is cap-
tured in the oft-repeated comment, attributed to an
unnamed State Department official: “[T]he C.I.A. sees
‘three guys doing jumping jacks’...[and] thinks it is a ter-
rorist training camp, [adding that those] loading a truck
with fertilizer could be bombmakers—but they might
also be farmers” (Becker & Shane, 2012).

Making decisions based on incomplete evidence is
not new to the world of military tactics. Zenko (2012b)
recounts an anecdote conveyed by General Colin Powell
about his early history in Vietnam:

I recall a phrase we used in the field, MAM, for
military-age male. If a [helicopter] spotted a peasant
in black pajamas who looked remotely suspicious, a
possible MAM, the pilot would circle and fire in front
of him. If he moved, his movement was judged evi-
dence of hostile intent, and the next burst was not in
front but at him.

The pilot in Powell’s account makes a judgment based
on the available evidence, flawed as it might be. The
drone strike likely reflects similar judgment—but with
split-second processing, the application of algorithms
to data, perhaps even real-time geo-location data. No-
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tably missing in this endgame is direct human judgment.
Hu (2017, p. 231) asserts that the absence of human
judgment distinguishes this big-data approach from the
“small-data” methods of the past, which relied on human
perception and human decision making. The other sig-
nificant element is that the algorithmic process yields
a quantitative measure of likelihood that a person is a
terrorist—or that a targeted geographic space would en-
compass terrorists.

Critics find especially concerning that the decision
to kill is based on a likelihood generated by an algo-
rithm. But perhaps more problematic is the high civil-
ian death toll associated with drone strikes. Data from
New America Foundation (NAF), Long War Journal (LWJ),
and The Bureau of Investigative Journalism (TBIJ), mostly
from 2004-2012, estimate over 400 drone strikes in
Pakistan, Yemen and Somalia, with approximately 12%
(401) citizens among the 3,430 killed (Zenko, 2013, p. 13.)

Advances in technology—drones, the widespread
use of mobile technology, as well as the ability of the NSA
and CIA to track and analyze the exhaust—have opened
the door for signature strikes. And while the details of
the data and analytics that undergird them escape public
scrutiny, it’s clear that this is an executive branch big-data
enterprise, not just in terms of volume, but also in the
substitution of machine judgment for human judgment.

4. Plus Ca Change...in Early Trump?

Donald Trump, despite being an unconventional candi-
date and president, over the two years of his administra-
tion has signaled that in many respsects he follows in the
footsteps of his predecessor regarding the use of data.
This orthodoxy, however, is especially notable given that
the president has at times vocally eschewed evidence-
based practices. Plenty of time remains for the Trump
approach to data to take shape, but at this juncture it
looks like rhetoric does not always mesh with actions.

Candidate Trump expressed disdain for campaign
data, calling it “overrated” (Vogel & Samuelsohn, 2016b),
but then assembled a rather conventional voter data
and mobilization effort, admittedly smaller and flying un-
der the radar more so than his predecessor’s (Vogel &
Samuelsohn, 2016a). By early 2016, the operation was
staffed by two former Republican National Committee
(RNC) operatives, low key in orientation, but with experi-
ence working with the RNC’s Voter Vault, the counterpart
to the Democratic National Committee’s VoteBuilder,
which had fueled Obama’s and—eventually—Hillary
Clinton’s campaigns. Largely undetected, the Trump cam-
paign assembled “Project Alamo”, an ambitious digital
database that aided in online and offline targeting, strate-
gic decisions and voter mobilization—as well as a dose
of voter demobilization, attempting to limit the Hillary
Clinton vote (Green & Issenberg, 2016).

And then there was Cambridge Analytica. Trump
turned to the U.K.-based data and analytics firm, which

was later revealed to have misappropriated Facebook
data for the purpose of its “psychographic modeling”
activities. The New York Times, working with London’s
Observer, reported that Cambridge Analytica, with close
ties to central figures in the Trump orbit like Steve
Bannon and the Mercers, acquired personal informa-
tion on Facebook users by means of an academic, who
claimed the data were for the purpose of academic re-
search (Rosenberg, Confessore, & Cadwalladr, 2018).

While the tangled web of the Facebook data breach
and possible connection to Russian collusion remained
unresolved by late-2018, finance reports confirm that
Cambridge Analytica was a player in the Trump data
operation. Federal Election Commission (FEC) records
from 2016 compiled by the Center for Responsive Politics
(CRP) show disbursements of $5.9 million from the
Trump campaign to the data firm. Notably, these dis-
bursements were dwarfed by the $87.8 million paid to
Giles-Parscale, the San Antonio digital marketing firm
that was responsible for Project Alamo.!

Trump’s embrace of data in the campaign phase is
replicated in management of the administration, and
there’s even sign of the same Obama-era promotional
voice. However, the ends to which Trump’s performance
management are directed are distinctively-Trump: to
limit the reach of the federal government. Of course,
this same goal is advanced by the record-number of
key appointed positions in the executive branch un-
filled well into the term (Kruzel, 2018) and the marginal
shrinking—through attrition—of the size of the civilian
work force (Jacobson, 2018). Not surprisingly, President
Trump’s approach to performance management, while
similar in its practices to Obama’s, aspires to a business
model, envisioning the citizens as customers and hold-
ing federal employees accountable. Margaret Weichert,
Deputy Director for Management at OMB, sees a cen-
tral role for data in this enterprise, with “drivers” of the
agenda being information technology, data accountabil-
ity/transparency, as well as a modern workforce (Clark,
2018, p. 16). But if not for prototypically Trump-like
messages signaling disdain for career bureaucrats, advo-
cating streamlined processes to remove poor perform-
ers, and pushing back at unions (Katz, 2018, p. 7), this
technology-driven emphasis might well have come from
Trump’s predecessor.

Similarities between Obama and Trump regarding
use of data extend to drone strikes as well. The day af-
ter inauguration, Trump authorized the use of strikes
in Syria though departing from Obama national secu-
rity processes, which reserved the strike capacity for the
Pentagon. Under Trump, the CIA both collects the intelli-
gence that fuel the targeting and carries out the strikes.
The turf maneuvering between the Pentagon and CIA
could have real ramifications, since they reportedly em-
ploy different standards of algorithmic certainty, with
the CIA’s “near certainty” decision-rule more demand-
ing than the Pentagon’s “reasonable certainty” (Lubold

1 For more information see www.opensecrets.org/pres16/expenditures?id=n00023864
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& Harris, 2017). At the same time, empowering the CIA
to conduct the strikes removes the process even more
so from the scrutiny of congress and the courts, with
CIA activities, relative to the Pentagon’s, shielded more
from view. Put differently, the data and analytics may
remain the same, but process differences could have a
real impact.

Still, in other areas that move beyond the cases ex-
plored in this article, Trump has taken aim at data. He
famously banned the Center for Disease Control (CDC)
from using terms like “evidence-based” and “science-
based” (Sun & Eilperin, 2017), removed data from the
website of the Environmental Protection Agency, and dis-
banded advisory councils that might challenge his own
beliefs about the climate and the economy. Furthermore,
Trump purged from the web the White House Visitor Log,
citing national security risks; the machine-searchable list
of visitors to the White House and the Eisenhower Exec-
utive Office Building (EEOB) had been made readily avail-
able under the Obama administration in the interest of
transparency and probably not much of a national secu-
rity threat. Not surprisingly, given signals on both sides
of the question, something of a debate still wages about
whether Trump carries on a “war on data”.

5. Theoretical Insight Regarding Data and the
Presidency

This article’s description of data and evidence-based ap-
proaches used in the U.S. presidency is necessarily in-
complete, dependent on a handful of cases, focusing on
one presidency with some insight into another. Indeed,
the portrait of the prominence of data in the presidency
is if anything modulated by these cases. Performance
management is a bit of a sleeper, and the data-driven
campaign model, since showcased by Obama, has been
diffused widely, across parties, down the ballot and even
to campaigns in different international settings, so much
so that even it is a little passé.

But Obama did deploy data in far more contexts than
described in this article. Technology reporter Nancy Scola
dubbed him the “big data president”, with some eighty-
five big data projects ongoing in his time in the execu-
tive (Scola, 2013). Under Obama’s watch, the National
Institutes of Health (NIH), worked to facilitate delivery
of healthcare targeted to a patient’s unique genetic
makeup, with the goal of collecting data from one million
volunteers (NIH, n.d.). The Justice Department (2016),
in conjunction with the Whitehouse and law enforce-
ment agencies, released data on police actions, “to in-
crease transparency and accountability and build trust
with...communities”. And as documented—along with
other projects—by the Executive Office of the President
(2012), “Mission-oriented Resilient Clouds” would detect
and respond to security threats in cloud computing.

The allure of these programs—as well as that of the
cases described in this article—is readily apparent, given
their stated ambitions. And precisely because of natural

allure we should proceed warily, to remember that a crit-
ical lens would caution against ignoring the underlying
assumptions and power relationships that undergird the
processes related to data. With this in mind, this article
returns to the three cases, introducing a focus on the po-
litical economy of the data.

5.1. A Presidential Data “Revolution”

At first blush, the data-heavy model of campaign poli-
tics, performance management and drone strikes under
Obama all entail a conceit that the practices are democ-
ratizing. After all, a microtargeting process resulting in
direct voter contact—campaign personnel reaching out
on the phone and at the door—is a decided departure
from the mass media model of campaigns that had be-
come prominent over the final decades of the twentieth
century. The democratic nature of performance manage-
ment in the executive is a little different, but it entails
the ability of the electorate, as mediated by represen-
tatives in Congress, to hold the vast unelected bureau-
cratic state accountable. Even signature drone strikes, ob-
scured from the view of the public and most elected offi-
cials, arguably have an attendant democratic sense. Pro-
tecting the U.S. military from ground combat, as uncer-
tain as that is up against non-state opponents in the fight
against terrorism, is democratically significant in that mil-
itary personnel are disproportionately drawn from lower
economic classes.

In each of these cases, the data and analytics op-
erations exploited new technologies. Granted microtar-
geting was around long before Obama (Malchow, 2003),
and even the basic architecture of the data employed by
Obama was already in place (Hersh, 2015; Kreiss, 2016).
But the extent of processing power and the servers, espe-
cially in the Catalist world of data mining and modeling
with essentially a universe of cases, were fundamentally
new and characteristics of big data. In contrast, the tech-
nology of data collection in performance management
was not cutting edge, but the dissemination of data was.
The Obama Administration prioritized the distribution of
data, with its performance.gov portal, along with the her-
alded data.gov portal, which in late October 2015 offered
some 189,000 data sets and as of late 2018 over 300,000
data sets to the public. As for signature drone strikes un-
der Obama, it wasn’t so much the new tool of drones,
because unmanned aerial vehicles have a long history. It
was the ability to equip the operation with digital and
mobile data, abundant on the ground, then mined, inte-
grated and analyzed to inform algorithmic decisions.

These three data applications, beyond holding demo-
cratic allure and the draw of new technology, have the
added appeal of secondary instrumental benefits. Re-
garding drones strikes, a variety of polling data shows
that the American public is not particularly critical of
them, and presumably successful strikes, not putting
American personnel directly at risk, secures stronger
public support. A similar byproduct accompanies perfor-
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mance management. Early applications of the practice
did result in an upswing of trust of government (Kamarck,
2013). And political campaigns realize multi-faceted in-
strumental benefits from data and metric-driven efforts.
The metrics are used to motivate volunteers and staff
and to hold them accountable. Even more so, they serve
as concrete and persuasive evidence for donors of the
impact and promise of the campaign in the absence of
more definitive measures like election outcomes.

It may only be a slight exaggeration to suggest these
uses of data in the presidency hold some apparent revo-
lutionary potential. Not only do the data contribute to a
desired outcome, but they purport to even change usual
power dynamics—offering voice to those not typically
heard, as well as a new role for or protection of the av-
erage American. But this same revolutionary potential
makes it easy to glance away, ignoring inherent biases
and threats associated with data in general and more
specifically in the presidency.

5.2. The Political Economy of Presidential Data

Three common threads are woven through the cases ex-
amined, and they expose concerns that deserve to be ad-
dressed in both decisions to turn to data and evaluation
of success. The first of these is the uncritical acceptance
of efficiency as a goal, most directly borne out in perfor-
mance management, with its emphasis on outcomes and
the use of metrics to judge success.

The approach to performance management manifest
in government used by of Obama—Trump too—and pre-
decessors was adopted initially from the private sector
in the 1970s. The “New Public Management” aspired to
“create market like conditions within the government...to
run them ‘more like a business’ (Muller, 2018, p. 51).
But despite numerous shortfalls of this market applica-
tion in governing—Ilike metrics distorting incentives and
representing overly simplistic conceptions of what mo-
tivates personnel—the practice was well-entrenched by
the late 1990s (Muller, 2018, p. 55) and it continues to-
day. Muller (2018) finds that metrics that drive manage-
ment often operate perversely, drawing attention to only
things that can be measured and even stifling innova-
tion. There is, however, even a more fundamental con-
cern with this business model, in that it poses efficiency
as a preeminent goal.

Efficiency is a common metric employed in the pri-
vate sector, but its adoption in politics and governing
may be at the expense of other things valued. Microtar-
geting in campaigns, for example, is premised on the effi-
cient deployment of resources to mobilize and persuade
enough voters to win an election. But the flip side of tar-
geting voters is that some are ignored, deemed either
lost causes or even certain supporters, neither warrant-
ing attention by the campaign. And while this may effec-
tively carry a candidate across the line in a given election,
it represents a narrow, short-term focus that may not
contribute to building an electorate that will support the

party in the future. Sociologist Robert Merton called this
“the imperious immediacy of interests” (Merton, as cited
in Muller, 2018, p. 170, emphasis added), wherein indi-
viduals look only as far as the short-term consequences
of their action.

Zeynap Tufekci’s (2012) problem with the efficiency
in campaigns is a little different, namely that they will
succeed in efficiently engineering the electorate. Tufekci
is first concerned that the “scalpel” of microtargeting is
deployed in private, not subject to public scrutiny. But
the bigger problem is that it just may be effective, es-
pecially for well-financed campaigns with the resources
to devote to data and persuasive techniques. Even if not
effective—even if the data which guide the appeals are
flawed and replete with errors, as any staffer or volunteer
who has worked with these data knows—that campaigns
are treating the electorate as a target of their engineer-
ing efforts is itself a cause for worry.

Data enterprises that posit efficiency as a goal is
a first thread that runs through the cases. A second
thread is that the data-based presidency is inexorably
tied to a private sector that both supports and bene-
fits from it. The interface and sometimes the data that
the campaigns use are held in private hands. NGP-VAN
and Catalist, the left’s go-to data interface and source
of mined data respectively, along with thousands of
other paid vendors, constitute the for-hire network of
data professionals, many of whom move back and forth
between the campaigns and the party apparatus from
election to non-election seasons (Kreiss, 2016). It’s no-
table that the combination of the Democratic data and
the privately-held NGP-VAN interface, according to Kreiss
(2016), serves as a “robust piece of infrastructure that
the party’s technology ecosystem convenes around”. In
other words, the private data actually structure the party
organization. And in arelated fashion, the dependence of
a political party and its campaigns on a small number of
private firms cannot help but affect where power rests
within the party organization, not necessarily with the
voter or the party elites, but with vendors.

Performance management, like the data and ana-
lytics in campaigns, is subject to a revolving door of
sorts regarding leadership. While not universal, a com-
mon pattern is that top personnel responsible for per-
formance management, and OMB directors as well, are
drawn from the private sector—or at least from those
with experience in the private sector. It’s also the case
that many of these management leaders return then
to the private sector after service. Admittedly, the ca-
reer of Shelley Metzenbaum, President Obama’s “perfor-
mance guru”, was more entangled with academia and
other governmental positions than the private sector.
But Trump performance management leader Margaret
Weichert demonstrates a clear trajectory into govern-
ment from the private sector.

The undercurrent of values and practices that inject
a market-based influence into data in the presidency ex-
tends to a third dimension as a well: the transaction
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marking the exchange of data. This is evident in the data
used by campaigns and in signature strikes, with the first
involving an implicit transaction with the state and the
second with individuals, granted, many outside of the
boundaries of the U.S.

The campaign data originate in lists of registered vot-
ers compiled by the U.S. states. As a condition of voting,
individuals provide data to the state, but then private
firms like NGP-VAN offer user-friendly tools for working
with the data to parties and campaigns. Or in the case
of Catalist, the data are augmented through integration
with other sources, using algorithmic processes to add
synthetic measures (Hersh, 2015). In the abstract, these
data and tools, the likes of which are used by presiden-
tial candidates, represent an implicit transaction, one in
which data collected by the state and made available
at little cost is collected by businesses, then sold in a
repackaged form to political organizations. Of course,
compensating the intermediaries for the value added to
the data seems only right. Yet it introduces the question
of whether there is just compensation for the original
data provider.

For Phil Howard (2018) the answer is “no”, at least
with reference to the big social media players and politi-
cal mining firms like Cambridge Analytica, which extract
data with ease. Howard is concerned that the citizens
have no effective control over their data, which will be
used for political purposes. Among the mix of Howard’s
recommendation to put some degree of control back in
the hands of the public is that individuals should be able
to donate their data to “the civic groups, political parties,
or medical researchers they want to support” allowing
them to leverage their own data for political purposes.

This transactional sense of data emerges in Evgeny
Morozov’s (2017) analysis of artificial intelligence (Al) as
well. Morozov asserts that the compensation received
by individuals for the data that fuel Al research and
development—compensation that is nothing more than
access to a social network—is modest when considering
the price that government and individuals will pay for
products created by Al. Signature strikes invoke an ele-
ment of this same transactional logic, with a troubling ad-
dition. The data that fuel the strikes represent the digital
exhaust of users on the ground, snatched up by surveil-
lance operations. In this, access to internet and mobile
technology is the compensation for the user, which ad-
mittedly may be of substantial value. But that the data
are then deployed to target for the purpose of killing
individuals with only some stated degree of statistical
certainty, and that this practice captures innocent by-
standers as well, has an element of perversity to it. Ad-
mittedly, national security and covert operations are not
the same as Al enterprises, and it’s absurd to suggest that
those being surveilled should be better compensated for
their data. But this transactional calculus regarding sig-
natures strikes, just like those implied or described by
Kreiss (2016), Howard (2018) and Morozov (2017), at a
minimum, points to the merits of looking well beyond

the effectiveness of the data and processes as measured
by numbers of terrorist killed.

5.3. Moving Forward

This article has suggested that the world of data—
including big data—is borne out in the U.S. presidency, in
some cases accompanied by the buzz that this is funda-
mentally new, even to the point of revolutionary, poten-
tially disruptive of traditional power arrangements. But
the subtle irony is that viewed through a critical lens,
those traditional power arrangements may prevail, in
some cases enhanced by the perceived revolutionary po-
tential of the data and data-related processes used in
the presidency.

But one need not focus on the political economy
of data to identify ways in which the popular under-
standing of data and the potential they hold are entan-
gled with political and ethical concerns. Consider the
alarm generated by looking closely at algorithms, chal-
lenging the conceit that they are immune from preju-
dice. Cathy O’Neil (2016) demonstrates how algorithmic-
informed decisions can reinforce the existing biases of so-
ciety, that policing tools using predictive modeling carry
the appearance of objectivity but can be “tools of math
destruction”, perpetuating existing traditional class bi-
ases. What’s more, data journalism outlet ProPublica of-
fers a telling rejoinder to statisticians who judged as
fair the algorithms used in sentencing recommendations,
finding that when applied to actual people, the algo-
rithms systematically overestimate the threat of recidi-
vism for African American defendants and underesti-
mate it for White defendants (Caplan, Donovan, Hanson,
& Matthews, 2018).

Ethical concerns come into the picture typically
in ways subtler than the life/death calculations mark-
ing signature drone strikes, and because of this they
slip by undetected, especially when safety procedures
don’t intervene successfully. Cambridge Analytica’s mis-
use of data was facilitated by Facebook permitting aca-
demic Aleksandr Kogan to harvest its user data, despite
Kogan’s research proposal being rejected by his univer-
sity’s ethics board (Weaver, 2018). Even with a defini-
tive say by an Institutional Review Board, these bod-
ies tend to gravitate toward a legalistic review of pro-
posals, and—furthermore—are frequently ill-equipped
to tease out the ethics of big data (Metcalf, Keller, &
boyd, n.d.). It goes without saying that many of the de-
cisions regarding data escape scrutiny by experts tasked
with reviewing ethics, especially in the realm of politics
and government.

This is all to say that from a number of perspectives—
whether viewing data deliberately though a critical lens
or simply examining the current areas of concern re-
garding data and big data—it’s clear that the U.S. pres-
idency faces substantial data-related challenges. Despite
the occasional utterance of Trump that calls expertise
into question, the U.S. political system continues to value
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information and expertise, both of which contribute to
the political capital of actors and institutions. And the
norms of science still prevail, indeed even with some
new role for social-scientific applications in the political
world. In short, there is no reason to believe that “data-
driven” is a passing phase. But it’s time to contemplate
what a measured approach to data would look like. To
be concrete, the goal should be to deploy data in effec-
tive and ethical ways, all the while alert to the biases and
shortcomings that underlay their collection and use. This
is no small task, especially in an environment that rou-
tinely prioritizes quick action over deliberation, particu-
larly on matters that may require extraordinary techni-
cal expertise, though sound and detached political judg-
ment as well.
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1. Introduction

The world generates more data every two days than from
the dawn of early civilization through the year 2003 com-
bined. And data rates are still growing at approximately
40% per year. Against this background, data has out-
stripped common warehousing and analytics tools. To
move forward, organisations—both public and private—
need new capabilities, especially cloud computing, to dif-
ferentiate their products and services.

Every major study hails the potential of cloud com-
puting and analytics. Gartner found that enterprise
spending on cloud computing grew faster than overall
IT spending and predicted the technology will grow by
over 100% (PRWeb, 2012). Synergy Research Group con-
cluded that in 2016, cloud computing dominated many
components within the Information and Communica-

tion Technologies (ICT) market, pushing cloud revenue
growth above 25% year-on-year. A cloud-enabled busi-
ness model survey found that 62% of Chief Information
Officers and Chief Data Officers consider cloud comput-
ing as the top priority for ICT (Berman, Kesterson-Townes,
Marshall, & Srivatbsa, 2011). Bessemer Venture Partners
reported that the cloud computing market revenue grew
35.8% annually from 2008-2014, and 22.8% annually
from 2014 to 2018 culminating in projected revenues
of US$127 billion (Figure 1). A 2010 survey found that
23% of Singapore companies adopted cloud technology.
More recently, International Data Corporation (IDC) fore-
casted that the cloud computing market in Singapore will
grow to USS$1 billion by the end of 2018.

There are three features of cloud computing: first,
cloud computing provides services on demand, and
these resources are scalable over multiple data centres.

Politics and Governance, 2018, Volume 6, Issue 4, Pages 39-47

39



& coGITATIO

CLOUD COMPUTING MARKET REVENUE

2008-2018
(Figures in USD Billion)

PRIVATE CLOUD

PRIVATE CLOUD

UNICORNS

LEGACY SOFTWARE

CLOUD REVENUE

5.6 PUBLIC PURE

_ PLAY CLOUD
2008

2018

Figure 1. Incredible growth of cloud computing market revenue over a decade (2008-2018; Deeter & Shen, 2015).

Second, these services are easily accessible and location
independent, meaning that a user can access the suite
of services worldwide through internet browsers. Third,
service quality is guaranteed for bandwidth and mem-
ory capacity.

These features give rise to three benefits: first, cloud
computing provides a more palatable cost structure. It
requires no upfront hardware cost compared with tra-
ditional data warehouses with high capital investments.
The use of cloud computing is recorded as operating ex-
penses and significantly reduced. Second, business risk
is reduced as it is outsourced to providers who are bet-
ter equipped to manage these risks. Third, organisations
who are starting their digital journey can leverage on the
latest computing technology to leap frog their capabili-
ties compared to a traditional step-wise build up.

Of broader significance, cloud computing is posi-
tioned as a crucial enabler in Singapore’s Smart Nation
plan. The latter is part of a national effort to put
Singapore at the forefront of technological innovation
and implementation. The Prime Minister took a personal
interest in launching the vision in 2014 and in 2017, de-
voted a significant part of his National Day Rally Speech,
an important annual address, to update on the nation’s
initiatives and aspirations.

The case study will first outline the key drivers for
Singapore’s adoption of cloud computing. Second, anal-
yse the cybersecurity considerations in cloud comput-
ing adoptions. Third, provide recommendations for coun-
tries embarking on a journey to enable big data applica-
tions in public management and policy.

2. Five Key Drivers of Singapore’s Cloud Computing
Adoption

2.1. Public Demand for and Satisfaction with
E-Government Services

Singapore has done well in ICT infrastructure develop-
ment as evidenced by the extraordinary high mobile sub-
scription penetration rate of 155.6% and, high internet
penetration rate of 135.1% in 2013. In addition, 73%
of the Singapore population are internet users, exposed
to the information deluge on the world wide web. The
statistic is comparable to the average internet users of
above 70% in developed countries. On the contrary, fixed
telephone line usage has plunged to 36.4% and 25.7%
for wired broadband subscriptions. These numbers un-
derscore the high levels of connectivity and mobility of
residents in Singapore.

Onthe publicfront, through e-government initiatives,
Singapore migrated many processes that required face-
to-face interactions to self-help channels, along with
noteworthy adoption of paperless transactions. As a re-
sult, Singapore has been ranked highly in e-government
implementation (Table 1), and in 2013, emerged tops
ahead of Finland and the US. These initiatives have
resonated with the citizenry, garnering positive feed-
back from 2011 to 2015 from both businesses and indi-
viduals, according to 2016 surveys from the Singapore
Government Technology Agency (GovTech; Figure 2).

On the government-to-business front, over 1500 rep-
resentatives from multiple industry sectors surveyed re-
ported that 99% of businesses visited government web-
sites and over 90% were satisfied with the information
quality provided, and the ease of completing transac-
tions online.
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Table 1. Singapore tops the ranks for e-government im-
plementation in 2013 (Hashemi, Monfaredi, & Masdari,
2013).

Rank Country Score
1 Singapore 94.0
2 Finland 93.2
3 USA 93.1
4 Korea 92.3
5 UK 88.8
6 Japan 88.3
7 Sweden 87.8
8 Denmark 83.5
9 Taiwan 83.5
10 Netherlands 82.5
11 Australia 82.1
12 Canada 81.8
13 Switzerland 81.3
14 Germany 80.1
15 Italy 79.1

Similarly, for individuals, 80% visited government web-
sites in the past 12 months and over 90% espoused satis-
faction with the ease of locating and comprehending the
information provided (Figure 3).

Given the appetite for e-services/platforms and the
extraordinary ability of the government to provide them,
itis hardly surprising that Singapore ranks highly on cloud
readiness—a collection of variables that measure the
propensity for cloud adoption. Singapore is ranked ahead
of her ASEAN peers in 2011 and inched ahead in 2016
(Figure 4).

The Asian Cloud Computing Association (ACCA)!
ranked countries in Asia Pacific and Oceania on 10 indi-
cators, which Singapore emerged second behind Hong
Kong and ahead of New Zealand (#3), Australia (#4)
and Japan (#5) among 14 countries in 2016. Specifi-
cally, Singapore scored well in broadband quality, data
privacy, government regulation, intellectual property
protection, but less well in cybersecurity and freedom
of information.

Satisfaction with overall quality of Government e-services (FY11-FY15)

90% 93% 93% 5% 94%
‘_._/-.7 P
699 9
— 64% ’ o8%
53%
FY11 FY12 FY13 FY14 FY15

Satisfied (Rating of 4 and above)

—@-— Very Satisfied (Rating of 5 and above)

Figure 2. Business users’ satisfaction with overall quality of government e-services from 2011-2015.

Satisfaction with overall quality of Government e-services (FY12-FY15)

97% 97% 97% 95%
@ @ o— e
73% 74% 73% 77%
FY12 FY13 FY14 FY15

Satisfied (Rating of 4 and above)

—@— Very Satisfied (Rating of 5 and above)

Figure 3. Citizens’ satisfaction with overall quality of government e-services from 2012-2015.

1 More information about the methodology and data sources for the index are available at: www.asiacloudcomputing.org/17-news/306-2016-cloud-

readiness-index
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Figure 4. Overall cloud readiness index in ASEAN, 2011, 2016. Source of raw data: Cloud readiness index, 2016.

2.2. Focus on Whole-of-Government Policies and
Practices

The public service is moving towards a whole-of-
government approach to policy making and operations,
providing a key driver for whole-of-government cloud
adoption. This approach reflects the reality that many
contemporary issues cannot be siloed. For example, age-
ing is not only a health issue, it also impacts the agencies
in transport, environment, social and family. To create
opportunities for silos to “talk” to each other, the gov-
ernment organised forums for top leaders within differ-
ent sectors to discuss and craft policies. For example, the
Social Forum brings together senior leaders of all the so-
cial agencies to build consensus for social policies. This
is also great platform to commission important analyt-
ics projects that require data from multiple agencies—
a typically arduous process. When these projects are
debated and benefits delineated among senior leaders
across agencies, they are more willing to share data that
contribute to a common good. Such initiatives provide
use cases for whole-of-government cloud adoption.

Besides platforms to talk between silos, the Prime
Minister’s Office started an important team of “bridge
builders”—The Strategy Group—to shepherd and coax
whole-of-government practices. They staff the sectoral
forums, and pioneered the data science commission-
ing platform to nudge line agencies towards a more
whole-of-government approach to policy, practice, and
data sharing. At the tactical level, Singapore formed a
Municipal Services Office whose app is likened to a one-
stop shop for public feedback and manages it across gov-
ernment to ensure a coordinated response. Such central-
isations at the strategic and tactical levels are key drivers
for cloud computing adoption in the public service.

2.3. Restructuring Technology Agencies to Integrate
Strategy and Implementation

To enable whole-of-government innovation and imple-
mentation, technology-related agencies are also being re-

structured. Telco and media regulation are now brought
under one agency—the Info-communications Media De-
velopment Authority of Singapore (IMDA). Merging both
the InfoComm Development Authority of Singapore (IDA),
and the Media Development Authority of Singapore
(MDA), IMDA will focus on leveraging new technologies
for better regulation and application to improves lives.

Since May 2017, the Prime Minister’s Office (PMO)
started the Smart Nation and Digital Government Office
and assigned a Permanent Secretary to lead this group
that integrated strategy and implementation capabilities.
The strategic capabilities are integrated from the teams
formerly in the PMO, Ministry of Finance, and Ministry
of Communication and Information. These teams will be
responsible for policy and strategy which will be imple-
mented by Government Technology Agency (GovTech)
consisting of deep capabilities in data science and soft-
ware development.

Other developments include bringing together cyber-
security capabilities through the formation of the Cyber
Security Agency (CSA) in 2015 to implement the National
Cybersecurity Masterplan 2018. On the local front, the
Municipal Services Office (MSO) was established in 2015
to coordinate whole-of-government responses to munic-
ipal services that were previously managed by different
agencies. These major restructuring exercises are both
expensive and expansive but are effective to integrate
strategy and implementation.

2.4. Building the Smart Nation Platform

A key catalyst of cloud computing is the Smart Nation
Platform (SNP) involving a nationwide communications
and sensor infrastructure. This platform will enable cen-
tralised data aggregation and sharing, as well as pro-
vide new capabilities to derive refined insights from
cross-referencing a vast array of Government datasets.
Datasets can also be shared with the community and in-
dustry for co-creation and self-enablement. The SNP will
be a key enabler for Singapore to remain on the cutting
edge of Government operations and service delivery.
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The SNP will connect sensors through the deploy-
ment of Aggregation Gateway Boxes (AG Boxes) through-
out Singapore. Approximately 2000 AG Boxes could be
deployed at major roadside locations and 10,000 AG
Boxes at residential estates. AG Boxes provide connectiv-
ity to street lights and wireless mesh networks to ensure
that wireless sensors can be easily plugged into the net-
work. As AG Boxes are not licensable telecommunication
services, the government will own and operate then. Pri-
vate operators could share the remaining space in each
AG box.

The network will carry sensitive data from sensors so
the government’s ownership of relevant portions of the
SNP will assure that the critical components within the
network are treated with the highest security and trust.
Specifically, the Info-communication and Media Devel-
opment Authority will own the infrastructure. In doing
so, they are not welded to any contractor and can lever-
age on different vendors to meet changing demands. Pri-
vate companies will operate licensed services such as the
transmission of data and a majority of maintenance.

Essentially, the SNP is projected to carry a signifi-
cant amount of Government sensor data. Hence, an inte-
grated platform for the collation, sharing, and analytics
will ensure more coherent insights and swifter deploy-
ment of government services. The cloud computing back-
bone is the Smart Nation Operating System (SN-OS) that
pull together all sensor and other data types for sense-
making. The SN-OS consists of three platforms: sensor
management, data exchange and sense-making.

Through the SN-OS, public sector entities will be
able to access cross-agency sensor data to analysis and
decrease duplicity of data collection. An analytics layer
will facilitate the merging of different datasets (e.g., sen-
sor and admin) to inform policy positions and research.
Underlying all this cloud infrastructure is a data gover-
nance framework with proper access restrictions and au-
dit trails to ensure that that only the right officers can
access the data.

In sum, the Smart Nation Platform is an ambitious
example of a comprehensive and massive cloud com-
puting platform that sets the foundation for whole-of-
government policy-making and practices.

2.5. Purpose-Driven Cloud Applications in Healthcare
2.5.1. Healthcare Transformation

Within the healthcare space, cloud computing is ap-
plied at scale to healthcare transformation. Signalling
the government’s commitment to transformation, the
Ministry of Health (MOH) recently appointed outgoing
National University of Singapore President and former
MOH Director of Medical Services, Professor Tan Chorh
Chuan, to direct the inaugural Healthcare Transforma-
tion Office as Singapore’s first Chief Health Scientist.
Setting up this important national function will accel-
erate the use of cloud computing especially in popula-

tion health analytics and tele-medicine. Nationally, the
healthcare sector was restructured into three clusters
where each cluster consists of entities in the continuum
of care (e.g., acute, community, primary care and pre-
ventative health). Each cluster is responsible not only for
acute care through large tertiary hospitals but also popu-
lation health within the geographic cluster. This involves
disease prevention, acute care, chronic disease manage-
ment, and long-term care.

Each cluster utilises their own cloud which is linked
to the common registry, a large private cloud known as
the National Electronic Health Records (NEHR). This na-
tional database contains demographics, subvention and
financial data that can be used to stratify the popula-
tion according to risk for various health conditions and
frequent admission (Ng, Hiew, Goh, & Tan, 2018). New
data sources from other government agencies such as so-
cial and family relationship, birth and death data are ex-
plored to further enrich the registry. Further, the registry
is enriched by longitudinal and multi-disciplinary data
around each individual’s health.

Such a cloud platform yields invaluable insights on
the ageing population that will support primary preven-
tion efforts to better manage the size of population with
chronic diseases. At the national level, disability projec-
tions (e.g., Ng, Lim, Saw, Francis-Tan, & Tan, 2018) are
done, along with predictive modelling to stratify the pop-
ulation and predict the propensity of groups to develop
pre-identified medical conditions such as heart diseases
and diabetes.

2.5.2. Tele-Medicine

Another application of cloud computing is tele-medicine.
The aim of tele-health is to shift from institution-based
care towards home and community care, augmenting
healthcare resources (e.g., allied health professionals,
mental health psychiatrists etc.) in the system. Essen-
tially such technologies shift from a doctor-centric model
to a team-based model to manage the shortage of doc-
tors and promote holistic care.

Tele-health applications bring cost-effective super-
vised rehabilitation to older homebound patients who
face significant challenges of traveling to outpatient re-
habilitation centers. By exploiting the latest technologies
to develop rehabilitation devices specially designed for
home and remote use, homebound patients do not need
to travel to outpatient rehabilitation centres. Such video-
conferencing technology will also help patients to seek
advice and guidance from all members of the multidis-
ciplinary rehabilitation team. Tele-rehabilitation will be
cost-effective as the rehabilitation team will not need to
travel to homebound elderly homes.

Of broader significance, tele-medicine creates a plat-
form for the transmission of real-time data. This has
two benefits. One, the rehab team could monitor pa-
tients more intensively and calibrate the rehab exercise
more appropriately. Two, with cloud computing enabled
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tele-monitoring, care-givers can remotely track elderly
citizens or immobile individuals living alone through
home/wearable sensors to detect and respond early to
unusual extended periods of non-movement or poten-
tial falls. Consumers can utilise Telehealth services from
their home/ community for greater access to health edu-
cation and to obtain timely proper care, which has been
previously confined to specialised healthcare settings.

The former Info-communication Development
Authority of Singapore (IDA) is rolling out the infrastruc-
ture for nationwide ultra-high-speed broadband access
of 1Gbps and more, known as the Next Generation Na-
tionwide Broadband Network, to all physical addresses
including homes, schools, government buildings, busi-
nesses and hospitals. Such infrastructure will support
the implementation of a nation-wide tele-rehabilitation
program for patients.

Another cloud computing application is a commercial
app to link patients and doctors by a Singapore-based
company, RingMD that manages 1.5 million patients in
over 50 countries. The firm aims to provide healthcare
to under-served population by accessing the best doc-
tors through tele-consultations. This is predicated on
high mobile phone penetration rates in both developed
and developing countries, enabling these consultations
through mobile phones and devices.

Users enrol on the RingMD platform and consulta-
tions are done through a video link on mobile devices.
Individuals can also wear devices that transmits their
vital signs to doctors’ in real time. Conditions that do
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Public cloud. The cloud infrastructure is assessed by
the general public or a large industry group.

Community cloud. The cloud infrastructure is shared by
several firms within a sector with shared considerations
(e.g., security, compliance, etc).

not require physical checks can be remotely diagnosed
and treated. Through analysing copious amounts of data,
global and local insights can be provided to patients, doc-
tors and caregivers.

In sum, the key driver for cloud computing in
Singapore is purpose-driven, especially in healthcare
through healthcare transformation and tele-medicine.
With the formation of a new healthcare transformation
office driving population health analytics, and a bustling
commercial health sector, the adoption of cloud comput-
ing is projected to accelerate.

3. Cybersecurity and Cultural Considerations in
Singapore’s Cloud Adoption

There are four models of cloud adoption (Figure 5): pub-
lic cloud, as the name suggests, is accessed by the gen-
eral public. An example is the government sharing portal
data.gov.sg where government datasets are shared for co-
creation and public consumption. The use of public cloud
benefits from the lower computing cost. Community
Cloud serves a sector and is best exemplified by the
Singapore Ministry of Education’s iCONnect system, an
e-mail and collaboration platform for the teaching pro-
fession. Both the public and community clouds are within
the medium assurance zones where computing resources
are shared with different cloud users at decreased cost.
A private cloud is used for most of government agen-
cies. Known as the Central G-Cloud, it meets high assur-
ance needs of providing a dedicated computing resource
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Private cloud. The cloud infrastructure is operated
solely for an organization.

Hybrid cloud. The cloud infrastructure is a composition
of two or more clouds (private, community or public).
Though these respective clouds have unique properties,
they have common applications.

Figure 5. Four models of cloud adoption (Ernst & Young Global Limited, 2014).
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within government. Most web service exchange and
gateways leverage the G-Cloud. The predominant use of
a private cloud is driven, among other reasons, by cyber-
security and a prevention-focused cultural tendency.

Cross-cultural experts who categorise national cul-
tures have often described Singapore as “tight”, charac-
terised by strong social norms and low patience for de-
viant behaviour. In a study of 33 countries, Singapore
emerged in the top quartile of tightness scores. In
other studies, Singapore was categorised as a prevention-
focused society where civil servants are detail-orientated
and place great emphasis on the absence of negative out-
comes, perpetuating a state of vigilance where individu-
als are careful not to make mistakes (Brown, Abdallah,
& Ng, 2011; Higgins et al., 2001), and high on pettiness
(Ng & Levy, 2018). The opposite is that of a promotion-
focused society where the focus is on nurturance, and
the presence of positive outcomes (Hamamura, Meijer,
Heine, Kamaya, & Hori, 2009). These empirical studies
on culture provide an indication of the mindset of the
government in employing a private cloud.

More importantly, a private cloud attempts to miti-
gate cyber-security risks. As seen in Figure 6, Singapore’s
cyber-security prowess is not as strong compared with
Australia, South Korea and India according to the Cloud
Readiness Index 2016 compiled by the ACCA. In new
world of data explosions, information security is of
paramount consideration. There is intense competition
between cryptographers attempting to protect data and
hackers attempting to steal it. When the latter happens,
public trust is undermined. With Singapore’s push to
build the world’s first Smart Nation, an unprecedented
number of devices are being connected to the inter-
net, escalating the risk of expansive disruptions in cy-
berspace, potentially disrupting defence, public trans-
port and stock markets.

Exacerbated by the Internet of Things, the Cambridge
Analytica scandal (Ng, 2018), the accessibility and de-
creasing cost of hacking tools, have brought about in-
creased risks, enabling lone-wolfs and terrorists to wreck
cyber havoc. Over 5% of American organisations lost
north of USS1 million in 2013 to cyber-crime. More
staggering, managing the fallout from hacks costs the
world about US$445 billion per year. Further, the ob-
scure origins of cybercrime make it difficult to differ-
entiate between state and non-state actors. The chal-
lenges that cyber-enabled threats bring for Singapore
will be non-trivial.

Against the background, Singapore embarked on a co-
ordinated approach to deal with cyber-enabled threats
at the government level. Cyber security is transiting from
prevention to response and recovery, with the not-if-but-
when mindset. Infrastructure development and policy
planning also consider resilience and incident-response
capabilities. This is exceptionally paramount in critical
information infrastructure (Cll) sectors such as banking,
transport, health, energy, and telecommunications.

Taken together, the increasing barrage and sophis-
tication of cyber-attacks, a prevention-focused mind-
set, and the imperative to protect against more dam-
aging cyber-attacks have pushed the government to
adopt a private G-Cloud. Though the costs are signifi-
cantly higher, the Singapore government has probably
calculated that the benefits outweigh the cost; more
specifically—the potential cost of not implementing a pri-
vate G-Cloud outweigh the actual cost of doing so.

4. Recommendations for Cloud Computing Adoption in
Big Data Applications

Learning from Singapore’s advances in the cloud com-
puting journey, we propose the following recommenda-
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tions for cloud computing adoption: Technology, regu-
lation and partnerships. Technologically, embrace cloud
analytics, and explore “fog computing”—an emerging
technology that enables on-site data sense-making be-
fore transmission to the cloud. Promote regulatory sand-
boxes to experiment with policies that proactively man-
age novel technologies and business models that may
radically change society. Seek out unconventional part-
nerships, beyond the PPP model, to co-innovate on the
initiatives to address perennial issues like the skills-gap.

4.1. Accelerate Cloud Analytics and Explore Fog
Computing

On the technological front, the current phase for cloud
computing is management and organisation with real-
time data that are high in volume, velocity and variety.
The next phase will be the ability to make sense of the
endless streams of data and provide on-demand analyt-
ics (Figure 7). While there are fore-runners in the cloud
management space, few have been distinguished as mar-
ket leaders in cloud analytics. Countries can attract up-
and-coming firms in cloud analytics and invite them to
advance their research and operations.

Fog Computing is another technological advance-
ment to explore. Singapore’s Smart Nation and other
smart city initiatives around the world have led to many
Internet-of-Things (I0T) nodes that ingest data but un-
able to perform analytics. Cloud servers are too far away
to analyse data and respond real-time when required. By
2020, IDC projects that 10% of the world’s data will be
produced by these devices at the edge. Fog computing is
an edge layer with analytics and artificial intelligence (Al)
capabilities. The advantages are analytics-on-site and the
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Figure 7. Cloud analytics is a key capability given that
data volume and the need for sense-making is increasing
exponentially (Hamilton, 2012).

transmission of only relevant data to cloud servers, driv-
ing down costs.

4.2. Create Regulatory Sandboxes for Policy
Experimentation

On the regulatory front, the speed of technological ad-
vancements has resulted in changes in business mod-
els and societal behaviour that are too rapid for pol-
icy/regulations to manage. Often, policies and regula-
tions react rather than proactively manage emerging
changes, and may hinder the flourishing of new tech-
nology. The Monetary Authority of Singapore (MAS),
the nation’s central bank innovatively created regula-
tory sandboxes—spaces for policy experimentation—as
a means to co-innovate on policies and practices for the
explosive FinTech sector. In the sandbox, regulations are
relaxed to allow the experimentation of promising fin-
tech products (Ng, 2017). If the outcomes are successful,
both the service and policy innovations can be scaled up
and implemented. Such incubation practices can be ap-
plied beyond the financial sector for policy innovations
in the health, social and transport sectors. Further, pub-
lic perceptions and stereotypes can be measured at dif-
ferent milestones using computational linguistics (e.g. on
age stereotypes; Ng, Allore, Trentalange, & Levy, 2015) to
shape policy communications.

4.3. Establish Unconventional Partnerships to
Co-Innovate on Challenges Like the Skills-Gap

With the gravitation of tech jobs towards certain talent
ultra-hubs, there is an urgent need to develop a base
with deep and transferable skills for a city aspiring to be
such a hub. The prediction of future skills is challenging;
the training of a critical mass on these skills to meet fu-
ture demand is even more challenging. Institutions need
a lead time to design new training course that respond to
market demands. When these courses are designed and
students enrolled, the demand may have shifted.

Attempting to tackle the skills-gap in Singapore, the
Lee Kuan Yew School of Public Policy at the National
University of Singapore, signed a Memorandum of
Understanding (MOU) with government agencies (Skills-
Future Singapore at the Ministry of Education), Tech-
nology firms (Microsoft and Linkedin), and the union
(National Trade Union Congress). This MOU seeks to
mine public and public-sector data to understand the
supply and demand of skills within different occupations.
Such insights empower individuals to skill up appropri-
ately, training institutions on the types of courses to offer
to meet future demand, and government on programs to
meet sectoral demand.

Importantly, this MOU represents an unprecedented
multilateral partnership between different parties with
unique resources to contribute towards addressing a
sticky problem such as the skills-gap. Such a partnership
across ASEAN could be leveraged to engender a collab-
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orative approach to address a host of labour and social
issues that accompany the fourth industrial revolution.

5. Conclusion

This is one of the first known analysis of cloud comput-
ing in Singapore with the emphasis of adoption for big
data applications in governance and policy. We identi-
fied five key drivers: (1) public demand for and satis-
faction with e-government services; (2) focus on whole-
of-government policies and practices; (3) restructuring
of technology agencies to integrate strategy and im-
plementation; (4) building the Smart Nation Platform;
(5) purpose driven cloud applications especially in health-
care. These key drivers could serve as learning points
and considerations for other nations embarking on their
cloud journey.
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