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Abstract
This thematic issue advocates a range of novel theoretical and methodological directions applicable to cybersecurity stud-
ies. Drawing on critical International Relations theory, Science and Technology Studies, participant observation, quantita-
tive political science, and other social science methods and theory, the contributors advance modes of invigorating the
exploration of cybersecurity as an assemblage of sociotechnical practices. In so doing, this issue seeks to enhance un-
derstanding of the politics and strategies of cybersecurity, one of the most complex and diverse technical and political
challenges of our contemporary world.
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1. Introduction

This thematic issue suggests novel theoretical and
methodological approaches to the analysis of global
cybersecurity. From obscure technical origins in com-
puter science and information security, cybersecurity
has emerged as a major political consideration for states,
multilateral organizations, firms and civil society in the
early twenty-first century. The briefest survey of news
headlines will reveal diverse cybersecurity issues af-
fecting contemporary societies, from low-level Internet-
enabled criminality to military cyber operations and
strategic interventions via computer networks in the do-
mestic affairs of world powers. These are functions of
economic and political motives but are enabled and ex-
acerbated by our increased reliance on and imbrication
with transnational assemblages of information technolo-
gies. To date, the struggle to regulate and govern this
complex landscape is mirrored by a lack of diversity in
the theory and methods used to comprehend this novel
environment and to understand political responses to its
problems. This thematic issue hopes to offer ideas for re-
dressing this imbalance.

2. Cybersecurity Studies: The State of the Field

Cybersecurity studies are affected by the conditions of
the historical and discursive emergence of the object of
its enquiry. The term ‘cybersecurity’ can be traced back
to at least the late 1980s and its conceptual antecedents
much further, but its present usage is relatively recent.
Even practitioners charged with technical aspects of cy-
bersecurity did not self-identify as ‘cybersecurity’ pro-
fessionals until the 2000s (Denning & Frailey, 2011),
when national policy documents also began to use the
term. The subsequent rapidity of cybersecurity’s rise as
concept and practice, and its convergences with other
forms of security, has hindered definitional consensus,
such that ‘no one can agree precisely what cybersecu-
rity means, or requires’ (Bambauer, 2012, p. 587). This
is regrettable to some but also offers opportunities for
productive engagements with cybersecurity that interro-
gate and contest an unsettled field of policy and practice.

We can offer a broad definition of cybersecurity as
‘a means not only of protecting and defending society
and its essential information infrastructures but also
a way of prosecuting national and international poli-
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cies through information-technological means’ (Stevens,
2016, p. 11). This highlights cybersecurity’s ontological
and processual characteristics and its contingent rela-
tions with information technologies, particularly the In-
ternet. It recognizes that cybersecurity is not merely de-
fensive, as shown through its attempts to generate po-
litical effect through active transnational intervention
and engagement. This implies that various theories and
methods might be appropriate for exploring cybersecu-
rity but these have yet to attract the attention they per-
haps deserve. We have not progressed far beyond the
situation noted a decade ago, that cybersecurity studies
are oriented to solving policy problems at the expense
of theory-building and methodological innovation (Eriks-
son & Giacomello, 2007, p. 2). Cybersecurity is worthy
of such academic work—and there are many excellent
such contributions—but few cybersecurity scholars have
yet to transcend the ‘hectic empiricism’ and ‘consequent
theoretical sterility’ afflicting security studies in general
(Buzan, 2000, p. 3).

Exceptions to this include an established literature on
the securitization of cybersecurity and a growing inter-
est in Science and Technology Studies (STS), each chan-
neling intellectual currents in security studies and Inter-
national Relations (IR). Securitization studies record the
discursive construction of cyber threats and identify ten-
sions between political claims and the objective condi-
tions to which they refer (Conway, 2008; Dunn Cavelty,
2008, 2013; Hansen&Nissenbaum, 2009; Lawson, 2013).
This work complements other critical engagements with
cybersecurity language, particularly the role of analo-
gies and metaphors in knowledge construction (Betz &
Stevens, 2013; Lawson, 2012). STS-inflected studies ex-
amine non-discursive facets of cybersecurity, generating
sociotechnical analyses of the co-construction of mate-
rial and immaterial actors in cybersecurity assemblages
(Aradau, 2010; Balzacq & Dunn Cavelty, 2016; Stevens,
2016). We should also recognize rich deployments of
classical IR theory (Kello, 2017) and theories of risk and
governmentality (Barnard-Wills & Ashenden, 2012; Deib-
ert & Rohozinski, 2010; Stevens, 2015). As the contribu-
tions to this thematic issue signal, there is further scope
for expanding how we understand cybersecurity’s many
conceptual and empirical manifestations.

3. New Directions in Theory and Methods

McCarthy (2018) addresses one of the core problematics
of the field, asking whose interests cybersecurity serves.
The article explores public-private partnerships (PPPs),
a common form of organization seeking to balance pri-
vate critical infrastructure ownership with the state’s re-
sponsibility to provide cybersecurity as a public good.
Extant discussions of PPPs assume binary distinctions—
public/private, state/market—that obscure power rela-
tions. McCarthy’s PPPs are reproductive of a liberal or-
der that constructs these binaries in the interests of the
few, thereby undercutting the narrative of cybersecurity

as a public good. Rather, they should be understood as a
means of entrenching the privatization of political power.
This illuminates the roles of the private sector in infras-
tructure design and ownership, its warping effects on cy-
bersecurity provision and political decision-making, and
the utility of critical materialism to examining the proper
role of cybersecurity in democratic contexts.

Collier (2018) and Dunn Cavelty (2018) illustrate the
relevance of STS concepts and methods to cybersecurity.
LikeMcCarthy (2018), Collier (2018) describes the porous
nature of the boundaries between conventional bina-
ries like local/global and employs assemblage thinking
to sketch the multiplicity of actors and interests compet-
ing and combining in cybersecurity. Importantly, this arti-
cle demonstrates how these assemblages shift over time,
creating hybrid and contingent structures that generate
new forms of action and actors. DunnCavelty (2018) uses
bibliometric data to discern two main clusters in the cy-
bersecurity literature: a technical focus on cybersecurity
as a means to fix ‘broken’ objects and a social-scientific
perspective that diagnoses the perceived misuse of tech-
nological artefacts as a problem to be solved by external
intervention. Dunn Cavelty submits that actor-network
theory can bridge this gap by describing the relations be-
tween technical and sociopolitical objects. Tracing these
linkages exposes how cybersecurity knowledge is formed
in practice.

Articles by Shires (2018) and Coles-Kemp, Ashenden
and O’Hara (2018) articulate a commitment to investi-
gate sociological sites of cybersecurity. Through partic-
ipant observation of cybersecurity conferences, Shires
(2018) introduces the notion of ‘ritual’ space-time per-
formativity of expertise. Systematized rituals of organiza-
tion and presentation reproduce commercial logicswhile
creating an illusion of neutral cybersecurity knowledge, a
doublemove Shires identifies elsewhere in cybersecurity.
This explains key features of cybersecurity actors’ self-
identities and disciplinary epistemology, while establish-
ing the potential of ethnography for excavating meaning
from situated cybersecurity practices. Similarly, Coles-
Kemp et al. (2018) undertook community research to
show how institutional decisions on cybersecurity tech-
nology design obscure digital service-users’ needs and
desires. This establishes that cybersecurity measures
must develop community trust by design, rather than in-
creasing citizen’s insecurity and thereby failing to achieve
collective security gains. This is a significant corrective to
conventional readings of cybersecurity as a ‘top-down’
venture by commercial and political elites.

Valeriano and Maness (2018) and Gomez and Villar
(2018) bring quantitativemethods to bear on established
cybersecurity problems. Valeriano andManess (2018) re-
port on a long-term project to gather data on interna-
tional cyber conflict, through which to test hypotheses
of state actions and intentions. Contrary to received wis-
dom, for example, they find that states are restrained in
their use of offensive cyber capabilities, which explains
the historical dearth of escalatory incidents. The authors
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point towards the fertile use of data-sets in cybersecu-
rity research and recommend avenues for establishing
data integrity and reliability. Gomez and Villar (2018) ac-
count for feelings of ‘dread’ that accompany the types
of assumptions about cyber threats disputed by Valeri-
ano and Maness (2018). From experimental data they
find that imperfect information and lack of experience
elevate actors’ levels of uncertainty and likelihood of
developing fearful reactions to cyber threats. The au-
thors propose several ways in which embracing ‘eco-
logical rationality’ can improve individual and collective
decision-making.

The final article (Whyte, 2018) raises a number of
epistemological challenges for cybersecurity research as
seen through the lens of the philosophy of (social) sci-
entific enquiry. Many of these might be ameliorated by
adopting a cross-community ‘monism’ that prioritizes
consistency of terms of reference, yet encourages diver-
sity within a discrete research program. Whyte outlines
a capacity-building agenda to improve community co-
operation and research standards and his article consti-
tutes a progressive call for solidarity within cybersecu-
rity studies.

4. Conclusion

Eachof the articles in this issue offers something provoca-
tive and innovative for future cybersecurity research. To-
gether, they offer new or revised methods of data col-
lection and theoretical frameworks that assist in interro-
gating cybersecurity as an assemblage of sociotechnical
practices and politics.We look forward to scholars engag-
ing with this collection and to working with us to deliver
on the promises of its individual and collective proposals.
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Cybersecurity sits at the intersection of public security concerns about critical infrastructure protection and private secu-
rity concerns around the protection of property rights and civil liberties. Public-private partnerships have been embraced
as the best way to meet the challenge of cybersecurity, enabling cooperation between private and public sectors to meet
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1. Introduction

The politics of infrastructure are central to the gover-
nance of modern societies. Large Technical Systems (LTS)
shape all aspects of our everyday lives, in ways both visi-
ble and hidden. The ubiquity of infrastructures and their
capacity tomediate relations between different social ac-
tors demand careful analytical attention and the develop-
ment of conceptual frameworks appropriate to capture
the complex social, political and economic processes that
drive their development and reproduction. As a practi-
cal political issue this task is important; clarifying where
the power to shape modern life lies is central to under-
standing how our world is made, illuminating issues of
political and moral responsibility that surround the poli-
tics of technology.

As this thematic issuemakes clear, studies of cyberse-
curity require further theoretical and conceptual ground-
clearing to produce these insights. By and large, the lit-

erature on critical infrastructure protection and cyber-
security has remained within a problem-solving frame-
work, in which the existing social order forms the back-
ground premises within which a problem is posed (Cox,
1981; Dunn Cavelty, 2013, p. 106). The provision of cyber-
security has been studied within a relatively narrow set
of assumptions, with questions central to security stud-
ies, and politics more broadly, circumscribed. This is par-
ticularly evident in the literature on public-private part-
nerships (PPPs) as a route to the provision of cybersecu-
rity in liberal democracies. Building on an emerging lit-
erature that seeks to sharpen the analytical focus of an
often vague or underspecified set of issues (Carr, 2016;
Dunn Cavelty, 2014), the starting point for this article is a
rather simple question: what is cybersecurity and critical
infrastructure protection for?

Answering this question, while not straightforward,
can be clarified by problematising a set of common-
sense assumptions apparent within studies of PPPs
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about how political life can and should be organized. The
literature on cybersecurity and critical infrastructure pro-
tection needs to be theoretically ‘deepened’ to clarify a
broader grasp of what cybersecurity is for, and to high-
light potential political alternatives. Considering what cy-
bersecurity is for requiresmoving beyond a narrow issue-
specific focus to consider how cybersecurity practices re-
late to existing social formations. To foreshadow the ar-
gument developed below, the central move in this arti-
cle is an interrogation of the conceptual separation of
the political and the economic, and its related binaries
of public/private and state/market, in the field of cyber-
security. Once we being to question the seeming natural-
ness of this divide it becomes possible to articulate the
wider stakes of cybersecurity with greater clarity.

This article will proceed as follows. First, it will set
out the dominant approach that views cybersecurity as
a public good, and thereby frames its provision as a col-
lective action problem. The United States will serve as
the empirical referent point. Understood in these terms,
everyone benefits from cybersecurity. Second, it will dis-
cuss the conceptual binaries, noted above, that form the
starting point for these analyses. These sections will dis-
cuss how the assumption of state autonomy in collec-
tive action models underpins the conceptual divisions
between public and private, state and market, and pol-
itics and economics. Schematic in nature, these sections
nevertheless draw attention to a series of problematic
theoretical assumptions around these binaries. Finally, it
will argue that assuming a division between these var-
ious spheres of social life obscures the role of PPPs in
(re)producing the specific forms of liberal political order.
PPPs are a method of collaboration designed to repro-
duce the privatization of political power that character-
izes modern liberal capitalist society. This article thereby
contributes a growing literature seeking to clarify how
relations of power and accountability operate in cyber-
security PPPs, outlining the limits liberalism itself sets on
making certain forms of social power accountable.

2. Public-Private Partnerships, Public Goods, and
Problem Solving Theories

Provision of security, physical or otherwise, is classically
the function of the state. Whether applied to national
security or domestic policing, in modern liberal capitalist
societies it is the state that has been tasked to carry out
these duties. So central is the state to the provision of se-
curity that the shift away from this liberal norm, evident
in the greater use of private military and security con-
tractors (PMSCs) globally, has generated substantial an-
alytical and political attention (Abrahamsen & Williams,
2010; Avant, 2005). Privatizing the provision of security
has generated concern around private firms’ potential
conflicts of interests, with PMSCs accountable to both
public authorities and their shareholders.

Cybersecurity, by contrast, does not centre on the pri-
vatization of existing security functions. Concerns about

the outsourcing of cybersecurity are largely misplaced;
states are not contracting out security functions to the
private sector, and thus security is not being privatized
in the same manner as it is for other security issues
(Eichensehr, 2017, pp. 471–473; cf. Carr, 2016). Cyber-
security and critical infrastructure protection policies at-
tempt to secure infrastructures owned by both the pub-
lic and private sectors. The objects of protection in this
space—from critical infrastructures to information and
data—are overwhelmingly in private hands, with over
90% of critical infrastructures in the United States owned
by the private sector (Singer & Friedman, 2014, p. 19).
This includes hardware and software infrastructures as
they extend inside the homes of ordinary Americans; cur-
rent estimates place internet penetration rates at 88%,
an indication of how broadly the problem of cybersecu-
rity extends (Pew Research Center, 2017). Cybersecurity
requires private citizens, corporations, and the state to
contribute to the provision of security for the networks
on which they depend. Indeed, successive American ad-
ministrations have stressed this point, emphasizing the
need for ‘awareness raising’ to promote better ‘cyber hy-
giene’, using public health metaphors to emphasize the
shared nature of the challenge (Stevens & Betz, 2013;
United States Department of Homeland Security, 2017).

Cybersecurity, like national security more broadly,
thereby appears to have the character of a public good:
it is non-rivalrous and non-excludable (Assaf, 2008, p. 13;
Shore, Du, & Zeadally, 2011). Rational choice approaches
to politics suggest that public goods should be provided
by the state, as private actors incentive structure pushes
them to free ride, inducing market failure. However,
state provision of cybersecurity is not a straightforward
option. Dunn Cavelty and Suter (2009, p. 179) high-
light the contradictions at the heart of critical infrastruc-
ture protection:

[Privatization policies] have put a large part of the crit-
ical infrastructure in the hands of private enterprise.
This creates a situation in which market forces alone
are not sufficient to provide security in most of the
CI [Critical Infrastructure] ‘sectors’. At the same time,
the state is incapable of providing the public good of
security on its own, since overly intrusive market in-
tervention is not a valid option either; the same in-
frastructures that the state aims to protect due to na-
tional security considerations are also the foundation
of the competitiveness and prosperity of a nation.

The problem for governments is how to provide the pub-
lic good of cybersecurity in a context in which interven-
tion in economic decision-making presents its own dis-
tinct risks. Caught between the Scylla of market failure
in cybersecurity provision and the Charybdis of state
planning, policymakers face a difficult decision: too lit-
tle intervention and the required public good will not
be provided; but too much and other facets of national
security are undermined. Navigating these dilemmas is
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thereby understood as the central political task faced
by policymakers.

PPPs present themselves as an effective middle way,
allowing the state to engage in ex ante decisions regard-
ing cybersecurity outcomes in careful consultation with
the private sector. This combination of planning with
market-led flexibility is embraced by policymakers as a
central rationale for promoting PPPs (United States Na-
tional Science and Technology Council, 2011). While co-
operation is not straightforward, there are shared inter-
ests at work here, even if the precise motivations behind
those interests are distinct. As Eichensehr notes, cooper-
ation allows government to control public expenditure
costs and avoid private sector interference with crucial
state functions, while helping the private sector secure
its intellectual property and, relatedly, its business repu-
tation (Carr, 2016, p. 55; Eichensehr, 2017, pp. 500–504).

The devil is, of course, in the details.Working out how
to make these partnerships function effectively, both in
the United States and elsewhere, has been the focus of
sustained analysis (Carr, 2016; Givens & Busch, 2013;
Harknett & Stever, 2011). Analysis revolves around de-
termining the institutional forms, policy processes, and
levels of state intervention through which PPPs canmost
effectively provide security. These problems have been
largely (but not exclusively) understood as collective ac-
tion problems—everyone has an interest in the provi-
sion of cybersecurity, but everyone also has an incen-
tive to free ride if possible. Solutions to these problems
seek ways to alter these incentive structures through,
for instance, institutions designed to share information,
such as the United States Department of Homeland
Security’s Cyber Information Sharing and Collaboration
Programme (CISCP), or via the creation of trust build-
ing mechanisms between firms and between firms and
the state.

Practical and normative questions are inevitably
raised when considering PPPs in cybersecurity, in keep-
ing with the broader literature on PPPs (Brinkerhoff &
Brinkerhoff, 2011; Linder, 1999). Defining the scope of
private sector authority and responsibility for cybersecu-
rity, particularly as it impacts upon other aspects of na-
tional security such as intelligence collection, has gener-
ated both policy-centred proposals, such as those noted
above, and more abstract reflection on the appropri-
ate level of political authority assumed by private actors.
Practically, it has involved attempts to parse apart the re-
sponsibilities of different sets of cybersecurity actors in
order to develop clear rules around the scope of respon-
sibility for the public and private sector. Understanding
who has power to affect change, and how this occurs, is
important for this task.

Normative discussion has focused upon issues of po-
litical authority and accountability. This last aspect be-
gins to hint at the larger political issues posed by PPPs as
a solution to cybersecurity provision. Carr (2016, p. 60)
notes that ‘If responsibility and accountability can be de-
volved to private actors, the central principle that polit-

ical leaders and governments are held to account is un-
dermined’. Aswith the literature on PMSCs, concern over
the conflicting interests of private firms has led analysts
to caution against any easy recourse to market-led cyber-
security frameworks (Assaf, 2008; Carr, 2016, p. 62). Mul-
tiple lines of accountability may, it is suggested, under-
mine the responsiveness of PPPs to the public.

Steps in this direction are important to deepening
the study of cybersecurity. Yet, to date, this not resulted
in consideration of how cybersecurity policies relate to
political order. Questions of where political responsibil-
ity can and should lie—with the state, the private sec-
tor, or a combination of these—are constituted by the
specific institutional order of modern liberal capitalism
and its attendant social imaginaries. Accepting a series
of divisions between the private and the public, the state
and the market, and the political and the economic lim-
its our view of how these options are produced and re-
produced. Achieving a more holistic view of the relation-
ship between cybersecurity practices and political order
requires ‘deepening’ our approach to cybersecurity. It is
to this task that we now turn.

3. Security for Whom? Deepening Cybersecurity
Studies

Often confused with a ‘levels-of-analysis’ problem, in
which identifying the object of security as either the in-
dividual, state, or international system is the central fo-
cus, deepening security studies requires embedding the
study of securitywithin amore fundamental political the-
ory, from which concerns about ‘security’ and its opera-
tion are derived (Booth, 2007, p. 157). In Booth’s (2007,
p. 155) terms, ‘Deepening, therefore,means understand-
ing security as an epiphenomenon, and so accepting the
task of drilling down to explore its origins in the most
basic question of political theory’. Drilling down in this
context requires that we examine the fundamental as-
sumptions about politics as they exist in the literature
on PPPs in cybersecurity and critical infrastructure pro-
tection. Three conceptual divisions structure this litera-
ture and its subsequent analysis of cybersecurity: (1) the
distinction between the public and private and subse-
quently, (2) between states and markets; (3) the division
between public political power and private economic
power generated by the separation of the political and
the economic in liberal capitalist societies.

First, and most obviously, the literature on PPPs and
critical infrastructure protection and cybersecurity ac-
cepts, as its analytical starting point, the division be-
tween the public and the private in liberal societies.
Viewing PPPs as requisite to grapple with complex gov-
ernance challenges has been described as a ‘truism’
(Brinkerhoff & Brinkerhoff, 2011, p. 2). Like most tru-
isms, however, it is revealing for the truth-conditions
it contains. For the most part the nature of this divide,
its historical constitution, and the role that it plays in
structuring an historically specific form of political or-
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der are not considered.1 This is not to suggest that the
shifting divides between greater public or greater pri-
vate involvement in the management of critical infras-
tructure and information technologies is ignored. Privati-
zation of telecommunications and critical infrastructure
protection often forms the background to analysis of the
present (e.g. Carr, 2016; Dunn Cavelty, 2013). This offers
an important insight, one ignored in themost straightfor-
ward problem solving approaches. Nevertheless, these
potted histories trace vacillations in the scope of pub-
lic or private governance, not the constitution of these
divisions as they are embedded within liberal order as
such. Taking the existing division between the public and
the private as given, much of the cybersecurity litera-
ture treats the public-private divide in the register of
problem-solving theory, in Cox’s (1981, p. 129) sense:
it takes the world as it is and seeks to make it work as
smoothly as possible. This allows for a fine-grained anal-
ysis of specific problems, as this literature has demon-
strated, but at the cost of a more holistic considera-
tion of how cybersecurity policies relate to, and help
(re)produce, forms of political order writ large.

In conceptualizing cybersecurity and critical infras-
tructure protection as a public good the analytical accep-
tance of the division between the public and the private
is already operative. This becomes apparent when we
consider how the state is viewed in these frameworks.
Analyses of PPPs, particularly those derived from a ra-
tional choice perspective, often treat the state as a uni-
tary actor (Christensen & Petersen, 2017; Dunn Cavelty
& Suter, 2009, p. 181; cf. Givens & Busch, 2013). Seem-
ingly innocuous, conceptualizing the state as a unitary ac-
tor carries with it a series of analytical implications. First,
the state is distinguished from other actors in, for exam-
ple, American society; it is one actor among a field of ac-
tors, each with their own aims and purposes.2 The state
and other actors in civil society thereby appear to be ex-
ternally related to each other; as we shall see, this un-
derstanding of the state can only partially grasp the re-
lationship between states and markets. Second, suggest-
ing that there are clearly defined boundaries between
state and society implies that the interests of the state
are derived from its position as a state as such, rather
than from its embeddedness within a society whose so-
cial forces shapes it policies.

This view of state and society makes it difficult to
understand the purposes of cybersecurity PPPs. Treat-
ing the state as distinct from society lends itself to func-
tionalist treatments. Functionalism portrays the aims of
state policy as pre-given by its social function; the pur-
pose of the state is to provide the conditions for the re-
production of social order. In the literature on PPPs the
state is assumed to play this functional role in social or-
ganization in that its purpose is to provide public goods.

That is, the role of the state is the generic provision of
public goods, to the benefit of society as a whole (Dunn
Cavelty, 2014; cf. Carnoy, 1984, pp. 39–40; Olson, 1971,
pp. 98–102). Whereas other concepts of the state, such
as instrumental or institutional approaches, view state
policy as the product of struggles between competing
interest groups, in functionalist approaches the security
aims of the state are assumed a priori. Christensen and
Petersen (2017, p. 1437), argue that ‘Since its forma-
tion, the nation-state has been considered responsible
for the provision of national security: the protection of
national borders and the maintenance of internal order’.
Similarly, Carr (2016, p. 62), focuses on the effectiveness
and limits of PPPs in providing national security as such.
From this starting point, one can outline better or worse
ways for the state to achieve its generic aims of cyber-
security, but the substantive social content of this end-
point is less clear.

This is a thin understanding of cybersecurity, in which
a generic goal—national security—is emptied of substan-
tive content: what kind of internal order is sought? To
whose benefit, or cost, within that society? Answering
these questions entails a substantive analysis of the form
and content of political order that are being secured. As
Michael C. Williams notes, the separation of the pub-
lic from the private is central to the modernist project
of liberal societies (2011). It sets out both the publicly
contestable terrain of politics and the private terrain in
which decisions can be taken without the input of the
state or the wider community. The institutional division
between public and private within liberal order is de-
signed to preserve a private sphere of liberty and to pre-
vent violence over the most contested political, moral,
and religious values by removing them from public con-
testation. A functionalist role for the state, inwhich it pro-
vides security in as ‘thin’ amanner as possible, its neutral-
ity allowing for political pluralism, is part of the conscious
project of liberalism. In these terms, state functions can
be judged as more or less effective, but only because the
purpose of the state has been set.

The divide between the public and the private sets
out the scope of accountability in liberal societies, deter-
mining which issues and actors may be held accountable
and to whom. Cybersecurity PPPs, which blur the lines
between the public and the private, are problematic pre-
cisely because they appear to undermine the neutrality
of the state in the provision of security as a public good.
PPPs do not, then,merely solve problems of efficient gov-
ernance. While the state is nominally considered to be
accountable to the public, PPPs represent an encroach-
ment of private unaccountability into the public sphere.
Understood in these terms, questions around account-
ability in PPPs touch upon the heart of liberal political
order itself.

1 Forrer, Kee, Newcomer and Boyer (2010, p. 475) suggest that PPPs date back to the Roman Empire. Similarly, Wettenhall (2003, as cited in Carr, 2016,
pp. 48–49), has asserted that PPPs date back to biblical times, and, at the very least, to the era of British privateers fighting against the Spanish in the
late 16th century. These historical claims are anachronistic, and obscure questions around the role of PPPs in contemporary political ordering.

2 This view is not uniform—Eichensehr (2017) treats state managers as possessing their own set of interests, akin to Weberian state theory.
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4. Cybersecurity, States and Markets, and Property
Rights

If the division between the public and the private, and
the subsequent appearance of the state as autonomous
from civil society and themarket, is an ongoing historical
product, it is important to understand how this division
is produced and maintained. Maintaining that the state
itself, as an actor, reproduces this separation assumes
what needs to be explained. To avoid hypostatizing the
state, and the public-private divide that liberal states ac-
tively constitute, requires engaging concepts of the state
that can grasp the historically concrete process whereby
state policy is shaped by domestic interest groups. This
allows us to study the particularity of different states and
how they are formed, rather than treating the state as an
entity with naturally given functions.

States are not naturally liberal, of course, but re-
quire that the social forces that dominate the state are
themselves liberal and shape the state to perform this
role, as opposed to potential alternative roles. A range
of work in security studies and International Relations,
from a variety of perspectives, has stressed the cen-
tral importance of domestic social forces in constituting
the national security interests of states (Homolar, 2010;
Moravcsik, 1997, p. 518, passim; Teschke, 2003). In con-
trast to the public goods approach, the state in this work
is viewed as an institution that mediates between differ-
ent social forces within society (Jessop, 2008). State form
is not neutral; instead, the form of the state shapes po-
litical outcomes, favouring the interests of some actors
over others. Rather than merely occupying a sphere de-
noted as ‘public’, state power, operationalized by differ-
ent groups in civil society, constitutes this division in the
first place. Liberal states are liberal because liberalsmake
them this way.

Understood in these terms, the idea that the state
provides neutral public goods, or that states and firms or
markets can be considered as separate without difficulty,
becomes tricky. Viewing the state as an institution draws
attention to the various interest groups that occupy the
state apparatuses. Analytically, political struggles that fo-
cus on controlling the apparatus of the state to realize
the distinct aims of different interest groups are brought
into relief, with the distinct political strategies the form
of the state enables clarified. Furthermore, viewing the
state as an institution highlights how the state and mar-
ket are not opposed to each other. Instead, liberal state
institutions are used to create the conditions for themar-
ket to operate. A range of tasks, such as protecting and
enforcing property rights, providing basic research and
development for technological innovation, and correct-
ing market-failures when they arise, as in the provision
of cybersecurity, are undertaken because specific inter-
est groups that control the state apparatus view these
policies as valuable, necessary or desirable. To give one

example, there was a clear distinction between the view
of state intervention into the field of cybersecurity pro-
vision between the Bush and Obama administrations.
The Bush administration viewed public intervention into
private markets as inevitably disruptive and inefficient;
by contrast, the Obama administration, with its differ-
ent political constituency and worldview, supported a
strong role for the state in organizing critical infrastruc-
ture protection and cybersecurity. Similarly, while the
private sector is often treated in uniform terms in the
literature, there are divisions and distinctions between
them, as illustrated in the Net Neutrality debates that of-
ten pitted telecommunications companies against soft-
ware providers. Which set of policies the state pursues is
shaped by which of these interest groups can use state
power to enact its political strategies.

How cybersecurity PPPs seek to maintain liberal po-
litical order, and where along the spectrum of possible
divisions of responsibility between public and private cy-
bersecurity policy ultimately lies, is determined by the
shifting control of the state by domestic interests. Liber-
als fearful of the growth of unaccountable power may
draw this line differently than those focused on economic
growth powered by unfettered markets. For our pur-
poses, the central point is that, while cybersecurity PPPs
blur the public-private distinction at the level of security
provision, they seek to maintain this in the wider politi-
cal order. They represent one political strategy to solve
the problem of cybersecurity, shaped by the liberal form
of the state and liberal social forces.3 In concrete terms,
PPPs aim to reproduce existing liberal political order by se-
curing central institutional features of liberal capitalist so-
cieties, such as the protection intellectual property rights
(IPRs). William Lynn III (2010), echoing United States gov-
ernment policy, highlights intellectual property theft as
the most significant cybersecurity threat

Although the threat to intellectual property is less dra-
matic than the threat to critical national infrastruc-
ture, it may be the most significant cyberthreat that
the United States will face over the long term….Asmil-
itary strength ultimately depends on economic vital-
ity, sustained intellectual property losses could erode
both the United States’ military effectiveness and its
competitiveness in the global economy.

The protection of IPRs is linked here to the provision of
national security, but of a specific kind, in which the pub-
lic sphere of the state is differentiated from the private
sphere of the market via the political institution of prop-
erty. State-coordinated programs of information sharing
about threats and intrusions aim to combat threats to
the integrity of property rights. PPPs involve the coop-
eration of the public and private sectors, or the state
and the market, but this blurs the separation of these
spheres only at the issue specific level of security provi-

3 Comparison to non-liberal states makes this clear—non-liberal states do not face the same set of contradictions generated by PPPs in the United States
or the United Kingdom (Carr, 2016, p. 62).
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sion. Viewed holistically, the protection of IPRs through
PPPs operates to secure these divides in the wider so-
cial formation.

Thus, while critical infrastructure protection once re-
ferred to publicly-owned and operated infrastructures,
such as power plants orwaterworks, it increasingly refers
to private infrastructures (Aradau, 2010, p. 507). Dunn
Cavelty has noted that (2014, p. 707) cybersecurity and
critical infrastructure protection secures a wider political
economy that distributes economic benefits unequally:
‘It is not a given, then, that cyber-security is truly a pub-
lic good. Quite the opposite: the type of security that
emerges mainly benefits a few and already powerful en-
tities and has no, or even negative effects for the rest’.
The content of security—what cybersecurity and critical
infrastructure protection is for—is the reproduction of a
specific liberal political economy.

In the United States, for example, cybersecurity and
critical infrastructure protection directly benefits the ma-
terial interests of the large firms that participate in, for ex-
ample, the Department of Homeland Security’s Critical In-
frastructure Partnership Advisory Council (CIPAC) (United
States Department of Homeland Security, 2017). The lev-
els of wealth found among the private sector partners
of cybersecurity are substantial: Google’s Sergy Brin and
Larry Page areworth approximately $23billion each (Dyer-
Witherford, 2015), while Bill Gates net-worth is some
$90 billion dollars (Kroll & Dolan, 2017). Dyer-Witherford
(2015, pp. 141–142) draws attention to the larger struc-
tural impact of cybersecurity policy when he highlights
the place of ICTs in contemporary capitalist order, arguing
that ‘this is not the most important measure of the im-
portance of cybernetics to capital…The real significance
of ICT capital is what it has done for capital in general’.
The share of national income going to labour has declined
in tandem with the diffusion of information technologies
throughout the American economy. ICTs have enabled
increased levels of automation, the downsizing and out-
sourcing of manufacturing industry, and the creation of
a vast surplus of unemployed and underemployed work-
ers in the United States economy, all undermining the bar-
gaining power of unions (Kristal, 2013; Rotman, 2014). Job
market insecurity and precarity characterize this techno-
logically underpinned settlement. Cybersecurity and crit-
ical infrastructure protection policies aim to reproduce
the process of ‘class-biased technological change’ (Kristal,
2013), designed to protect intellectual property and to en-
able market-led technological innovation. The provision
of this public good secures and reproduces the unequal
distribution of income in American society based upon
property ownership. That cybersecurity is a public good
does not mean its benefits are equally distributed; this is
not what liberal cybersecurity is for.

5. Cybersecurity and the Privatization of Political Power

Securing IPRs facilitates the reproduction of contempo-
rary high technology capitalism, with its attendant con-

sequences for the unequal distribution of wealth. The re-
production of the division between the public and the
private is equally important for determining how differ-
ent forms of social power are, or are not, made account-
able to the public. Public and private power within lib-
eral societies substantively maps onto the institutional
separation between the political and the economic that
characterizes capitalism. As Wood (1981) notes, the in-
terlinked division between the public, private, political,
and economic, effectively privatized what had previously
been constituted as public political power. Pre-capitalist
social formations united political power and economic
appropriation—the right to appropriate the output of
others depended on one’s political position in society.
Under capitalism, by contrast, the right to appropriate
the wealth of others is divorced from political roles;
when politicians use their office for private economic
gain this is identified as corruption and punished. Eco-
nomic actors have the right to goods produced by virtue
of private property ownership. Capitalism privatizes a
form of social power previously considered ‘political’,
and thereby subject to norms of accountability.

This takes two forms. First, it confers onto capital-
ists the right to direct and organize the labour process.
Private property rights, underwritten by the judicial and
coercive apparatus of the state and reproduced, in the
context of cybersecurity and critical infrastructure pro-
tection, through the cooperation of PPPs, give firms the
right, and ability, to direct the activity of others. Cap-
italists exercise significant power in shaping the every-
day lives of their employees—they decide how prod-
ucts (including software) will be produced, allocate re-
sources including labour, set work targets, organize the
process of production, and oversee the production pro-
cess in general.

Second, and most significantly for our purposes, se-
curing private property rights via cybersecurity PPPs se-
cures the right of private actors to direct the design and
development of new hardware and software infrastruc-
tures as they see fit. This enables the continuation of
market-led technological innovation, a significant source
of social power. Technological infrastructures are thema-
terialization of the norms and values of their designers.
In Andrew Feenberg’s (1991, p. 14) terms, ‘it stands at
the intersection between ideology and technique where
the two come together to control human beings and re-
sources’. Conferring this right on private actors allows
them to shape political orders in the long-term, as the
path dependency of technology structures social life. For,
in this infrastructure, the United States government is
not merely talking about the security of its economy, its
military and defence, or its critical public infrastructure.
Increasingly, what is being secured is the way of life of
Americans themselves in their full digital articulation.

When the privatization of political power is consid-
ered in these terms, the concerns over the role of the
private sector in cybersecurity and critical infrastructure
protection via PPPs is complicated. As clear lines of ac-

Politics and Governance, 2018, Volume 6, Issue 2, Pages 5–12 10



countability are demanded of the private sector partici-
pation in public sector functions, it is possible to press
this further to ask how and why boundaries around pri-
vate sector accountability for the development of infras-
tructures, within the scope of their authority in the mar-
ket, are set and maintained.

6. Conclusion

Taking the full measure of cybersecurity and critical in-
frastructure protection policies requires analysis of their
place in reproducing specific forms of political order. Re-
orienting our conceptual lenses to consider the deeper
political theory within which security thinking is rooted
is one small step in this direction. A range of theoreti-
cal positions are compatible with this aim. While the ap-
proach favoured here is rooted in Critical Theory and his-
torical materialism, this does not exhaust a programme
of ‘deepening’ cybersecurity studies. Asking for a deeper
analysis is merely a request to clarify the foundational as-
sumptions that shape our inquiries. Cybersecurity stud-
ies informed by a plurality of theoretical frameworks can
only be a positive development.

Nevertheless, the analysis presented above favours
Critical Theory as the most fruitful way to pursue this
project. Space prevents a full discussion its epistemolog-
ical, ontological, and methodological dimensions; three
central claims will suffice. First, Critical Theory is interdis-
ciplinary in nature. As we know, cybersecurity is a com-
plex and multifaceted issue. While no single study could
possibly capture this complexity, a research programme
attending to the breadth of its varied aspects—the politi-
cal economy of cybersecurity, its normative suppositions
and impact, the discursive representations that inform
and support these—can provide a more comprehensive
reconstruction of the challenge of cybersecurity.

Second, Critical Theory (tempered by historical ma-
terialism) is historically sensitive. Recognizing the public-
private divide as an historically produced outcome of
liberal orders opens our conceptual and political hori-
zons. In turn, it emphasizes how structural pressures,
such as those imposed by markets, condition forms of
power available to various social forces in specific con-
texts. To this extent, the analysis above cannot be easily
generalized to non-liberal societies. Indeed, the use of cy-
bersecurity PPPs to meet broader political aims may be
pursued quite differently in different contexts. The nor-
mative commitment to PPPs in the United States, with
the ideological weight around property and liberty that
underpins them, may differ substantially from a merely
instrumental use in non-liberal states. Stressing an his-
torical understanding allows for nuanced treatment of
how various social forces—in liberal and illiberal states—
shape the plurality of approaches to cybersecurity we
witness in world politics.

Finally, Critical Theory draws attention to the ques-
tion that implicitly structures the concerns over private
sector accountability in the literature: democracy. Fear

of unaccountable power is central to existing criticism of
cybersecurity PPPs. As a normative aim, a Critical Theory
approach to cybersecurity is committed to the democra-
tization science and technology as a vehicle for greater
social and political equality. To give just one example,
greater democratic participation in defining how cyber-
security risks are determined, proceeding along the lines
of similar consultative exercises around food standards
in the United Kingdom (Jasanoff, 2003, pp. 237–238),
could provide a different account of how cybersecurity
risks are defined and to whose benefit. Answering the
question of what cybersecurity is both an analytical task
and a practical question in need of democratically de-
rived answers.
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will therefore propose a different model of how cyber security assemblages have developed and explain the implications
this has on contemporary security dynamics.
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1. Introduction

Cyber security is provided by a complex configuration
of actors and institutions (Choucri, 2012). Non-state and
non-traditional actors sit at the forefront of contem-
porary cyber security challenges: multinational corpo-
rations, hacktivist groups, intergovernmental organisa-
tions, and volunteer networks all provide (or threaten)
security in some important way. Whether it be the his-
torically prominent role of private actors in the develop-
ment and growth of cyber-related industries, or the low
barriers to entry, non-traditional actors have developed
meaningful capabilities (Nye, 2011, pp. 113–151). As this
phenomenon has emerged, the traditional distinctions
used to capture international politics are becoming hazy:
the lines between what is public and private, between
what is global and local, are waning. If the Weberian no-

tion of the state, whereby states possess a monopoly on
the legitimate use of force and defence, has ever existed,
its application to cyber security is increasingly limited. Cy-
ber security, therefore, requires refreshed thinking.

The proliferation of security actors leads to impor-
tant questions for international politics. The fragmenta-
tion of security provision has meant that states cannot
take their traditional standing as the primary security
provider in the international system for granted. Gov-
ernment actors may find not only their capabilities, but
also their legitimacy as a security actor fundamentally
questioned. The flight of power away from state struc-
tures has produced what Lucas Kello calls a ‘sovereignty
gap’ where private sector firms and individuals can no
longer take their government’s ability to protect them
for granted as they might have done in the face of other
threats (Kello, 2017, pp. 160–162). Cyber security is of-
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ten provided by a network of actors. Here, existing Inter-
national Relations (IR) theories, concepts and paradigms
provide useful tools in understanding the emerging mod-
els of security provision and their implications for in-
ternational politics. Current academic literature has al-
ready addressed many of the relationships between ac-
tors that are central to cyber security provision, including
public-private partnerships, (Carr, 2016; Dunn Cavelty,
2015; Dunn Cavelty & Suter, 2009) the role of civilian-led
groups (Ottis, 2012; Sheldon &McReynolds, 2015; Suciu,
2015; Toomesaar & Ottis, 2010) and states’ use of prox-
ies (Collier, 2017; Maurer, 2015, 2018; Rattray & Healey,
2011; Schmitt & Vihul, 2014).

The diffuse model of security provision observed in
many cyber security contexts lends itself naturally to
theories and concepts that accommodate actors other
than the state. This is not particularly novel or controver-
sial within IR literature. Concepts such as actor-network
theory and the military-industrial complex have helped
to articulate such a world view where state institutions
work alongside other actors (Balzacq & Dunn Cavelty,
2016). These concepts would therefore represent a nat-
ural home of sorts within the IR tradition for understand-
ing contemporary cyber security provision.

Yet, the challenges associated with interpreting and
understanding cyber security provision go beyond just
the proliferation of security actors. The emergence of
various cyber security actors has led to significant disrup-
tion that requires further consideration. Various actors
compete for power and ownership of cyber security is-
sues. First-order questions of what aspects of cyber secu-
rity are ‘public’ or ‘private’ are still being contested and
defined (Egloff, 2017). The incentive structures of differ-
ent security actors often clash rather than converge (Carr,
2016). As state actors further develop, processes of se-
curitisation often follow (Hansen & Nissenbaum, 2009).
As defence institutions become increasingly interested
in cyber security, the issue becomes further militarised,
creating an atmosphere of insecurity and tension in the
international system (Dunn Cavelty, 2012).

Further, the implications of such a proliferation of
security actors cannot necessarily be captured with uni-
form theories and trends. In truth, various simultane-
ous and yet seemingly contradictory trends coexist, of-
ten unhappily. States are simultaneously undermining
and being undermined by private actors. Private actors
may compete against states while working directly with
them in separate contexts. For example, whilst Apple
has publicly challenged the UK governments stance on
encryption and privacy (Hern, 2015), the US technology
firm also works alongside the UK intelligence commu-
nity with the UK signals intelligence agency, Government
Communications Headquarters (GCHQ), providing Apple
with information about vulnerabilities in their products
(Cox, 2016).

Given the above, simply acknowledging the prolifera-
tion of security actors is not enough. Studying its implica-
tions, however, represents the altogether more interest-

ing question. An emerging body of literature that applies
the concept of an ‘assemblage’ to IR and security studies
provides a useful first step. The security assemblage con-
cept is one able to articulate the empirical realities and
ongoing challenges of contemporary cyber security chal-
lenges. Section two proceeds to define the term and dis-
cuss how it relates to cyber security. Section three then
develops this concept further by suggesting how the for-
mation of cyber security actors and structures is differ-
ent to the contexts in which the concept of a security as-
semblage has typically been deployed. Section four then
presents concluding arguments and considers the practi-
cal applications of the assemblage term.

2. Cyber Security Assemblages

Refreshed thinking is required to better understand the
provision of cyber security and the configuration of cyber
security actors. Here, the term cyber security is defined
as the security of the environment formed by physical
and non-physical components and characterised by the
use of computers and other networked devices. Cyber
security actors, by definition, provide security in some
capacity. Yet this does not mean that all actors strive to
achieve a single, unitary concept of security. The preva-
lence of private actors means that cyber security is often
provided by actors who prioritise other commercial ob-
jectives over security. Encryption disputes between the
US government and technology firms show that different
actors have altogether different motivations.

This makes the study of the different cyber security
providers, and how they interact with one another es-
sential. The concept of global cyber security assemblages
provides a conceptual anchor that provides a means for
further understanding these issues. The term provides
a more appropriate concept for understanding contem-
porary cyber security contexts when compared to more
traditional frameworks. The security assemblage term
refers to new hybrid structures that are often simultane-
ously public and private, global and local. The use of the
term is part of an emerging body of scholarship within IR
literature that seeks to empirically assess complex struc-
tures where a range of different global and local, public
and private security agents, interact, cooperate and com-
pete to produce new institutions, practices and forms
of security governance that cannot be captured neatly
though the boundaries of nation states (Abrahamsen &
Williams, 2011; Williams, 2016).

The assemblage concept therefore moves away
from the traditional centre of the nation-state to
multi-layered, networked configurations that are able
to accommodate a range of entities including (in-
ter)governmental, para-governmental, nongovernmen-
tal, and private organisations (Voelkner, 2013). The
boundaries of an assemblage can be drawn in alternative
ways to the traditional contours of national borders. They
can be drawn to examine the provision of security within
a territory but can also be used to examine security or
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governance contexts that are inherently international.
The issue of internet governance, for example, comprises
a global assemblage of actors, albeit one dominated by
US actors (Carr, 2014). Perhaps the most defining char-
acteristic of the assemblage concept is therefore an ac-
commodation of the forces of globalisation and a scep-
ticism of rigid borders and distinctions. Of course, much
of the above relates closely to other terms including ac-
tor network theory; indeed, the difference between the
terms is one of emphasis, rather than kind (Acuto & Cur-
tis, 2014) with the similarities and differences between
the two concepts discussed in greater detail elsewhere
(Acuto & Curtis, 2014; Müller & Schurr, 2016).

For the purposes of understanding cyber security pro-
vision, it is the notion of assembly and disassembly—
where actors relinquish, transfer and develop capacities
and functions—that is central to the added value of the
assemblage concept. As security functions emerge and
are captured by either public or private actors, actors as-
semble greater capabilities and responsibilities. As pri-
vate actors increasingly take on strategic, ethical, and
foreign-policy alignment issues that were previously out-
side their purview, they are assembling into more polit-
ical actors. Conversely, as aspects of cyber security are
increasingly regulated and managed by states, other as-
pects of private actors’ capabilities and responsibilities
are disassembling. Contemporary cyber security prac-
tices are replete with these instances of assembly and
disassembly. Assemblage thinking therefore pays atten-
tion to the instability of security networks. While cyber
security is provided by a vast array of actors, assemblage
thinking also highlights the contestation related to the
roles and responsibilities of security actors. In light of
emerging and shifting actors, the point is not to demon-
strate that states are stronger or weaker. Rather, the in-
tention is to examine the complex configuration of actors
that maintain contingent and multifaceted relationships
with each other (relationships that cannot be captured
by static and often state-centric theories). Cyber security
is replete with global and local, public and private agents
whose relationships are deeply competitive as well as co-
operative, conflictual, and at times coordinated. While
the concept of a security assemblage has been applied
to cyber security in previous literature (Stevens, 2012,
2016, pp. 181–186), the argument for why and how the
concept should be used and applied to cyber security re-
mains underdeveloped—an imbalance this article hopes
to correct.

These hybrid structures are clearly observed through
contemporary examples with the cyber security of crit-
ical national infrastructure (CNI) in the UK a case in
point. The vast majority of CNI is owned and managed
by corporations—itself a broad church that includes a
variety of actor types including not-for-profit commu-
nity owned private limited firms, regional and UK-based
firms, multinational firms (National Grid operates in
both the US and UK for example, probing traditional
global-local distinctions) and state-owned or quasi-state

owned firms (the now approved Hinkley Point nuclear
plant will be owned and managed by a combination of
French-state majority owned EDF energy and Chinese
state-owned China General Nuclear Power Corporation)
(Ward, Pickard, & Stothard, 2016). As a collective, these
corporations cannot neatly be categorised as ‘private’
given the variety of entities including the presence of
both partially and fully state-owned entities. Corpora-
tions provide cyber security alongside a range of govern-
ment departments, including GCHQ and its subsidiary,
the National Cyber Security Centre (NCSC); the Cabinet
Office, the various government departments that are
largely responsible for infrastructure related to their de-
partment and related institutions such as the Centre for
the Protection of National Infrastructure (Collier, 2016).
All of these government entities have their own identi-
ties, agendas andmotivations—a reality that means that
‘the government’ is not necessarily a coherent entity at
all. Adding to the plethora of actors are various interna-
tional organisations and multilateral bodies. Various ac-
tors work together within this cyber security assemblage,
often in unusual ways. With Chinese-based firm Huawei
providing communication equipment for CNI organisa-
tions, GCHQ employeeswill routinelymonitor, take apart
and inspect the equipment supplied (due to security con-
cerns) at a centre that is itself funded by Huawei (Rifkind,
2013; Rosenzweig, 2013).

An assemblage approach also considers the norma-
tive agendas behind the traditional categories and dis-
tinctions used in IR literature. Pursuing assemblage think-
ing means paying attention to the relationships between
a variety of actors and the forces that impel them to
act in the way they do (Lisle, 2013). The process of as-
semblage formation is not neutral but deeply political.
Different actors have clashing views on what aspects of
cyber security should be ‘public’ or ‘private’ as well as
where the boundaries of these distinctions lie. Return-
ing to the UK example, the UK 2016 Cyber Security Strat-
egy declared that market based solutions to cyber se-
curity have ‘not produced the required pace and scale
of change’, meaning that ‘Government has to lead the
way and intervenemore directly by bringing its influence
and resources to bear’ in a move that overtly seeks to
increase the government’s cyber security purview (HM
Government, 2016). On the other hand, governments
have also sought to relinquish both their authority and re-
sponsibility of cyber security issueswithin other contexts
in order to avoid the backlash of security failings (Carr,
2016). This is also observed in recent US encryption dis-
putes that reflect broader political disagreements about
the agency afforded to different actors. Lawenforcement
organisations’ interests in accessing intelligence on de-
vices clash with technology firms who instead seek to
protect their customers’ data from government access,
(albeit while simultaneously selling user data to other
businesses and using it themselves for the purposes of
targeted advertisements). Various government entities
compete with each other for ownership of cyber secu-
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rity and the tax revenue that accompanies the issue. Al-
ternative visions of cyber security are proposed within
such intra-governmental competition—the issue may be
framed through a military, business or criminal prism
depending on the government entity that seeks to cap-
ture the issue. These tensions are mirrored at the inter-
national level where various multilateral organisations
compete for relevance on the issue including the North
Atlantic Treaty Organization (NATO); the United Nations
(UN) through the Group of Governmental Experts on In-
formation Security; The European Union Agency for Net-
work and Information Security (ENISA); the International
Telecommunication Union (ITU); etc. It is this notion of
contestation that further distinguishes an assemblage
approach from other theoretical lenses that merely ac-
knowledge the importance of units other than states or
the increasingly blurry lines that exist between different
types of actors.

3. The Cyber Security Assemblage Process

The arguments and theoretical developments of previ-
ous assemblage literature provides a rich intellectual
backdrop in which the concept of a global cyber secu-
rity assemblage can be developed. Assemblage thinking
owes its intellectual roots to Gilles Deleuze and Felix
Guattari’s book that developed an ontology that includes
assemblages as a core entity in light of the development
of a number of concepts, including ‘open systems, com-
plexity, emerging and non-linear dynamics’ in the global
system (Deleuze&Guattari, 1987). For Deleuze andGuat-
tari, an assemblage is a number of disparate and het-
erogeneous elements convoked together into a single
discernible formation that displays some form of consis-
tency and regularity while remaining open to transforma-
tive change, either through the addition or subtraction of
elements, or the reorganisation of the relations between
elements (Deleuze & Guattari, 1987). Manuel DeLanda
subsequently developed the concept to develop a com-
prehensive theory of assemblages that challenges exist-
ing social analyses—often focused at either the individ-
ual or societal level (DeLanda, 2002, 2006, 2010).

Assemblages were subsequently considered in an IR
and security studies context. Saskia Sassen has pushed
back against the focus of globalisation literature on the
withdrawal from the state in areas such as the economy
as it often ignores the way states actively participate
in setting up new structures. In short, globalisation is
not a matter of outside private forcers eroding state
power and sovereignty; instead, it is a process entwined
with a restructuring of institutions and power relations
through practices such as privatisation and regulation.
Sassen used the assemblage term to articulate how glob-
alisation has led to a new world order that challenges
state-centric ontologies. The assemblage process de-
scribed by Sassen involves three steps. First, a process
of state disassembly occurs with traditional state func-

tions taken up by private actors. This first shift therefore
involves the transformation of the national state through
the denationalisation or privatisation of national author-
ities and policy agendas (Sassen, 2008). Second, private
actors develop new capacities that allow them to act at
a global level. For Sassen, this primarily came through a
new normative capacity, where private power is increas-
ingly recognised as legitimate and accepted in the inter-
national system (Sassen, 2008). Third, a process of re-
assembly occurs where new actors and capabilities be-
come part of global assemblages that are embedded in
national settings but operate at a global scale (Sassen,
2008; Williams, 2016).

Although state-centric ontologies may no longer be
coherent for Sassen in the context of globalisation and
privatisation, they do at least represent an appropriate
starting point in her analysis. States certainly played a
decisive role in the formation of cyberspace. Yet, it is
not the case that a process of state disassembly has oc-
curred, where many cyber security functions that were
once the purview of states have now been taken up by
private actors. Instead, many cyber security functions
have emerged over time as the internet and networked
technologies have become increasingly integral to so-
ciety. From a theoretical perspective, this means that
while security assemblages provide an ideal lens for ex-
amining cyber security issues, Sassen’s three-part assem-
blage process does not represent an accurate represen-
tation of the development of cyber security actors. Cyber
security provision represents a curious counter-example
to the ongoing trend of states outsourcing security and
military functions to the private sector. In these other
areas of security, traditional state functions are increas-
ingly outsourced to contractors (McFate, 2014; Mum-
ford, 2013; Singer, 2008). In a cyber security context, by
contrast, states have, if anything, expanded their security
role and acquired new functions—often challenging pri-
vate sector governance in the process. It must therefore
be acknowledged that the formation of cyber security as-
semblages contain their own idiosyncrasies.

Rather than Sassen’s three-shift account, a five-shift
process of assemblage formation is a more appropriate
representation of the formation of assemblages in a cy-
ber security context and is outlined below. Note, rather
than to provide a comprehensive history of events, the
objective here is to explain how various actors have de-
veloped and come together in the context of cyber secu-
rity. The five shifts outlined below are therefore overlap-
ping and not necessarily perfectly linear. Moreover, with
‘cyber’ such a broad catch-all term that in fact comprises
a number of separate processes (including encryption
disputes, disinformation campaigns, and internet gover-
nance), clearly not all issues that sit within the concept
have developed in the sameway (Shires & Smeets, 2017).
The following five shifts therefore represent a broad gen-
eralisation, rather than a precise account of specific cy-
ber security issues.
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3.1. One: Development of Underpinning Technologies

The starting point for contemporary cyber security chal-
lenges does not begin with a coherent Weberian state
model. To understand the starting point of contemporary
cyber security challenges, it is necessary to understand
the development of the two key technologies that under-
pin it: computers and computer networks.

It is difficult to confidently declare when the first com-
puter was built, given the range of classifications. The re-
ality is that a gradual process of incremental technologi-
cal developments eventually led to the computers used
today. For example, the first programmable computer
was created by German Konrad Zuse in his parents’ living
roombetween1936 and1938; the TuringMachine,which
became the foundation for theories about computing and
computers, was first proposed by Alan Turing in 1936;
and the Electronic Numerical Integrator and Calculator,
which was the first electronic computer used for general
purposes, was invented by John Presper Eckert and John
Mauchly at the University of Pennsylvania in 1946.

The emergence of computer networks has amore co-
herent history. The first paper on switching theory was
published in 1961 and by the late 1960s, plans of the
ARPANET were being developed. By 1969, a Network
Measurement Center at UCLAwas selected to be the first
node on the ARPANET and the first host computer was
connected. Further design choices that have shaped the
internet in its current form continued to be made into
the 1970s.

For both the creation of computers and the internet,
a number of actors were integral. Indeed, the starting
point of computers and computer networks was an as-
semblage of different actors in its own right: academia
was at the forefront in many of the decisive develop-
ments, yet both states and private sector firms also
played vital roles.

3.2. Two: Development of the Private Sector

While initially an academic and military pursuit, com-
mercial incentives drove the subsequent development
of computers and computer networks. As APRANET was
decommissioned in 1990, the obvious market opportu-
nities of the technology led to an influx of private sec-
tor firms who were willing to invest significantly in re-
search and development. This was seen most clearly in
the US, where several US computer manufacturers, soft-
ware vendors and internet service providers began to de-
velop capabilities at a global level. Firms such as IBM,Mi-
crosoft and Apple grew rapidly during this shift.

These private developments have grown cyberspace
exponentially, making it an integral part of society. With
this growth, cyber security has become an increasingly
important issue.Withmany of today’s cyber security con-
cerns emerging as a result of the private sector driven
growth of networks, it is private actors, who have often
been at the forefront of cyber security challenges.

Through their growth, private actors have also taken
on a greater political role. Microsoft, for example, has
created an international diplomacy team that partici-
pates actively in international fora in order to lobby
the technology firm’s perspective to policymakers from
around the world. Google has likewise become involved
in various political issues, ranging from protecting the
identities of protestors (Halliday, 2012), to developing so-
phisticatedmeasures to steer potential ISIS recruits away
from the terrorist cell (Greenberg, 2016). Yet, whilst po-
litical, ethical and security challenges are thrust upon
private actors, this does not mean they are always em-
braced or anticipated. Social media platforms, for exam-
ple, have come under increasing criticism for failing to
deal with disinformation campaigns. While many private
actors are undoubtedly now political actors in a cyber se-
curity context, this does not, however, mean that they
are necessarily competent in such a capacity.

3.3. Three: State Realisation

Although states played an integral role in the formation
of the internet and the development of networks, gov-
ernments on the whole have responded slowly to the cy-
ber security challenges that have emerged as the private
sector-led growth of cyberspace has developed since the
1990s (with certain military and intelligence agencies an
exception). As computers and networks have become in-
creasingly integral to modern life, states have gradually
woken up to the importance of developing their own
cyber security capabilities and are starting to invest sig-
nificantly in the issue. The variety of government ob-
jectives has naturally led to divergence in the sort of
developments that states have invested in. Authoritar-
ian regimes have developed technology and infrastruc-
ture that prevents dissent and political protest (Deibert,
2013). Conversely, Western democracies have invested
heavily in cyber security programs: the UK Government
has significantly increased its cyber security spending to
£1.9 billion in the period 2016–2021 (HM Government,
2016) while The Pentagon has requested $34.7 billion in
cyber security funding between 2017 and 2021 (Capac-
cio, 2016).

3.4. Four: Emerging Hybridity and Contestation

Computers and computer networks, have always com-
prised an assemblage of actors that includes academia,
governments, private sector firms and advocacy groups.
These assemblages have become increasingly complex
over time with a marked increase in the number of ac-
tors involved. The result is the emergence of increasingly
hybrid structures—assemblages that embed a range of
actors and transcend traditional global-local and public-
private distinctions. For example, information sharing
partnerships also exist with active participation from
both corporations and government entities (NCSC, 2016).
Such security arrangements are neither clearly public
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or private security but instead an amalgamation of the
two—one captured more coherently through an assem-
blage lens. The network of computer emergency re-
sponse teams (CERT) also collaborate through the Fo-
rumof Incident Response and Security Teams (FIRST) net-
work that combines national and international as well as
public and private CERTS. At a more active level, hacker
groups will assist and work with government actors in
conducting offensive activities. Although these activi-
ties are often state-directed, hacker groups also operate
independently—often representing a government’s in-
terests without explicit instruction or direction from gov-
ernment actors (Suciu, 2015). Such relationships have
been presented as state-proxy relationships (Maurer,
2018) that, by definition, imply a certain binary rela-
tionship between two actors. However, an assemblage
framework that accommodates what are often looser hy-
brid structures and naturally affords a greater agency to
non-state actors provides a more coherent concept for
capturing this empirical reality.

As these cyber security assemblages have grown and
become more complex, they have also represented an
increasing source of tension. Security assemblages are
not necessarily harmonious or stable structures. Assem-
blages are often marked by competition and struggles
for power and influence with different actors appealing
to conflicting visions of what should be ‘public’ and ‘pri-
vate’. The history of cyber security related issues is re-
plete with examples of these tensions. The state is a key
protagonist in the vastmajority of these disputes, becom-
ing increasingly assertive and willing to challenge estab-
lished private sector norms. The growth in their capabil-
ities has therefore proved a notable source of tension
and instability.

3.5. Five: Generativity

If the previous shift described the further development
and growth of hybrid structures, comprised of a range
of pre-existing actors, then the process of generativ-
ity points to the emergence of altogether new actors
and processes.

Generativity, first espoused by Jonathan Zittrain,
refers to the way in which the malleable nature of dig-
ital technologies (such as the internet) allows them to
serve a variety of purposes, potentially providing a plat-
form for innovation that may not have even been fore-
seen by their creators (Zittrain, 2006). Most computers
are designed to be able to run software that is not writ-
ten by the computer manufacturer or operating system
publisher, thereby enabling a computer to be used for a
range of processes that it was not initially designed for.
For example, while Twitter was launched in 2006, com-
puters built before this time would nevertheless be able
to run the service provided they had an internet connec-
tion and internet browser.

The generative process goes beyond adaptations to
hardware and software: it also leads to the emergence

of altogether new actors and processes. The outbreak
of the WannaCry ransomware worm provides a clear ex-
ample of these other forms of generativity. Take a mo-
ment to consider the strange trajectory of events which
led up to theWannaCry ransomware outbreak. First, the
US National Security Agency (NSA) developed a num-
ber of exploit tools to be used for intelligence gathering
and offensive cyber operations (Burgess, 2017). These
vulnerabilities were then leaked by The Shadow Bro-
kers (whose identity and intentions remain unverified)
(Goodin, 2017), before going on to being used as part
of the WannaCry ransomware deployed by North Korea
(Volz, 2017). Here, a number of previously separate pro-
cesses have become embedded: the NSA’s development
of cyber tools for intelligence gathering and offensive cy-
ber operations led to both the development of a group
that leaked these tools before a separate global breakout
of ransomware.

Taking the response to malware for example, hard-
ware and software vendors initially tried to protect their
own products and services. Yet, it did not take long for
an anti-virus industry to form (McAleavey, 2011). The
assemblage of actors and processes involved with mal-
ware has expanded further still, includingwhite-hat hack-
ers, bug bounties and crypto-markets that illegally sell
malware tools. Some of these emerging actors and pro-
cesses will have further knock-on effects: the emergence
of online illegal malware market will create new govern-
ment police and cybercrime units. Cybersecurity is re-
plete with examples of these sort of generative cascades
that creates unstable processes where the implications
of an emerging technology, in terms of its impact on
the development and emergence of both actors and pro-
cesses, is highly uncertain.

This five-shiftmodel of security assemblage has impli-
cations for security provision today. While states were in-
volved since the beginning of cyber security assemblage
processes, they have significantly developed their politi-
cal role and capabilities in the last decade. Throughout
the emergence and development of cyber security as-
semblages, private actors have therefore enjoyed a sig-
nificant degree of agency. The more recent further emer-
gence of government actors therefore explains many of
the tensions observed today. Whether it is encryption
disputes, the increasing regulation of cyber security is-
sues, or the knowledge of vulnerabilities that govern-
ment actors withhold, states increasingly challenge, dis-
rupt and often undermine the norms and practices that
have previously been established amongst private ac-
tors. Government actors often ‘argue through the past’
(Stevens, 2016) evoking, for example, historical analo-
gies regarding their previous ability to access the data of
criminals and terrorist suspects through wiretaps in an
attempt to make normative claims and justify why they
should be able to access encrypted data. Here, states
play on their broadly-perceived legitimacy within other
security issues in the past to justify an expanded role in
the context of cyber security in the future. As private ac-
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tors have developedwith relativelyminimal state involve-
ment since the 1990s, as the state now enters this space
further, their previous lack of involvement makes their
increasingly active role and their legitimacy as a security
actor controversial and increasingly contested.

The diachronic nature of cyber security assemblages
is therefore critical. The above analysis highlights the
dynamic and highly unstable nature of cyber security
assemblages. This constant to-and-froing of cyber secu-
rity providers, as their power, roles and responsibilities
shift, stands as a perennial feature in the development
of cyber security assemblages. It remains unclear what
aspects of cyber security will eventually be ‘public’ or
‘private’. These contestations are therefore largely unre-
solved. Flat analyses of cyber security that neglect these
ongoing processes thereforemiss crucial components re-
garding the nature of contemporary security provision.

4. Conclusion

This article has introduced a framework for how the
assemblage concept can be applied to cyber security.
Yet specific cyber security issues have their own unique
features—the dynamics of a US encryption assemblage
are rather different to an international internet gover-
nance assemblage for example.Moving forward, the con-
cept has greater utilitywhen applied to specific case stud-
ies. Here, it can be used to examine the issues outlined
above, with focus on how security actors interact and
with consideration towards power relations, incentive
structures and the practices that embed actors together.

The cyber security assemblage concept goes beyond
merely recognising the importance of non-state actors or
the interdependence between different actors. Crucially,
the concept unearths and captures processes that are es-
sential to contemporary cyber security challenges—the
current disputes over what should be ‘public’ and ‘pri-
vate’, the presence of contradictory trends as different
security actors cooperate and compete with each other
simultaneously, a consideration of the diachronic nature
of cyber security provision, and the emerging hybridity
of cyber security practices that cannot be neatly accom-
modated within traditional theoretical paradigms.

Thinking with assemblages is useful for understand-
ing the security implications of particular configurations
of actors. Discussions of cyber security have become lop-
sided. Analysis within security studies literature has fo-
cused primarily on issues including attribution, deter-
rence, and offence-defence balance with the dynamics
between security actors often neglected. Yet, when con-
sidering the relationships between actors—the extent to
whichmutual understandings of ‘public’ and ‘private’ are
settled or disputed, or whether there are clashing incen-
tives between actors—these are issues that have funda-
mental implications towards the nature of security.

Whilst the arguments within this article are largely
theoretical, the benefits of an assemblage approach also
lie in its practical application. In a security environment

where issues such as the use of contractors and diverse
supply-chains present security concerns, understanding
the network of security actors and how actors relate
to one another is important. Thinking with assemblages
can be used to understand shifts in actor’s capabilities.
As public and private actors seek to expand their remit,
the assemblage framework provides a lens for captur-
ing processes such as securitisation that present very
real threats to individuals. Viewing the growth of private
sector actors through an assemblage paradigm brings
attention to the nascent challenges they face. As tech-
nology firms expand, their purview has increased expo-
nentially as they are confronted with strategic, ethical
and foreign-policy alignment challenges. Here, an assem-
blage approach brings attention to the profoundly politi-
cal nature of many of these private firms.

Theremay also be useful comparative insights. Cyber
security assemblages, however they are drawn, contrast
starkly within different contexts. This provides insight
into the different strategic challenges each government
faces. Taking the US for example, the incentive structures
of private actors often run contrary to the interests of
the US government in relation to issues including encryp-
tion. A US cyber security assemblage is therefore char-
acterised largely by disputes and friction between pub-
lic and private actors. A Chinese cyber security assem-
blage, by contrast, contains a much greater level of har-
mony between different security actors. Such a compar-
ison, therefore helps policymakers understand the chal-
lenges they face, and crucially the relative characteristics
of the assemblages that they operate in.

Often underestimated, challenges related to security
provision are critical to cyber security. The configuration
of security actors, and how actors relate to one another,
have fundamental implications for the nature of cyber se-
curity. The discipline of IR has much to offer in develop-
ing a fuller understanding of these issues. Thinking with
assemblages provides a promising framework for advanc-
ing such an endeavour.
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1. Introduction

Cybersecurity is an important matter in (inter)national
politics. But what makes it a political issue? Is it not
the case that cybersecurity sensitivities arise primarily
due to the continued proliferation of digital technologies
in many aspects of human life? More specifically, if we
were to take away the technologies, would the issues not
be solved?

Of course, to claim that cybersecurity is predomi-
nantly about technology does not do the issue justice,
not least because there is ample research both recog-
nizing and focusing upon the human aspect of the secu-
rity equation (Furnell & Clarke, 2012; Lebek, Uffen, Neu-
mann, Hohler, & Breiter, 2014). Despite this human as-
pect, this article will proceed from the claim: cybersecu-
rity is about technology. To clarify, as science and tech-
nology studies (STS) purport, “technology” means more
than is implied by the common usage of the term (Bi-
jker, Hughes, & Pinch, 1987). To make the statement less
provocative and more analytically meaningful, this arti-

cle sets out to show how three different conceptualisa-
tions of technology can help reveal different facets of
cybersecurity as a technopolitical issue. Though there
are attempts to bridge the gap between STS and inter-
national relations literature more generally (McCarthy,
2016), the STS perspective has not as yet been fruitfully
applied to the study of cybersecurity politics.

Following Bijker (2006) the first of the three under-
standings is material: it frames technologies as static
artefacts, i.e., “things”. The second of Bijker’s under-
standings links technology to social activities: it refers
to the interactive relationship between technological ob-
jects and humans. The third―and perhaps least famil-
iar―perspective understands technology according to
its etymological roots in Ancient Greek, as techne and lo-
gos. Technemeans art, skill, craft, or the way, manner, or
means bywhich a thing is gained. Logosmeansword, the
utterance bywhich inward thought is expressed, a saying,
or an expression. This third perspective thus refers to the
discourse around “what people know as well as about
what they do with” technology (Bijker, 2006, p. 682).
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Technologies in this view are embodiments of societal
knowledge, sites where power relations can be seen in
operation as they shape and coordinate the behaviour of
social actors (Behrent, 2013, p. 57; also Foucault, 1981).

Broadly speaking, STS focusses on the simultaneous
shaping of scientific knowledge, technological artefacts
and societal matters (cf. Jasanoff, 2005). For cybersecu-
rity, science is an interesting empirical field from which
to learn more about the dominant and less dominant
ways of thinking about the issue. Empirically, this arti-
cle uses biometric data to show how the different per-
spectives of technology play outmore concretely. To help
understand dominant views of technology across disci-
plines without falling prey to a disciplinary bias, the ar-
ticle turns to scientific output as documented in two
prominent scientific databases―World of Science (WoS)
and Scopus.1 In contrast to disciplinary literature reviews
(for example, Ebert &Maurer, 2017), the quantitative na-
ture of bibliometrics “provides a certain sense of objec-
tivity for descriptive purposes” (Martinez-Gomez, 2015,
p. 209), which of course does not absolve us from inter-
preting the results carefully in the appropriate context.2

The article has three main sections, one for each of
Bijker’s ways of understanding technology matched to
cybersecurity research. What the bibliometric analysis
shows is that the first perspective is by far the most dom-
inant. In this “techno-objectivist” view, cybertechnolo-
gies are seen as broken “objects” that need to be fixed
to produce more security. Political forces are not consid-
ered, even though they clearly pre-shape the research
environment. The second view, which is marginalized
in comparison, is “politico-subjectivist”. Cybersecurity is
read within pre-existing frameworks of political theories
and assumptions. By focusing on cybertechnologies as
tools of power in the hands of social actors, analyses
often lose sight of technological materiality and idiosyn-
crasies, which leads to unsatisfactory conclusions.

In contrast to the first two, the third understand-
ing of technology is not visible in the research output.
Given that this thematic issue is looking for “innovative

approaches to the study of global cybersecurity gover-
nance” within the broad field of political science, the ar-
ticle suggests how it could be used to bridge the gap
between technical and social inquiries. It is suggested
that political scientists can study cybersecurity in inno-
vative ways by looking at how knowledge around the
core of cybersecurity―(computer) “vulnerabilities” and
their exploitation―is gained within social relations and
how such knowledge is related to social and political pro-
cesses of sense-making and power.

2. Dominant View: Cybersecurity as “Fixing Broken
Objects”

WoS and Scopus differ in the way they classify docu-
ments into research areas. However, in both databases
the field of computer science tops the lists of research
areas (WoS: 72%/Scopus: 61%), followed by engineering
(WoS: 36%/Scopus: 40%).3 Though disciplinary catego-
rization comes with its own challenges, this trend is still
indicative of the background of the professionals who
produce the most cybersecurity research and where the
intellectual home of cybersecurity sits.

Though the absolute number of citations varies be-
tween the two databases, which leads to different over-
all rankings, eight of the top ten most cited articles are
the same in WoS and Scopus (see Table 1 for top three,
matched across both databases).4 A fact which leaves lit-
tle doubt as to the area of highest interest, all of the
Top 10 cited articles in both databases focus on smart
grids and/or SCADA (Supervisory Control and Data Acqui-
sition) systems, a category of software application used
inmany industrial processes to better control equipment
and conditions. The majority of these Top 10 articles
were published in journals run by the Institute of Elec-
trical and Electronics Engineers (IEEE), the largest exist-
ing professional association for technical professionals.
All the articles are relatively recent, focus on concep-
tual clarifications, define the new challenges of “cyber-
physical systems”, offer some classification for different

Table 1. The three most cited cybersecurity publications in both databases (in October 2017).

Title Journal Published in

A Reliability Perspective of the Smart Grid (Moslehi & Kumar, 2010) IEEE Transaction on Smart Grid 2010

A Survey on Smart Grid Communication Infrastructures: Motivations, IEEE Communications Surveys 2013
Requirements and Challenges (Yan, Qian, Sharif, & Tipper, 2013) And Tutorials

Cyber-Physical System Security for the Electric Power Grid Proceedings of the IEEE 2012
(Sridhar, Hahn, & Govindarasu, 2012)

1 Google Scholar does not offer the same services of analysis and data extraction at the moment and was therefore not used due to the impossibility to
compare the data. On the differences between the databases, see Mongeon and Hus (2016).

2 Data was considered up to the end of 2016.
3 Multiple categories per entry are allowed.
4 The usualmethod to identify publicationswith themost influence is to look at their number of citations. There are plenty of well-known issueswith such
an approach (Archambault, Vignola-Gagné, Côté, Larivière, & Gingras, 2006; Leydesdorff, 1989), but it can suffice here as an indicator of importance in
the larger field.
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aspects of smart grid security, and describe some of the
solutions, with emphasis on risk management method-
ologies and future research needs.

A qualitative reading of the top 10 cited articles re-
veals that the reason for studying cybersecurity issues
stems from a set of larger, uncontested technological
trends including autonomous systems as well as cloud
and high performance computing. The level of risk is con-
sidered to be on the rise because of progressive digital-
ization. Through the connection of the virtual realmwith
the real world in “cyber-physical systems”, scenarios in-
volving more severe damage are possible, the most seri-
ous being a sustained and large-scale power outage with
potentially catastrophic consequences. These scenarios
are not new. On the contrary, they have always been
very strong fear mobilizers in the related policy debate
(Conway, 2008). However, recent technological develop-
ments (opportunity) coupled with reports of rising skills
of malicious actors (capabilities) make these scenarios
seem more likely now than they ever were.

“Vulnerabilities”, exploitable flaws in code or design
of hardware or software, are the focal point of this type
of research. In the field of IT-Security, vulnerabilities are
defined as weaknesses or flaws in hardware or software
products that allow an attacker with sufficient capabil-
ities to compromise the integrity, availability, or con-
fidentiality of a resource (cf. Bowen, Hash, & Wilson,
2006). The type of security that is sought is a combina-
tion of these three IT-security goals―if only one is com-
promised, the system’s overall security is compromised.
Integrity refers to the trustworthiness of a resource: it
is compromised if silent modification without authoriza-
tion occurs. Availability is compromised if an appropri-
ate user is denied access to a resource. Confidentiality

is compromised if somebody gains access to information
that she should not have had access to. The main aim of
research is to develop better cyberincident prevention,
protection and detection capabilities on the one hand
and more “resilient” systems and infrastructures, signi-
fying timely recovery of functionality if under duress due
to an attack, on the other. The causes of the insecurity
are of little interest―fixing them is the priority.

From this perspective, data is like a raw material, the
“blood” of cyberspace, that which circulates through the
arteries (the information infrastructure). Security here
is security of cyberspace―the protection of the body
and the blood. Cybertechnologies aremere objects to be
acted upon. Ultimately, we are looking at the practice of
fixing flawed, inanimate “things” to the greater benefit
of all. This way of thinking is instrumental for sustaining
a specific kind of a-political materiality, which is an un-
derlying condition for security and protection practices,
but is also reproduced through them (Aradau, 2010). Po-
litical practices or borders are secondary: all things share
the same vulnerabilities and everybodywill profit equally
from fixing them. Consequently, cybersecurity is entirely
positive in its overall connotation. The focus is on devel-
oping usable “tools and techniques” to improve the over-
all level of IT-security. Future research is geared towards
developing marketable solutions that will create a larger
benefit for society through a) ensuring trust in cybertech-
nologies and b) economic growth through innovation in
the IT (security) market.

This dominant understanding of cybertechnologies
manages to sidestep politics almost completely, and yet
is quite obviously very much in its grip. Two data-driven
observations support this claim (see Figure 1). First, cy-
bersecurity research output sees an almost exponential
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Figure 1. Number of published items per year with Topic “Cybersecurity” (WoS and Scopus).
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growth rate. From 2012 to 2014, the number of scien-
tific products almost doubled, with another steep in-
crease in 2015. Even if we can only speculate about
why 2012 is the watershed year, we can observe that
the steep increase in cybersecurity-related publications
around 2012 mirrors the time political attention shifted
to highly sophisticated and targeted attacks (epitomized
by Stuxnet). They were regarded as indicators for the ris-
ing capabilities and political willingness of state actors
to use cyberspace for strategic goals (Farwell & Rohozin-
ski, 2011; Langner, 2011). Beyond the question whether
there is an objective increase in willingness and skill
for cyberattacks among political actors, the focus of re-
search on SCADA-systems (as targeted by Stuxnet) and
on the infrastructure considered the most “critical” for
society (electricity) is intertwined with political interests
and sensibilities.

Second, cybersecurity was non-existent as a research
topic before 2002, which mirrors observations else-
where that the term came into existence and gained
widespread traction in the policy field only around the
year 2000 (Dunn Cavelty & Suter, 2012). Though the de-
tails of this dynamic remain unclear, one observer con-
vincingly calls it “attributable to a combination of mili-
tary influence, marketing hype and societal acceptance”
(Rout, 2015). The choice of researchers to use the la-
bel “cybersecurity” for their research (rather than Inter-
net security or information security) also occurs against
a specific political background. Literature that focuses
on the diplomatic difficulties of coming to any interna-
tional agreements about “cybersecurity” has pointed out
that the term is favoured primarily by Western states. In

a clear move to disassociate from the Western under-
standing, Russia and China in particular like to use the
term “Information Security” (Giles & Hagestad, 2013). In-
deed, in both databases, the US tops the list of the Top
10 countries where cybersecurity research originates by
a large margin (WoS: 63%/Scopus: 75%). However, for
the search term “Information Security”, China leads the
ranking before the US (WoS: China 25%, US 11%/ Scopus:
China 23%, US 18%).

3. Secondary View: Social Interactions with and
through Cybertechnologies

The second conceptualization of technology is focused
on the interactions between technology and social
actors. As the empirical research reveals, this view
is predominantly found in the category “social sci-
ences”.5 Scopus has “social sciences” as a lump category
on third place, with 18%. WoS lists 31% of its cybersecu-
rity records in “social sciences”, which is the third largest
category after “science and technology” and “technol-
ogy”. Overall, this type of research is far less prevalent
than the first type (cybersecurity as fixing broken things).
Even though there was also a quantitative increase of
research around 2010, there is a growing gap between
computer sciences and engineering approaches and so-
cial sciences research (Figure 2).

Top cited research in the social sciences6 is much
more diverse than the dominant (computer science)
view. A reading of the articles reveals two main focal
points. The first is an interest in organizational and man-
agerial aspects of cybersecurity, such as “information
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Figure 2. Output of Social Science Research vs. General Cybersecurity Research, both WoS (left) and Scopus (right).

5 Importantly: this is a database category and does notmean to say that only social scientists work on these issues. In fact, most publications are classified
into several different such categories.

6 For each publication, multiple research areas can be chosen. Therefore, some of the top 10 papers in the social sciences category overlap with the
general top 10 papers. After reducing the sample to “pure” social science, 1,220 entries remain in WoS and 497 documents in Scopus.
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sharing” between state and private actors (the top cited
article in both databases is Gal-Or & Chose, 2005) or
the combination of technology with human and organi-
zational factors (cf. Arce, 2003). The second focal point
is on cyberwar and related political violence phenomena,
which is closer to the core interest of this article. After fil-
tering the results for publications in the “international re-
lations” category, cyberwar and other threat forms dom-
inate in the top cited publications (see Table 2).

Again, the 10 top ranked publications were read for
a more thorough understanding of how cybersecurity is
viewed. The focus shifts from the inbuilt insecurity of cy-
bertechnologies to their intentional (mis)use by different
social actors (and the political processes or concepts this
challenges or triggers). The research questions vary de-
pending on the meta-theoretical stance of the authors,
leading to a treatment of cybersecurity either as an “ob-
jective” problem that calls for different (political) solu-
tions (this is the dominant view) or as a “subjective” con-
struction where different threat perceptions are linked
to political outcomes that are critically reflected (this is
the less dominant view).

Cybertechnologies become abstract tools of power
(“black boxes” in STS jargon) with which to threaten ob-
jects and services of value to the state and society in
peacetime and during conflict. If threats are considered,
there is also an inward-looking focus on vulnerabilities,
yet these vulnerabilities are no longer (just) the vulner-
abilities in machines, but higher-level, abstract vulnera-
bilities of the entire society. In a dominant part of the
literature, cybertechnologies shape the familiar “realist”
conception of inter-state security in an anarchical system.
Since these technologies create vulnerabilities that can
have detrimental effects on society, more or less tradi-
tional “threat” actors and their willingness to do harm
come into focus. This way, cybertechnologies gain trac-
tion as tools or even “weapons” for disruption and inse-
curity in the hands of political actors, often states.

Because a link is established to the abstract notion
of “national security”, states are frequently the actors
called upon to re-establish control over the misuse of cy-
bertechnologies through international norms, often by
looking to lessons from previous security issues and so-
lutions, like nuclear deterrence. This strong disciplinary
“pull” is also visible in the way established approaches
to studying political violence are “imposed” on cyberse-
curity topics. For example, the framing of cyberincidents
as cyberattacks helps to study cybersecurity through the
discipline’s core concepts like political violence. Tradi-
tional conflict researchers aim to look at the effect of cy-
bertechnologies as part of the toolset in foreign policy
and conflict using quantitative methods (exemplary: Va-
leriano & Maness, 2014). The uncertainties surrounding
cyberincidents or the question of what even qualifies as
a cyberincident and for what reasons become secondary.

From this perspective, cybertechnologies are treated
like any other tool of power projection and coercion and
their effects are read in pre-established and familiar cat-
egories of political interaction. Technological knowledge
has little value for such analyses. In fact, homo homini lu-
pus (man is wolf to man) is one of the most important
reasons for why cybersecurity has become an issue to
study―though, arguably, of marginalized importance in
the larger field when considering the minimal coverage
in the top ranked political science journals.7 However,
the separation between technical and political knowl-
edge has repercussions for this type of research. For ex-
ample, the means of achieving security in the anarchical
international system are international norms (DeNardis,
2014; Finnmore & Hollis, 2016), one of the core issues
the discipline of international relations is interested in.
When looking at (the lack of) clear norms for state be-
haviour in cyberspace solely through the political lens,
two important details are missed. First, norms formation
in this field is currently happening through explorative
“cyberattacks”, whereby political actors are using techni-

Table 2. The three most cited cybersecurity publications, filtered for “international relations”.

Title WOS Rank Scopus Rank Journal Published in

Cyber War Will Not Take Place (Rid, 2012) 1 1 Journal of Strategic Studies 2012
35(1), 5–32

Digital Disaster, Cyber Security, and The 2 2 International Studies Quarterly 2009
Copenhagen School (Hansen & 53(4), 1155–1175
Nissenbaum, 2009)

Cybersecurity and Threat Politics (Dunn 3 Book, Routledge 2008
Cavelty, 2008)

Cyberwar: A New “Absolute Weapon”? 3 Journal of Strategic Studies 2012
The Proliferation of Cyberwarfare 35(3), 401–428
Capabilities and Interstate War (Liff, 2012)

7 As an indication that cybersecurity is a fringe topic in the larger discipline, only one of the top three political science/international relations journals
has published articles on cybersecurity (International Organization, 0 articles; World Politics, 0 articles; International Security, 8 articles). Overall, the
observation that cybersecurity research in political science is a marginalized topic that communicates relatively little with more general international
relations theory and research still hold true today (Eriksson & Giacomello, 2006).
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calmeans to elicit political reactions and to try outwhere
the “red lines” are. Without a close reading of the tech-
nological (im)possibilities shaping these activities, under-
standing them properly in connection with norms forma-
tion processes is difficult. Second, the different commu-
nities involved in cybersecurity research and practices
have very different understandings of what “security”
means and implies. In the second (politico-subjective)
perspective, it concerns not only security of cyberspace,
but also a more abstract form of security that is influ-
enced by activities in cyberspace (cf. DeNardis, 2012).
Whereas the first is a limited notion of security closely re-
lated to technical logics, the second is not. Furthermore,
the security of cyberspace and security by (or through)
cyberspace are often diametrically opposed. That be-
comes apparent when we bring computer vulnerabili-
ties back into the analysis: a strategically exploitable cy-
berspace wants to have vulnerabilities through which
to achieve one’s goals. A stable and secure cyberspace
should have as little as possible. Without understanding
the interactions between the two images, finding good
solutions will remain elusive.

4. Cybersecurity as “Knowledge about Vulnerabilities”

Even though both the view of cybersecurity based onma-
terial vulnerabilities and the socio-political view are in-
terconnected at the very least through their common in-
terest in what both call “cybersecurity”, the overlap be-
tween the two spheres of research is small. While the
first focuses on improving technologies and governing
processes without considering the larger context that
shapes research questions, the second loses sight of cy-
bertechnologies as a material underpinning of political
action. The third perspective―that which sees technol-
ogy as embodiment of societal knowledge―can help to
bridge this gap by analytically combining technical knowl-
edge with political knowledge. Furthermore, it comes
with an interesting focus on social practices, much in line
with and speaking to the practice turn in critical security
studies (Bueger & Gadinger, 2014).

Importantly, neither the technical nor the political
lens should be given precedence over the other, at least
analytically speaking. Rather, the socio-political deter-
mines the technical, and the technical determines the
socio-political and both spheres should always be con-
sidered as closely intertwined. As an example, consider
the limits to the “interpretative flexibility” of cybertech-
nologies. “Interpretative flexibility” is a term from STS
used to highlight that the interpretations and uses of
any technology vary across time and between different
groups (Woolgar, 1991, p. 30). However, the underly-
ing material insecurity of cybertechnologies is not open
to social interpretation. There are vulnerabilities that

can be exploited by malicious software (malware) or
through social engineering (the manipulation of human
psychology). On the other hand, knowledge of these vul-
nerabilities combined with the right capabilities allows
certain actions in specific contexts, but are restricted
by the characteristic of the vulnerability and its techni-
cal environment.

Vulnerabilities (broadly understood) offer them-
selves as interesting concept aroundwhich cybersecurity
practices converge.8 More concretely, the third perspec-
tive invites us to focus on cybersecurity as social practice,
enacted and stabilized through the circulation of knowl-
edge about vulnerabilities. An approach from STS well
suited to study these practices is Actor Network Theory
(ANT) (Balzacq & Dunn Cavelty, 2016). ANT, better under-
stood as “a way of thinking” instead of a coherent theory,
prominently develops a generalized ontological symme-
try between human and non-human entities. Both are
equally involved in relational productive activities with-
out giving one precedence over the other (Latour, 1994;
Preda, 1999). Of interest is the circulation of different
“objects”9 and the structures of relations (“networks” in
ANT jargon) that these objects activate. Among other
things, ANT scholars are interested in understanding how
social practices emerge, how they spread and how they
become normalized. They are also interested in the mo-
ments such routines break down. These moments are
called depunctualization because they interrupt the nor-
malized and unproblematic workings of stable networks
(Latour, 1999), thereby revealing their inner working to
the interested analyst (cf. Best & Walters, 2013, p. 346).

Characteristically, vulnerabilities become visible
once their exploitation creates an effect in a machine
(the depunctualization). In a first instance, such effects
affect the machine that runs the software, and poten-
tially various other processes supported by that ma-
chine. However, depending on the type and context
of these technical effects, they may be translated into
political consequences. In this process, the following
questions―among others―are of interest: what kind of
incidents become visible and why?Why do somemake it
into the news,while others remain obscure or potentially
invisible? Who has the authority to make claims about
cyberincidents and why? In what form is this knowledge
made available? Are there conflicting accounts? Do they
endure or does one set of interpretations become “the
truth”? How does knowledge about vulnerabilities travel
between and across different boundaries and with what
effects? In what ways is knowledge about vulnerabili-
ties and their exploitation used to make political attri-
butions? In what ways is this knowledge mobilized for
political action?

Since space is scarce, a brief example must suf-
fice here. The blockbuster malware “Stuxnet” is chosen;

8 As a side-note, the concept could also serve for a study on “boundary objects”. In STS literature, “boundary objects” operate as mediators in the
coordination process between different communities of practice (originally: Star & Griesemer, 1989).

9 Importantly, an object is not a material thing, but simply something people or other objects “act toward and with. Its materiality derives from action”
(Star, 2010, p. 603).
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since there is already a large amount of common knowl-
edge about this worm, the added benefit of the pro-
posed approach should becomemore easily apparent. In
the phase immediately after depunctualization, a lot can
be learned about power and authority and different prac-
tices of knowledge gathering specific to the tech com-
munity from observing knowledge claims about vulner-
abilities and the incident. In Stuxnet’s case, there were
several instances of depunctualization, visible to differ-
ent communities at different times (for more details, see
Balzacq & Dunn Cavelty, 2016, p. 17–19). In July 2010 se-
curity blogger Brian Krebs broke the news about Stuxnet,
causing a very high interest among tech-oriented news
media (Krebs, 2010). Several other security researchers
added facets of knowledge afterwards. The pieces were
finally assembled by Ralph Langner, a German security
researcher, who first claimed that Stuxnet was a preci-
sion weapon targeting specific facilities and that signifi-
cant insider knowledge was required for the creation of
this worm (Langner, 2010). That made the classification
of this malware as “weapon” possible and gave this pro-
gram particular weight in the discourse.

As soon as several unusual aspects about the mal-
ware became public knowledge, attempts to “attribute”
the malware began to dominate the discussion. This
is a second phase after depunctualization that reveals
the interplay between the technical and the political. In
November 2010, Langner claimed that the culprit was
most likely Israel, the US, Germany or Russia (Zeiter,
2011)―using the cui bono logic (to whose benefit) as a
basis for this statement. Alternative interpretations ex-
isted at the time, but they did not manage to convince
a larger audience. Not long after, it became accepted
knowledge that Stuxnet was launched by the US and
Israel. Debates about this attribution continued among
security experts for a time, until a detailed report in
the New York Times in June 2012 took an authoritative
stance on the attribution question. In this article, David
E. Sanger, claiming access to government sources, ex-
plained how Stuxnet was programmed and released as
a collaborative effect between American and Israeli in-
telligence services (Sanger, 2012). This explanation has
since established itself as the “truth” because the tech-
nical expertise was aligned with and influenced by politi-
cal reasoning.

Of course, we cannot expect access to the innerwork-
ings of intelligence agencies and the knowledge creation
processes happening there. Nevertheless, public state-
ments by political actors about vulnerabilities and cyber-
incidents are available and can be studied as part of the
larger picture. In the case of Stuxnet, because the USwas
accepted as the likely culprit, the reaction of its “allies”
were twofold. On the one hand, many states updated
their cybersecurity strategies. On the other hand, they
started investing in cybercapabilities for both their mili-
tary and their intelligence agencies, in turn creating new
possibilities for security-relevant practices. While such
reactions can be explained by pointing to the “security

dilemma”, the actual practices of security actors in cy-
berspace can only be understood when we take into ac-
count the technical possibilities. Finally, returning to the
pointmade above about emerging “norms” of behaviour
in cyberspace, rules are shaped by practices and prac-
tices are guided by political interests. In cyberspace, prac-
tices always have a link to technologies. Ultimately, un-
derstanding the behaviour of involved actors means un-
derstanding social practices as shaped and restrained by
technological (im)possibilities.

5. Conclusion

Though it is true that without (insecure) technology we
would not have a cybersecurity issue, these issues also
cannot be solved through technical means alone. In addi-
tion, though it is impossible to understand the evolution
of cybersecurity as a policy issue without telling it as a
history shaped by digital technologies and their (mis)use,
we cannot understandwhy it is considered one of the top
security political challenges of our time without also un-
derstanding why and how digital technologies have been
used in social and political contexts. Indeed, technologi-
cal realities and social practices are closely intertwined.

This article used scientific research as an empirical
basis to gain an understanding of how cybersecurity is
viewed and thenmatched it to three views of technology
discussed in STS. Two dominant perspectives were iden-
tified. The first sees cybersecurity as the practice of fixing
broken objects and the second sees cybertechnologies as
tools to further political goals. With relatively little over-
lap between them, the first view neglects social construc-
tion andmeaning-making processes whereas the second
focuses too much on preconceived notions of politics
and security, with too little knowledge of how themateri-
ality of the artefacts constrains their use. What we there-
fore need for innovative cybersecurity research is to com-
bine both perspectives at the intersection between the
technical and the social to the greater benefit of both
communities. At this intersection, as argued in this arti-
cle, lies knowledge (and non-knowledge) about vulnera-
bilities. Therefore, to bridge the two spheres of research,
we need to study how knowledge about vulnerabilities
is created, disseminated and transformed into political
(and other) effects.
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1. Introduction

In 1944, the team programming the IBM Mark I, a mam-
moth computing machine built in the US during WWII to
assist military calculations, had a surprising routine:

When the program was punched into a tape and the
moment came to test it, the Mark I crew, as a joke
that became a ritual, would pull out a prayer rug, face
east, and pray that their workwould prove acceptable.
(Isaacson, 2015)

This short anecdote suggests that rituals exist in techno-
logical practices such as cybersecurity, even if most cy-
bersecurity rituals are not as clearly defined as prayer
and have little explicit religious content. It also serves as
a reminder of the cultural specificity of the Internet’s ori-

gins, in contrast to its now global reach. Cyberspace is
no longer the province only of those who pray towards
Mecca satirically, and cybersecurity is a concern across
nations, religions and cultures.

This article applies the concept of ritual to the cy-
bersecurity “skills gap”: the perceived lack of suitably
qualified professionals necessary to tackle contemporary
cybersecurity challenges. It draws on theories of exper-
tise in International Relations (IR) to interpret this skills
gap not as an objective absence of people or knowl-
edge, but as an ideal socially constructed in tandem
with an ever-widening sphere of cybersecurity threats.
It proposes that cybersecurity expertise is best under-
stood as enacted: as a skilled performance which sat-
isfies decision-makers’ demands for risk management.
This alternative understanding of cybersecurity exper-
tise as performance enables investigation of the types of
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performance at key events which congregate experts to-
gether: cybersecurity conferences.

This article makes two key claims, which are em-
pirically based on participant observation of cybersecu-
rity conferences in the Middle East. First, that cyberse-
curity conferences are ritualized activities which create
an expert community across international boundaries
despite significant political and social differences. Sec-
ond, that the ritualized physical separation between dis-
interested knowledge-sharing and commercial advertise-
ment at these conferences enacts an ideal of “pure” cy-
bersecurity expertisewithoutwhich claims to knowledge
would be greatly undermined.

This article has three main parts. The first introduces
the cybersecurity skills gap and offers an alternative in-
terpretation of cybersecurity expertise as performance.
The second identifies conferences as a key site for par-
ticipant observation and details the growth of cyberse-
curity conferences in the Middle East. The third applies
the concept of ritual to these conferences. Following the
conclusion, a postscript reflexively considers my role as
a participant observer.

2. Cybersecurity Expertise

Cybersecurity experts are in great demand. A survey
in 2015 predicted a “shortfall” of 1.5 million “informa-
tion security professionals” by 2020 ((ISC)2, 2015), and
a year later another survey increased this forecast to a
2 million “shortage” of “cybersecurity professionals” by
2019 (ISACA, 2016). Themessage of these surveys, which
are partly intended to raise awareness and business for
those conducting them, is clear: there is a cybersecurity
“skills gap”, where “cyberattacks are growing, but the tal-
ent pool of defenders is not keeping pace” (ISACA, 2016).
Current policy responses to this skills gap focus on adapt-
ing curricula, creating competitions to demonstrate tech-
nical skill, and training staff on-the-job (Vogel, 2016).

These policies are hampered by the unclear con-
tent of cybersecurity expertise. Cybersecurity profession-
als appear to require a vast range of skills from com-
munications, compliance, data analytics and organiza-
tional psychology, as well as information technology (IT)
(Pironti, 2013). This has led some to conclude that there
is “surprisingly little consensus” around the cybersecu-
rity skillset (Wolff, 2016). To counter this issue, the UK
government has created a “cybersecurity body of knowl-
edge” or CyBOK programme, which aims to build up a
repository of core data for cybersecurity (Ensor, 2017).
Likemany observers of the lack of clarity in cybersecurity
expertise, the creator of this programme attributes the
problem solely to the “relative youth” of cybersecurity
(Ensor, 2017). This suggests that cybersecurity is merely
a “nascent epistemic community” (Stevens, 2012), which
has yet to settle on its area of exclusive competence.

However, this narrative of novelty is deceptively sim-
ple. Novelty is not an external condition to which cyber-
security experts must respond, but rather a concept of

time integral to the field itself. In other words, “the field
of cyber security seems pervaded by a profound sense
of frustration and disorientation at being trapped in an
accelerating present, cut off by history” (Stevens, 2015,
p. 93). Attributing the cybersecurity skills gap simply to
an increasing rate of technological change—apermanent
state of novelty—prevents analysis of the social and polit-
ical ingredients which constitute cybersecurity as an ex-
pert domain.

Instead, contest is at the heart of cybersecurity ex-
pertise, which has been repeatedly refigured according
to its political context (Barnard-Wills & Ashenden, 2012;
Bendrath, 2001; Dunn Cavelty, 2008). Although an influ-
ential analysis of the social construction of cybersecurity
argues that “cyber security can be seen as ‘computer
security’ plus ‘securitization’” (Hansen & Nissenbaum,
2009, p. 13), the suggestion that contest is limited to
securitization—the framing of political issues as a se-
curity concern—implies that computer security itself is
clearly defined. In contrast, others argue that the con-
tent of computer security, and how and where it over-
laps with or adopts labels of cybersecurity and informa-
tion security, are themselves key areas of contest (Shires
& Smeets, 2017, p. 10).

To understand this contest, I draw on more sophisti-
cated understandings of expertise which have emerged
in IR (for overviews see Bueger, 2014; Cross, 2013).
Such theories hold that, rather than simply import-
ing expert knowledge from their academic or profes-
sional discipline into problems of societal and political
importance, experts instead conduct what Seabrooke
terms “epistemic arbitrage”. This is where experts “me-
diate between knowledge pools for strategic advan-
tage and, if successful, they can become the ‘arbiters’
on what knowledge and practices are most influential”
(Seabrooke, 2014, p. 1). In cybersecurity, the prolifera-
tion of related disciplines allows experts to emphasise
some areas over others in their interpretation of what
counts as cybersecurity expertise, to “create new mar-
kets for their services and to challenge established or-
ders” (Seabrooke, 2014, p. 13). This competitive rug-
pulling in turn stretches and reshapes the domain itself,
redistributing its increasing social, political and financial
capital between software engineers and hardware man-
ufacturers, lawyers, accountants and insurers, psycholo-
gists, intelligence professionals and political scientists.

These views of expertise focus not on expert knowl-
edge in a static, codified form, but on expert practice
and performance. In the words of legal scholar David
Kennedy:

Expert knowledge is human knowledge: a blend of
conscious, semiconscious and wholly unconscious
ideas, full of tensions and contradictions, inhabited by
people who have projects and who think, speak and
act strategically. Style and role count as much as con-
tent. (Kennedy, 2016, p. 278)
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Kennedy here combines Seabrooke’s view of experts as
involved in power struggles, jostling for position and con-
cerned with their individual projects, with an empha-
sis on how expertise is enacted or performed. To be
an expert, one must act as an expert. For cybersecu-
rity, this performance does not only include familiarity
with Internet networks and computer programs, and the
use of specialist tools. Most importantly, it includes the
judgement and communication of certain risks, includ-
ing reputational risk, threats to life and safety, financial
risk, and national security. This expert performance has
been described by some scholars as that of a “cyber-
guru” (Quigley, Burns, & Stallard, 2015), who simplifies
and overstates risks to maximise cybersecurity “hype”
(Lee & Rid, 2014). Kennedy’s view of expertise suggests
in contrast that expert performance is essentially flexi-
ble, and that a nuanced and complex expression of risk
can be more effective than exaggeration. In his words,
“the uncertainty and ambivalence of professional knowl-
edge may be the subtle secret of its success” (Kennedy,
2016, p. 10).

Cybersecurity experts learn this performance in sev-
eral ways. One is to obtain cybersecurity qualifications,
many of which claim to be “practical” and “hands-on”,
explicitly recognising the practice-based nature of exper-
tise. Surveys indicate the popularity of this route; three
quarters of respondents to one industry survey claimed
that professional certifications are an effective way to
demonstrate cybersecurity skills (Intel Security, 2016,
p. 13). However, such qualifications suffer from contest
over the power to become an ‘arbiter’ of professional
practice, in Seabrooke’s terms. As Wolff suggests, the
“desire to profit from providing [cybersecurity] training
may lead to too much competition” (Wolff, 2016), with
the result that cybersecurity qualifications are of uncer-
tain value. Supporting this view, other surveys indicate
that experience is valued above all else: one found that
experience was valued more highly than qualifications
(UK HMGovernment, 2014, p. 15), and another reported
that 93% of respondents thought experience was more
important than qualifications (Sundaram, 2017). While
all theories of expertise would agree that experience is
important, the performance approach gives it an extra
dimension. In this view, cybersecurity experience is not
just a chance to collect further knowledge, but an ap-
prenticeship in which professionals first mimic and then
successfully inhabit the role of expert, pronouncing au-
thoritatively on cybersecurity risks.

We can now reframe the concerns over a cyberse-
curity “skills gap” with which I began this section. The
skills gap stems from a supposed mismatch between the
level of risk and the number of cybersecurity experts.
However, we can now see that this level of risk is itself
the result of a successful performance by those experts.
Crucially, cybersecurity risk expands as more knowledge
pools are brought to bear on cybersecurity, with ever
more additions to the “attack surface” and potential
means for illegitimate access. As long as cybersecurity

continues to accrue social and political capital, this pro-
liferation of relevant domains will continue, and the re-
quired repertoire of the “sufficiently skilled” cybersecu-
rity professional will continue to expand. A gap is the
wrong metaphor for this process, as it obscures the con-
nection between expanding expert performance and in-
creasing risk. Instead of focusing on how to ‘close the
gap’, I examine the performances themselves.

3. Cybersecurity Conferences

Cybersecurity expertise is performed inmany places, not
least in the day-to-day work of cybersecurity profession-
als. One way of accessing this performance is through
participant observation. Participant observation, defined
as “immersion in a community, a cohort, a locale, or
a cluster of related subject positions” (Schatz, 2009), is
closely associated with a commitment to ethnographic
modes of research, which “chronicle aspects of lived
experience and…place that experience in conversation
with prevailing scholarly themes” (Wedeen, 2010). Some
scholars have attempted to access a professional cy-
bersecurity environment—security operations centres,
or SOCs—using participant observation. These scholars
have identified several new aspects of cybersecurity ex-
pert performance, including detailed information about
workflows and reflections on their perceived status, de-
scribed as follows:

SOCs face a constant challenge in in justifying their
value to themanagement. Securitymonitoring, unlike
in any other business, cannot be quantified through
profit margins. Nobody notices the value of a SOC
as long as there is no major breach. (Sundaramurthy,
Case, Truong, Zomlot, & Hoffmann, 2014, p. 49)

This quotation anticipates an underlying tension be-
tween financial incentives and cybersecurity expertise
to which I will return in the last section. In this section
I detail the empirical site of participant observation on
whichmy argument is based. SOCs andother daily profes-
sional environments are not the only locations of expert
performance, which also occurs at professional confer-
ences. As Howard describes in his study of digital democ-
racy activists, conferences, although “occurring in sterile
hotels…still represent key events full of important social
interaction” (Howard, 2002, p. 561). Despite this poten-
tial, conferences are not a traditional ethnographic site,
as they are short, happen infrequently, and move be-
tween different geographical locations. This has posed a
methodological problem for anthropologists, who have
conceptualised conferences and similar phenomena in
several ways: as “transitory” sites; as together forming
a “multi-site” ethnography, or as forming one geograph-
ically discontinuous site (Falzon, 2009, p. 17).

One region where cybersecurity conferences have
become a regular occurrence is in theMiddle East. Using
structured Internet searches, with search terms based
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on cybersecurity and cognate terms such as digital or in-
formation security, with “Middle East” as an initial guid-
ing qualifier, I identified 165 conferences within these
parameters between 2007 and 2016. Larger technology
or security conferences that included cybersecurity as a
minor topic were excluded. The rise in the frequency of
these conferences was significant, from 2 in 2007 to 28
in 2016, as shown in Figure 1. The conferences included
some hosted by cybersecurity vendors, others organised
by professional events companies, and some with sup-
port from governments or international organisations.
The average attendance based on media reports was
around 200 people, excluding one large outlier (GISEC,
with around 4,000 attendees). In numerical terms, this
trend is not especially surprising. The increase in Middle
East cybersecurity conferences could probably be repli-
cated in many areas of the world, as during that decade
cybersecurity grew significantly in the global conscious-
ness. However, the geographical grouping of these con-
ferences is not intuitively obvious, in two ways.

First, although these conferences are often labelled
expansively, as “Middle East”, “Middle East and North
Africa” (MENA), or as “Arab Region”, these conferences
nearly all take place in Egypt and the states of theGulf Co-
operation Council (GCC): Bahrain, Kuwait, Oman, Qatar,
Saudi Arabia and the United Arab Emirates (UAE).1 This
narrower representation within the wider Middle East
stems from several political factors. Other countries in
the region are the site of severe conflicts, and although
the Gulf states above are intimately involved in these
conflicts their domestic environments have been rel-
atively unaffected. This stability is connected to com-
mercial incentives for holding the conferences: the GCC
states are the richest in the Middle East due to exten-

sive natural resources, and have—to various extents—
developed their domestic infrastructure to attract global
capital (Held & Ulrichsen, 2011). Cybersecurity concerns
in these states are much more similar to the concerns of
other wealthy, highly connected states than their imme-
diate neighbours (in comparison, Yemen, the only non-
GCC Arab state in the Gulf, has very different Internet is-
sues (Dalek, Deibert, McKune, Gill, & Senft, 2015).

Two other key countries in the Middle East cyberse-
curity landscape, Iran and Israel, are not represented in
the conferences above, for different reasons. Iran is seen
by many as a geopolitical rival to Saudi Arabia and has
conflicted relationships with other Gulf states. Further-
more, Iran is perceived as a threat to the US, which has
a longstanding presence in Egypt and the Gulf, due to its
nuclear ambitions, regional influence, and reciprocal hos-
tile cyber activity. Israel, in contrast, is a global cybersecu-
rity hub in its own right, with a strong military-based cy-
bersecurity sector (Behar, 2016) and traditional isolation
from the Arab world, although covert cooperation exists
in various cybersecurity-related areas (Caspit, 2016; Don-
aghy, 2015; Marczak & Scott-Railton, 2016). In sum, the
narrowed definition of Middle East cybersecurity there-
fore stems not only from domestic characteristics and
commercial incentives, but also wider international rela-
tions in the region.

However, this grouping of conferences is also surpris-
ingly inclusive, as Egypt and the GCC states have sub-
stantial differences which affect their cybersecurity pos-
ture. Egypt does not have the same financial advantages
due to a large population and relative lack of natural
resources, although it also has an outsized military and
security sector and commensurate budgets. The Arab
Spring was experienced very differently, with Egypt un-

“Middle East” cybersecurity conferences (N = 165)
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Figure 1. “Middle East” cybersecurity conferences.

1 The exception was the MENA Information Security conference 2011 in Amman, Jordan. For further discussion about the scope of this term, see Bonine,
Amanat and Gasper (2011).
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dergoing repeated changes of government and the GCC
cooperating in repression against activists (Matthiesen,
2013). While Egypt has broader issues with Internet
adoption, and has taken more drastic Internet policies
than the GCC—the Egyptian government resorted to a
complete severance of Internet connections following
the January 2011 revolution—the GCC states have in-
corporated restrictions on the public sphere in keeping
with a cautious approach to new communications tech-
nologies due to their potential political effects (Shires, in
press). Finally, there are significant political rifts within
the GCC, exacerbated since the Qatar crisis in June 2017,
leading to a “quartet” of Egypt, Bahrain, Saudi Arabia and
the UAE separating from the other three states.

Given these diverse regional factors, the spread of
conferences across Egypt and the GCC states is not intu-
itive and creates a “site” for ethnographic observation
in cybersecurity stretching across and between other
socio-political divides. I conducted participant observa-
tion at seven cybersecurity conferences in the region,
summarised in Table 1. These conferences were chosen
due to the length of time held, the range of organizing
bodies and topic, and more prosaic research character-
istics such as budget and time constraints. At these con-
ferences, I repeatedly met the same community of con-
ference speakers, and the same companies and govern-
ment organizations, which suggests that these confer-
ences constitute a unique regional space in which to per-
form cybersecurity expertise.

This personal observation of a distinctive cybersecu-
rity community is supported by a wider analysis of con-
ference speakers. I created a dataset of all invited speak-
ers at the 165 cybersecurity conferences in the region,
based on a range of open sources including conference
programmes and surrounding media. This dataset iden-
tified which conference series were attended by each
speaker and the number of conferences within each se-
ries attended by that speaker. Of the total number of
speakers (1,177), only 96 (8%) had spoken at more than
three conferences and across more than one conference
series (and these had often spoken at many more). This
indicates that although many individuals participate as
speakers at these cybersecurity conferences, a relatively
small number do so consistently over time and are recog-
nised as cybersecurity experts by several conference or-
ganisers.2 In the next section, I use the concept of ritual
to explore the conference performances of this expert
community in more detail.

4. Ritualized Conferences

Cybersecurity conferences are highly ritualized activities.
Ritual was originally a term for the script used to instruct
religious practices or rites, but has become commonly
used to refer to religious practices themselves (Stew-
art & Strathern, 2014). However, many anthropologists
argue that a fundamental distinction between religious
and secular is unhelpful in the analysis of rituals (Grimes,

Table 1.Middle East cybersecurity conferences attended.

Name Location Date attended Years held Organizing body
(to date)

ITU Arab Region Sharm El Sheikh October 2016 2014–2017 Egypt National Telecommunications
Cybersecurity Summit Regulatory Authority (NTRA),

International Telecommunications
Union (ITU)

FIRST Middle East Sharm El Sheikh November 2016 2016 Egyptian NTRA, FIRST
(non-profit association of CERTs)

Cairo Security Camp Cairo November 2016 2010–2017 Bluekaizen (cybersecurity
company)

RSA MENA Abu Dhabi November 2016 2012–2017 RSA (cybersecurity and
(others in Qatar events company)
and Saudi Arabia)

Cybersecurity for Dubai November 2016 2015–2016 Qatalyst Global (cybersecurity
Critical Assets MENA events company)

Middle East Riyadh April 2017 2015–2017 Nispana (events company)
Cybersecurity

ITU Arab Region Muscat November 2017 As above Oman Information Technology
Cybersecurity Summit Authority (ITA), ITU

2 A further step in this analysis would compare this attendance to other regions or other countries in the region such as Iran or Israel. Although space con-
straints prevent such an analysis here, conversations with the “super-speakers” identified above suggest that they rarely if ever participate in confer-
ences in those two countries.
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2006). Instead, we can see all activities as lying on a scale
of ritualizationwith several dimensions, including formal-
ism, disciplined invariance, rule-governance, and symbol-
ism (Bell, 2009, p. 138). Highly ritualized activities pos-
sess these characteristics in greater intensity or quantity
than the surrounding environment, and these character-
istics are often found together, in a mutually reinforc-
ing manner.

The ritualization of cybersecurity conferences is fa-
cilitated by their physical and temporal organization,
which follows a standard pattern for business confer-
ences. The cybersecurity conferences I attended all had
a central presentation room for “keynote” speakers, as
well as several breakout rooms for smaller-scale discus-
sions, with scheduling governed by several written and
unwritten rules: printed schedules, food and drink re-
quirements, unexpected absences, and the importance
of the speaker. There was a separate area for marketing
stands by cybersecurity companies, who paid for spaces.
Some companies paid for higher levels of sponsorship,
in return for a keynote slot and branding on presenta-
tions, notes, and conference paraphernalia such as lan-
yards, which serve as constant symbolic reminders of
their contribution. This overall format is largely due to
what Bell terms ‘disciplined invariance’—i.e., deliberate
repetition—created by the logistical and financial assem-
blage behind the conference. Although the conferences
themselves were often hosted by a national government
organization involved in cybersecurity, the organization
of the conference was outsourced to events companies
who imprint standard formats onto the cybersecurity
community (following Rappaport’s formulation of the
conditions of ritual, conferences are largely “encoded by
other than performers”; Rappaport, 1999, p. 32). As such,
these conferences are ritualized in the sense that they

are more rule-governed, invariant, and formalised than
the day-to-day work of cybersecurity professionals.

To understand how this ritualization enhances the
performance of cybersecurity expertise, we can compare
cybersecurity conferences to similar cases. In a closely
related context, the concept of ritual has been used to
argue that “hacker” conferences embody a particular
“lifeworld”, which is brought into being through hackers
spending short, intense periods of time together focus-
ing on their common passion (Coleman, 2010). However,
in her participant observation Coleman also detected dif-
ferences in the “moral economy” of conferences:

The differences between the American Psychiatric As-
sociation annualmeetings, where doctors are dressed
in suits and mill about during the day at San Fran-
cisco’s Moscone Center, retiring individually in the
evening to a luxury San Francisco high-rise hotel after
a nice dinner, and the outdoor festival held by Euro-
pean hackers, where bodies are clothed in tee-shirts
and shorts (if that), and many participants can be
found sleeping together under the stars of the night,
are difficult to deny. (Coleman, 2010, p. 67)

Despite their similar content to the hacker conferences
described by Coleman—malware analysis, details of
vulnerabilities, stories of famous hacks, and so on—
cybersecurity conferences appear to have as much in
common with the drab medical gatherings to which she
juxtaposes the hackers’ “ritual celebration”. The cyber-
security conferences I attended were held in luxury ho-
tels, with high-quality food and drink available through-
out. Formal dress was required (Figure 2). As is the case
for cybersecurity and technology sectors more gener-
ally, there were far more men than women at these

Figure 2. Arab Region Cybersecurity Summit 2017 (Source: Author’s own photo).
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conferences, and only 4 of the 96 frequent speakers
(4%) identified in Part 3 were women.3 Although the
post-conference recreational activities occasionally re-
sembled hacker conferences more closely—for example,
poetry recitation on a trip to the beach—there was just
asmuch “milling about”. If cybersecurity conferences cre-
ate a lifeworld, it is not that of the hacker.

Given these differences, another comparison may be
useful. Scholars have also conducted participant obser-
vation at trade fairs for security products (defence tech-
nologies, policing equipment, surveillance, and so on).
These fairs have a shared genealogy with the cybersecu-
rity conferences I attended, in that some cybersecurity
conferences in theMiddle East are offshoots of larger de-
fence and security fairs, and defence companies are cen-
tral figures in the cybersecurity market. In an analysis of
a long-running trade fair in the UK, Alexander argues that
“these spaces are pivotal in the dissemination, propaga-
tion, and reformulation of changing attitudes towards se-
curity” (Alexander, 2014, p. 18), as they underpin the
“logic of a particular mind-set regarding what it means
to consume security as a commodity” (Alexander, 2014).

Although cybersecurity conferences also involve the
sharing of a security mind-set, Alexander’s description of
security fairs as hotspots for the “intensive exchange of
knowledge [and] new ideas” only partly resonates with
my participant observation. Although cybersecurity con-
ference programs are full of talks on professional top-
ics, most delegates spend little time listening to them.
Other than the keynote speeches, which are well at-
tended partly due to greater interest and partly greater
enforcement from the conference organizers, there is
ample opportunity to spend time at trade stalls, refresh-
ment places, in hotel lobbies or (if the heat permits)
outside at lengthy cigarette breaks. Panel discussions of-
ten elicit few questions and little audience participation.
When delegates are in the audience,most of their time is
spent on devices; sometimes working, but also as an in-
stinctive response to what is almost downtime. Network-
ing is a large part of these conferences, but they also offer
a space to relax, to catch up on work, and to spend time
away from the desk.

Given the unclear attention paid by conference at-
tendees to formal methods of disseminating knowledge,
I use ritual theorists’ focus on space (e.g. Turner, 1977),
to show how the shared format of these conferences
shapes the performance of expertise. The fundamental
division in this physical space is between the outer layer
of company-branded booths and the inner layer of pre-
sentation rooms; in other words, between a space for
commerce (the trade stands) and a space for knowledge
(the central auditorium and breakout rooms). Speakers
conform to this ritual division in their on-stage perfor-
mance, disclaiming any “sales pitch” when delivering

talks, even about their product, although this is often un-
dermined by the company copyright of their slides. The
conference space is therefore an explicit acknowledge-
ment and simultaneous separation of both the myriad
commercial incentives for conference organizers, hosts,
speakers, and attendees at the outer layer, and their
claims to possess an independent and unbiased expert
knowledge at the inner layer.

The separation of knowledge and commerce shapes
cybersecurity expertise in twoways, enhanced by the for-
malism and invariance identified above. First, this sepa-
ration expresses an ideal version of cybersecurity exper-
tise. Despite the competitive political and commercial
struggles between individuals and organizations that ex-
ist in any expert domain, this separation creates a guid-
ing principle or myth of “pure” cybersecurity knowledge,
untainted by these struggles, which encourages the for-
mation of the discipline itself as a new area of disinter-
ested inquiry. Second, this physical separation inscribes
the ability to alter their performance between these
spaces—to shift repertoire—as a core skill for cybersecu-
rity experts. The same people deliver their independent
expert judgement on stage, and then an unashamedly
partisan view of their superior product after returning
to their booth. I do not mean to imply that either is in-
correct, or that to do both is necessarily hypocritical, but
that this duality is imposed by the separation of the con-
ference space itself. Cybersecurity expertise is thus not
just the successful performance of riskmanagement, but
one which is essentially flexible, with several registers
and the capacity for context-based improvisation.

This physical separation and performative disconnect
between knowledge and commerce suggests that cyber-
security expertise does not match either close compar-
ison above: it is neither an explicit commodification of
security nor a liberated hacker’s lifeworld. Instead, the
heart of cybersecurity expertise is the simultaneous em-
brace of an underlying commercial logic and the ideal
of a neutral judgement of new technological risks. This
double movement exists elsewhere in cybersecurity: in
the contest over cybersecurity qualifications, in the chal-
lenges of cybersecurity public-private partnerships (Carr,
2016), and the rise of the “cyber-industrial complex”
(Deibert & Rohozinski, 2011). However, conferences, as
ritualized occasions for the performance of expertise to
other experts, uniquely equip cybersecurity profession-
als with the repertoire incorporating this double move-
ment, and so are key sites for the production of cyberse-
curity expertise more broadly.

5. Conclusion

This article has completed three tasks. First, it reori-
ented discussions around cybersecurity expertise, often

3 This may be changing: conversations at these conferences suggest that around half of citizens training in cybersecurity in the smaller Gulf states are fe-
male (themselves a small proportion of cybersecurity professionals overall, due to the overwhelmingly male expatriate technology community). These
simple gender proportions do not accurately portray the complexities of gender performance (both masculinities and femininities) in cybersecurity in
the region, which deserve a separate study.
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expressed as a skills gap, towards a conception of ex-
pertise as successful performance. Cybersecurity exper-
tise should not be thought of as a gap to be closed, be-
cause the requirements for successful performance grow
together with the widening of the domain. Second, it
identified cybersecurity conferences as key sites of ex-
pert performance and used the example of cybersecu-
rity conferences in the Middle East to show how such
conferences bring together a diverse community across
international divisions. Third, it analysed these confer-
ences as ritualized activities, which physically separate
commercial transactions and knowledge production in a
way which makes possible the emergence of cybersecu-
rity expertise itself as a body of knowledge.

Themain limitation of this article is that, due to space
constraints, it has focused only on the spatial perfor-
mance of expertise in the overall conference environ-
ment. Further work would distinguish more finely be-
tween the different genealogies of cybersecurity profes-
sionals (defence, intelligence, IT, engineering, and so on),
and would track the effect of this professional “habitus”
on cybersecurity worldviews, analysing not just commer-
cial underpinnings but also wider threat construction.
A related limitation is that this article relies on personal
observation of expert performance (albeit informed by
extensive interaction with the expert community) but
does not investigate the perception of this performance
by experts themselves, or otherwise provide a space for
their voices. Further work, drawing explicitly on inter-
views and conference discourse, would correct this im-
balance and provide a more comprehensive picture of
cybersecurity expert performance.

This investigation has several implications for other
areas of IR. First, it provides a performance-based inter-
pretation of the dynamics of a growing arena of knowl-
edge which could be applied to other skilled domains
in international politics. Second, it provides an empiri-
cal treatment of cybersecurity conferences in the Middle
East, which crosses familiar boundaries and offers a new
reading of regional dynamics with implications outside cy-
bersecurity. Finally, it underlines the importance of rit-
ual in analysing the dynamics of international behaviour,
especially conferences and conference-like events, which
are frequent occurrences in international politics on top-
ics ranging from peace negotiations to climate change
treaties. Some of the ritualized characteristics noted here
may appear, with similar symbolism, in these other areas.

Postscript

In this postscript, I briefly reflect on my participation in
the cybersecurity conferences above. Reflexive analysis
of my own epistemological, moral, and other commit-
ments is a key aspect of participant observation. This is
especially important as I use the concept of ritual, which
imputes significance to an activity which may not be ex-
pressed or recognised by other participants. In this anal-
ysis, I attempted to avoid two related pitfalls. The first is

an assumption of superiority: that the interpretation of-
fered here is somehow truer, better, or more accurate
than an “inside” interpretation. The second is a refusal
of symmetry. As Latour notes, ritual and its associated
concepts are often reserved for those who are assumed
not to be “Modern” and are not applied symmetrically to
Modern practices (Latour, 2010).

To counter these pitfalls, the analysis above is an
intervention in a conversation not only with other aca-
demics, but with conference participants as well, to be
judged and critiqued on both levels. Furthermore, cyber-
security professionals, as highly qualified graduates of ad-
vanced engineering and scientific courses, are asModern
in Latour’s sense, if not more so, than any social scientist
who works with and alongside them. Consequently, my
methods and conclusion are as open to critique by them
as much as their epistemological stance is questioned by
this article.

Although the empirical site is the Middle East, rather
than the “West”, I do not mean to imply homogeneity.
This community includes people from across the world,
with varied religious, political, and social backgrounds.
Countries of origin for speakers include South Korea, Sin-
gapore, China, Europe and the US, and conference atten-
dees with a more permanent presence in the region in-
clude expatriate workers from South Asia and Europe,
as well as immigrants within the region itself (notably
Egyptian nationals throughout the GCC, due to proxim-
ity and attractive market conditions). While some reli-
gious and cultural formulations are nearly always present
(such as religious introductions to formal speech used in-
stinctively by many Muslims and sometimes attempted
sympathetically by non-Muslim presenters), there are as
many moments which present a different set of cultural
and linguistic associations and hierarchies, such as native
Arabic speakers who find it easier to switch into English
to present on technical cybersecurity topics.

Nonetheless, my own profile as a white male and a
native English speaker with working Arabic proficiency
was important. I was quickly put into specific categories—
consultant, guest speaker—by my interlocutors, and
treated in a way which would have changed had my gen-
der, ethnicity, or language been different. I wore a badge
accurately describing me as a member of the University
of Oxford, which also had a significant impact on my
reception. As a recognisable label with extensive social
and academic associations, “Oxford” both increased my
acceptance and made it suspicious: as one interlocutor
mentioned, pointing out Oxford University’s connection
to the UK intelligence community, “they don’t knowwho
you are, you come from a country with a bad history
in these things, they don’t know what you will do with
the information”.
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1. Introduction

Assumptions are made by government and technology
providers about the power relationships that shape the
use of technological security controls, and about the
norms under which technology usage occurs. These as-
sumptions are coloured by notions of sovereignty and
the importance of not only protecting boundaries (in-
cluding national borders) in whatever space they mani-
fest themselves (digital or otherwise) but also in demon-

strating the exclusive control that legitimizes the exis-
tence and the authority of the state. In this article, we
present a case study that examined how a community
might work together using a digital information sharing
platform to respond to the pressures of welfare policy
change. Insights gained from this case study cast light
on the relationships between the security of the digital
infrastructure and the security of the people using that
infrastructure as they perceive it. Contrary to the typi-
cal start point for the security of such a platform, which
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might best be described as controls to protect the data
and the technologies, the community start point was
to build networks of trust and collaboration into which
the digital sharing technologies could be productively de-
ployed. Our conclusions are that whereas theories of se-
curity focus on the relationships between the political,
the social, the economic and the technological, the appli-
cation of cybersecurity controls is often focused on the
technical or physical protection of the digital infrastruc-
ture, therebymissing the social part of the sociotechnical
security system.

The case study leads us to question the sufficiency
of the security focus on the protection of the data and
the digital technologies, turning to security theory, stem-
ming from Hobbes and also the work of Mark Neocleous
(2008), for possible explanations of the apparent gap be-
tween the state’s use of cybersecurity technologies and
the security needs of citizens. Cybersecurity research fo-
cuses primarily on the “cyber” part of “cybersecurity”,
with the unfortunate consequence that the security con-
cerns of the citizen are literally invisible to it. We argue
that by locating cybersecurity issues within a broader se-
curity literature that takes into account the need to re-
spond to human insecurities, new directions emerge for
the understanding of the effectiveness of cybersecurity
technologies. When, on the other hand, we neglect the
citizen-centric view, the security implications of digital
service delivery are obscured.

From the case study insights and the subsequent liter-
ature review, we conclude that there are three main ab-
sences not addressed by the current designs of cyberse-
curity architectures. We argue that by addressing these
absences, the foundations of trust and collaboration can
be built which are necessary for effective cybersecurity:

• Lack of consensus as to whose security is being
addressed: in order for security to work to the
public benefit, it is apparent that citizens need to
feel secure as a result of its operation. If they do
not, then they take security into their own hands,
whichmight increase their local security at the cost
of undermining their ability to cooperate with out-
siders. Therefore, concentrating on the security
and well-being of its citizens is also for the bene-
fit of the state;

• Lack of evidence of equivalence between themech-
anisms that control behaviour: we argue that
when designing a digital service, a control is not
independent of the medium used to implement it
and a change inmedium changes some of the qual-
ities of the control, leading to changes in its effec-
tiveness. For example, when we replace socially-
based controls with technology we lose a whole
layer of communicative structures when certain
options are simply “greyed out” online;

• One-way legibility: the state has a need to make
the citizen readable by its standardised processes
(Scott, 1998) but no corresponding imperative to

make itself or its systems legible to the citizen.
However, it is apparent that this lack of legibil-
ity makes the citizen feel insecure―particularly
when the citizen feels that the state views it as
the threat.

We first present an inductive consideration of a highly
local case study. Whilst such a case study does not of
course allow us to generalise the findings, it does compel
us to problematise the focus on the security of the tech-
nology at the expense of the security of the citizen. We
will then consider the contribution that theorising about
social, economic and political security can make to the
design of cybersecurity technologies.

2. A Community Information Sharing Platform: A Case
Study

Our case study took place in the North East of Eng-
land, in a community suffering the effects of long-term
unemployment and degrading social, physical and po-
litical infrastructure. Researchers and an arts organisa-
tion, Proboscis,worked together to support a community
group in the design of an information sharing system that
would help their community respond to challenges asso-
ciated with welfare change.

The community group wanted to develop a system
of information sharing that used digital technologies to
enhance their capabilities to respond to welfare system
changes and provide community support for job seeking,
debt management, housing and tenancy advice and ben-
efit claiming. The research team wanted to observe how
such a community might design this type of information
sharing system as a means to better understand individ-
ual and community securities. The research centred on
two questions: (i) Which everyday issues become most
pressing due to changes in welfare rules and the move
to digital welfare delivery? (ii) How might communities
work together to alleviate those pressures?

When designing the case study, researchers wanted
to develop an empowering space in which participants
could reflect on and design for the types of support that
would help them and where the interactions between
the research team and participants were transparent. Ac-
cordingly, the research design was grounded in partici-
patory design principles (e.g. Coles-Kemp & Ashenden,
2012; Vines, Clarke, Wright, McCarthy, & Olivier, 2013)
that encouraged participants to co-design the research
questions, to influence the design of the data gather-
ing methods and to actively reflect on and contribute
to the presentation of the research findings. Following
the community participatory engagement principles set
out by Coles-Kemp and Ashenden (2012), the research
took place in a community centre which was a familiar
space for the participants, the research focuswas shaped
in partnership with the participants, the data gathering
methods were adapted to fit with the participant groups
and, to nurture a sense of empowerment and agency,
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participants were encouraged to consider community re-
sponses to the issues identified. Such an anthropologi-
cally informed design approach is particularly appropri-
ate for design projects that produce outputs that are
to be embedded and sustained within community prac-
tices. The case study acted as a provocation for us as
researchers by encouraging us to think about security
theory in relation to the use of technological cybersecu-
rity controls.

Five focus groups were carried out each with be-
tween 4 and 8 participants. In the initial group, the par-
ticipants were asked to articulate the range of economic,
emotional and administrative pressures that they expe-
rienced as part of everyday life. Such pressures shed
light on the conditions under which interaction with
state services might occur and the challenges such pres-
sures present for conformant use of digital state ser-
vices. In line with participatory design philosophy, the
research method used in this initial session was a sim-
ple storytelling method which encouraged participants
to describe the pressures experienced in different sce-
narios. The second focus group further deepened the re-
searchers’ understanding of these pressures using story
telling together with an icon-library to help participants
build up a visual and lexical vocabulary of pressures and
their responses. For the third focus group, story sheets
were developed thatwere used to systematically capture
the pressures, the needs for information sharing and pos-
sible community responses. This enabled a wider, more
systematic gathering of the issues and ideas for potential
community responses and support. The fourth and fifth
focus groups used a refined version of this story gather-
ing process until the principles for community support
had been developed. The focus groups were recorded,
transcripts produced and analysed using thematic analy-
sis before the results were then presented to the wider
community for consultation.

2.1. Results and Discussion

The strongest theme to emerge from the data analysis
was that of citizen insecurity and precarity. The data il-
lustrated the ways in which the interactions with the
welfare systems generated feelings of insecurity for the
individual. For example, participants felt that they were
not able to question or negotiatewith the systemand yet
experienced heavy penalties for making errors. As one
participant pointed out, “If you are underpaid, you don’t
get it back. If you are overpaid they expect you to pay
it back”. Participants highlighted that the problems they
experienced were due to the complexity of the system
and the constant rolling programmeof changes. The data
from the first focus group showed that participants expe-
rienced many such pressures on a day-to-day basis that
were exacerbated by the mechanisms used to interact
with the system. At the same time, finding ways to work
outside the system was also difficult. As another partic-

ipant commented, “The self-help route is fraught with
problems”. This insight led us to reflect on how inter-
action with systems connects to an individual’s feelings
of security and insecurity that operate at a deeper level
than is assumed by the presence (or absence) of techni-
cal security controls.

Analysis of the transcripts from the first and second
focus groups demonstrated how technology is conceptu-
alised as being interwoven with human social networks
and does not operate as a replacement for them. This
socio-technological enmeshing connects security tech-
nologies to the human networks in which they operate,
such that as one participant commented, “It was better
when you could see someone face to face. It was bet-
ter when you could phone for an appointment”. Not only
was technology not seen as a viable alternative for hu-
man interaction, these focus groups highlighted that hu-
man networks help to overcome the fear of engaging,
as one participant confessed that when reporting to a
change in status it, “took me nearly 18 months to phone
the Council”. This led us to think about in what ways the
design of a system that operates within human social
networksmight increase trust and confidence in working
with that system.

Analysis of the data from the first two focus groups
shows that receiving understandable information about
welfare changes from trusted sources was an important
means of reducing anxieties, thereby increasing the feel-
ing of security. For these participants, the information
you share and how you use it depends on your values
and morals as well as your individual circumstances. As
one participant said, “it’s a lot to do with your priorities”.
This is an element that digital service design fails tomake
allowances for―individuals have different priorities in
their lives and therefore have different positions onwhat
constitutes security. One participant in the third focus
group told the following story of how she had recently
lost her job: “The senior that was on, didn’t like us be-
cause she was me ex’s wife. She hated us and grassed us
up for everything. But I should have grassed her up first
because she was drinking on the job….But you cannot do
that”. This story highlights that values and morals shape
what information is shared, and how it is used. Yet digital
services assume an “idealised”, “abstract” or “model” in-
dividual interacting with systems and such abstractions
often lack ecological validity―a “cultural disconnect” in
which system designers illegitimately assume that sys-
tem users share similar characteristics to a dominant so-
cial type, able, for example, to manage passwords, ab-
sorb complex instructions and adapt easily to change
(King & Crewe, 2013). In such models attitudes and be-
haviours appear predictable and the state assumes that
it understands, and can make sense of, its citizens. This
insight led us to think about the importance of different
types of legibility and how the design of systems needs
to be able to adjust to different patterns of information
sharing and protection.
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2.2. Trust Rather Than Protection: A New Start Point for
Security Design

Whilst a Government cybersecurity response is more
likely to encompass access control and surveillance, this
case study indicates that a community approach is more
likely to focus on trust points, crowdsourced trust rec-
ommendations and the collaborative use of the commu-
nity’s own resources to dispel abusive behaviour. This un-
derstanding of how communitiesworkmightwell be pos-
sessed by those taskedwith local delivery of systems, but
is typically lacking in the higher echelons of policymakers
and system designers, a phenomenon which has been
called “operational disconnect” (King & Crewe, 2013).

The types of trust discussed during the study were
many and varied, including trust in the quality of the infor-
mation, trust in the individuals providing the information,
trust that the information exchangewill help their circum-
stances and trust that personal details would be kept pri-
vate. The participants showed that trust in the quality of
the information can be engendered through knowledge
champions who are seen as having specialist knowledge
and are validated through recommendations, through
their jobs in related areas, as well as through their track
record in providing specialist advice. Trust in the quality
of information was further engendered by peer review of
information shared within the community.

In the later focus groups, concern for the security
and safety of community members who were informa-
tion providers emerged as a dominant theme. These con-
cerns included liability if the information turned out to
be incorrect and concerns for the safety of the provider
if they gave information that involved local intelligence
about community activities. Of particular concern was
information shared about loan sharks and unhelpful or
abusive staff who provided state or state-endorsed sup-
port. A further concern was the potential for individuals
to use the information that was provided to them to de-
fraud the state or other institutions. The third, fourth and
fifth focus groups focused on ideas of information shar-
ing to better support each other in responding to the
pressures articulated. During this process, several key se-
curity concernswere identified: trust in the quality of the
information, the safety of the information providers and
the potential for manipulation or abuse of the informa-
tion provided.

These security concerns focus on the close proximal
relationships in everyday life. These concerns contrast
sharply with the more conventional cybersecurity sys-
tems’ protection approach that focuses on attackers mis-
using the system. It suggests an approach to protect cit-
izens who suffer as a result of the lack of information,
the flow of false information, the misrouting of informa-
tion by those who want to abuse the network and the
pressures inherent within the context of use. To address
these latter concerns, the start point is trust and col-
laboration rather than a control architecture to protect
against attackers and malicious activities.

Our case study insights led us to conclude that a com-
munity approach to security might focus on trust points,
crowdsourced trust recommendations and the use of the
community’s own resources to dispel abusive behaviour.
From our analysis of focus group data and a compari-
son of the community response with the typical state
approaches to technological control, we focused our at-
tention on the theoretical underpinnings of a security de-
sign that speaks to the three absences of security consen-
sus, control equivalence and two-way legibility that we
identified above. We conclude that such principles have
the potential to encourage a collective notion of cyber-
security and engender positive buy-in and active engage-
ment from citizens, facilitating a genuinely sociotechni-
cal cybersecurity system. We conclude that in the digital
by default era, trust between state and citizen is in large
part built by developing a cybersecurity model that can
(i) adjust to the security needs of the citizen, (ii) that pro-
vides a more comprehensive range of security qualities
and (iii) is legible to the citizen. We explore these three
principles below.

3. The First Absence: The Security of the Citizen

The insights from the case study reflect that security re-
quirements are often conflicting, culturally and morally
constructed and both individualistic and communal. To
explore how a cybersecurity model might better reflect
this, we need to look at the roots of modern conceptu-
alisations of sovereignty. The modern security commu-
nity theorises sovereignty of cyberspace along the lines
of the pioneering conceptualisation of Thomas Hobbes
(1588–1679), which still underpins both liberal and con-
servative theorising of the nature of the state. In par-
ticular, Hobbes suggested that sovereignty, to be effec-
tive and legitimate, needed to take a particular form,
and fulfil particular functions: it was contractual, and co-
constructed with (though not co-constituted by) the citi-
zens. People would rationally seek wider protection than
they could provide for themselves by surrendering their
rights of self-protection to a more powerful sovereign
which could protect a community from outsiders and the
members of the community from each other, therefore
promoting cooperation, trust and other forms of social
behaviour. It follows that, if people feel unprotected by
the state, then it is reasonable and rational for them to
seek protection elsewhere. “The end of obedience is pro-
tection” (Hobbes, 1996, p. 152), and therefore if obedi-
ence to the state does not give you protection, (i) pro-
tection needs to be found elsewhere, and (ii) the duty of
obedience evaporates.

We argue that as the state withdraws from in-person
contact to digitally-mediated interaction and as digital
technology facilitates the types of communication and
collaboration that can make possible the diversification
of wealth production and gives citizens the option to
move between modes of wealth production and social
orders, the security relationship between the citizen and
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the state needs to be re-negotiated. Such re-negotiation
is necessary in the first place because the assets that cit-
izens wish to be secured may not be the same as those
identified by the state (or large organisations). Secondly,
citizens may value particular types of behaviour or inter-
action which may be hindered or even prevented by se-
curity measures, and which may therefore prompt the
use of workarounds which undermine those measures
even in their own terms. Because of the co-constructed
nature of Hobbesian sovereignty, these are serious prob-
lems, because citizens’ acceptance of the legitimacy of
the sovereign (i.e. in the modern world, the state) de-
pends crucially on their own perceptions that it serves
their security needs. It follows that if the sovereign opts
to define the types of security it will provide on the
winner-takes-all model, it must either persuade citizens
that these are the types of security they value, or sac-
rifice legitimacy. If it fails to engage with the citizenry
upon matters of security, then it has to expect the cit-
izenry to have an antagonistic attitude, resulting in the
only option being to rule by force, treating its own citi-
zens as the enemy. The insights from the case study in-
dicate that an alternative means of overcoming this po-
tential for antagonistic outcome is to situate Digital by
Default (DBD) services within existing networks and em-
bed the services through a more robust security control
equivalence and through system legibility, thus both in-
creasing trust and creating spaces in which conflicts and
differences can be resolved.

4. The Second Absence: Equivalent Methods of Control

The case study data indicate many frustrations with the
control mechanisms deployed in the various state sys-
tems. For the citizenry to align with the state’s model of
security, the controls have to afford security to the citi-
zen. Yeung (2011) talks about the bond of trust between
the state and the community it governs pointing out that,
“small erosions may lead to its long-term degradation”
(p. 25). One of the reasons that trust may erode is that
the principles of control and the related principles of se-
curity remain the same but the mechanisms for opera-
tionalising them differ. Digital controls do not necessar-
ily carry the same signals of trustworthiness, legitimacy,
openness to negotiation, and ability to reconcile differ-
ent interpretations of security within a single transaction
as socially-grounded forms of the same control principle.

Lessig’s (1999) socioeconomic theory of behaviour
constraint argues that regulation (in the widest sense)
can happen through four mechanisms―the law, social
norms, economic incentives and architecture. Taking
this view, digital technology and sovereignty have been
game-changers for the state. Previously, the state had
monopoly control only over the law, and so that was its
main interface for citizen control. Now, it can alter the
architecture of its interactions with the citizen in order
to make certain behaviours more likely while ruling oth-
ers out (and it can also gather the data to evaluate and

refine its strategies in real time). It follows that it can
achieve its goals stealthily by adjusting the architecture
of interaction, rather than by commanding and punish-
ing; this is the basis of ‘nudge’ philosophy (Thaler & Sun-
stein, 2008).

This theory has much plausibility, but it has intention-
ally or otherwise led to the fallacious corollary, that, be-
cause control can be exercised through any one of these
four mechanisms, the mechanisms are interchangeable
for a given piece of control (Hildebrandt, 2015). In other
words, if some type of behaviour is prevented through,
say, a legal restriction, the control mechanism can be
changed to, say, a constraint on the digital architecture,
while leaving everything else untouched. Indeed, one of
themyths underpinning theDBD strategy for citizen-state
interaction is that the easiest way to do this is through
techno-regulation which Yeung defines as a reliance on
embedding regulation in technology design rather than
relying on the law to regulate. Yet this is fallacious for two
reasons that are relevant to our own inquiry.

First, the four mechanisms have very different prop-
erties. Techno-regulation uses the architecture of sys-
tems to enforce control. Yeung (2011) suggests that, “it
is the action-forcing character of techno-regulation that
makes it a particularly powerful form of control” (p. 4)
and goes on tomake the point that this way of regulating
human activity in cyberspace has negative “implications
for liberty, autonomy and responsibility”. Compare the
use of law to constrain behaviourwith the use of architec-
ture. Law has three properties that digital architecture
does not have. Firstly, one can disobey the law. There are
consequences if one does, but one can (and people often
do). This is an important source of freedom―consider
civil disobedience―which is not replicated by a techni-
cal architecture. Secondly, law can be challenged within
the law; one can take one’s case to higher courts. Archi-
tecture does not admit legitimate challenge (although it
can be illegitimately hacked). Thirdly, law needs a cer-
tain legitimacy to operate―it is at least in part created,
in a democracy, by a legislature that can be voted out by
the citizens it binds. Software (even open source), on the
other hand, is created by small expert cliques account-
able to no-one but themselves. Economic incentives can
also be subsumed by the architecture of a digital system.
In our case study, participants gave examples of how fail-
ure to engage with the system on its own terms resulted
in financial punishment by being underpaid or overpaid
and then expected to pay it back.

The case study indicates that citizens can choose not
to engage with these incentives and may well prefer in-
formal economic activities that are outside the control of
the state and bypass the digital system. Some of the so-
cial norms that sit around these informal economic activ-
ities emerge from our focus group community. Not only
does each of these constraint mechanisms have differ-
ent properties but the state is more likely to focus on
hard controls such as the law, architecture of the system
and economic incentives rather than attempt to tackle
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social norms and yet this mechanism emerged from the
case study as the most important factor in developing
trust and security through protection of the community
and its members. In other words, when we switch fo-
cus from the security of digital or financial assets to the
kinds of security that matter to the citizen, we see that
the hard constraints aremore likely to produce insecurity
than security, and consequently that the ideal of a co-
constructed sociotechnical security architecture in this
context fractures into a set of government controls de-
signed to counter community resistance.

The second reason is that the nature of the con-
straints in question is more complex than Lessig’s sim-
ple picture suggests. Perhapsmost importantly, pre-DBD,
the citizen might have spent time talking to a represen-
tative of the state who almost unconsciously performed
the vital communicative function of explaining the as-
sumed responsibilities of the citizen. This is a very rich
interaction of the citizenwith not only amonolithic state,
but its human representatives and also various other ac-
tors in the same society. The digital architecture wishes
most of this away, and replaces it with an input/output
function where the claimant identifies himself in terms
meaningless to him, but that the state recognises (e.g. a
biometric or a password), and then transfers resources
once it has verified entitlement. No conversation, expla-
nation or human interaction is needed from the archi-
tecture’s point of view. This is not merely a change in
interaction style but a removal of fundamental and nec-
essary qualities of security control. By contrast, the case
study reflects the importance of communication, interac-
tion and the negotiation of responsibilities that are pre-
conditions to the successful operation of a system.

5. The Third Absence: Legibility of the State to the
Citizen

The illegibility of the state systems appears as a clear
source of mistrust for our focus group participants. The
technologies of cybersecurity are built on a particular
type of mathematical abstraction away from the ev-
eryday, “embodied situated experience” (Cohen, 2007,
p. 213) of individuals, reducing visibility of the fluid-
ity that digital technologies both enable and encourage
(Bauman, 2013). However, reducing its visibility does not
remove it. Scott (1998) has described the processes by
which the state reduces complexity, by rendering its citi-
zens and their lifeworlds legible to administrative order.
This goes against typical living practices that are legible
for citizens, that are local, interested, contextual and his-
torically specific (Scott, 1998) and that make sense in the
particular circumstances of citizens’ lives. For the state
to intervene effectively, either to appropriate resources,
to control behaviour, or to manipulate behaviour, it has
to abstract away from all these factors to produce na-
tional, homogeneous, uniform standards. State simpli-
fication produces descriptions of communities that are
usually: (i) related only to the state’s interests (in tax-

ing, providing services, providing security, etc.), (ii) writ-
ten facts, numerical or verbal, (iii) static facts, snap-
shots rather than ongoing processes, (iv) aggregate facts
about groups and averages, rather than about individu-
als per se, and (v) standardised, based on categories that
bracket citizens together, no matter how unique their cir-
cumstances (Scott, 1998).

In the end, such an understanding engenders incen-
tives for people to abridge their own practice in order to
be legible by the state―for instance, an unemployed per-
son onwelfaremight be better offworking casually in the
informal economy, but the state recognises only the pos-
sibility of formal employment or enforced idleness. Its
rules are crafted on this assumption, giving the welfare
claimant the choice of forfeiting payments or foregoing
informalwork. If she forfeits herwelfare entitlement, the
social safety net is removed from under her, but if she
claims welfare and foregoes informal employment she
is unable to use her contacts and local knowledge (her
social capital) to help support her and her dependents,
and work that would benefit the local community is left
undone. The state, with its imperative to abstract and
simplify, ends up with individuals simplifying their own
behaviour deliberately to become legible to the state.

Note also that some commitment to transparency
(e.g. the provision of open data) may be necessary for
legibility, but cannot be sufficient. Government trans-
parency can only help when what is revealed to citizens
is legible to them. A data set in the Resource Description
Framework from data.gov.uk will not in itself accomplish
this. As our case study insights indicate, rich engagement,
and a willingness to discuss and explain, will be of far
greater value.

6. Discussion and Conclusion

Sovereignty is the ability of a state to maintain the ex-
clusive power and authority to govern itself, for exam-
ple by maintaining control of, and managing, citizens
within, its borders. Neocleous (2008) argues that social
security is an important aspect of this imperative for
the state. An effective cybersecurity deployment is es-
sential if the state is to maintain its exclusive authority
and a secure DBD policy further bolsters this. Franzese
(2009) suggests that sovereignty in cyberspace depends
on a state receiving external recognition of its author-
ity and ability to, “exert some measure of control over
its own cyberspace” (p. 9), and such authority is under
heavy challenge at the time of writing. In the UK, the
importance of such recognition to the establishment of
sovereignty is encapsulated in the Government aspira-
tion tomake theUK the safest place to do business online
(UK Government, 2016). Achieving this aim establishes
sovereignty in two ways, firstly, through other countries
and global businesses engaging in online business with
the UK thereby demonstrating their confidence in the
control UK Government has over its cyberspace and sec-
ondly, through delivering secure Government services to
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its citizens, again demonstrating that the Government
has the ability to manage its citizens in cyberspace.

Sovereign capability in cyberspace is complex and
contested and the projection of sovereignty is demon-
strated, at least in part, through state activities around
cybersecurity. As Lessig (1999) points out, “real-space
sovereigns” (p. 198) will respond to the threat of cy-
berspace by attempting to ensure that their regulatory
power encompasses virtual spaces, and, by framing cy-
berspace as a spatial domain analogous to land, sea
and air (Murphy, 2010), will conceptualise the control
and management of cyberspace through cybersecurity.
This Westphalian model is traditionally framed as being
threatened by hacking causing the disruption of demo-
cratic processes by foreign powers, and by attempts to
copy or take control of data assets of UK businesses and
individuals. However, our case study gives us cause to
reflect that civil disobedience stemming from the un-
dermining of the social contract between citizen and
state is also a potential significant threat to domestic
sovereignty. In the era of DBD, civil disobedience can re-
sult in non-compliance with cybersecurity controls and
rejection of social policies and programmes as the citi-
zen feels forced to focus on their own security at the ex-
pense of making positive and creative contributions to
the state.

Neocleous (2008) makes a powerful argument for so-
cial security to be considered an integral part of a na-
tion’s security policy as its function is the maintenance
of social and economic order. If considered from this per-
spective, cybersecurity technologies of passwords, file
permissions, encryption and firewalls are digital means
of fulfilling this mission of order and containment. These
security technologies are core to DBD and embody a par-
ticular security philosophy. The case study participants,
however, focus on a different security mission, of mutual
support and information sharing. This mission addresses
the challenges of human insecurities rather than the frail-
ties of a system of order and rendering legible. These se-
curity missions are not mutually exclusive, but each re-
sponds to a different type of insecurity.

In the context of Neocleous’ argument about domes-
tic containment (2008), DBD makes cyberspace central
to the question of domestic sovereignty and this makes
cybersecurity and its control framework a central part of
domestic policy initiatives. The current security model
for DBD focuses on the protection of the data and the
technology with the assumption that this will also pro-
vide security for the citizen. By contrast, our case study
shows that the start point for an individual’s security is
not protection but trust.
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1. The Challenge of Cyber Security Threat Data

Beginning in 2014, various news organizations began re-
porting on a particular cyber security firm, Norse Corpo-
ration, and their active cyber threat map (Walker, 2015).
Mashable noted in 2016 that “the global cyber war is rag-
ing on, and this mesmerizing map shows just how seri-
ous it has become” (Gallucci, 2016). The map is dynamic,
colorful, and gets the point across quickly, a criterion for
any decent visualization of data. As late of August 2017,
the Defense Intelligence Agency (DIA) tweeted out a link
and photo of the threat maps suggesting it represented
ongoing cyber-attacks (DIA, 2017). Yet this map is not a
very clear representation of any real threats that nation-
states face on a daily basis.

Unfortunately, the Norse cyber threat map does not
represent active threat data, but attacks, likely by bots,
on preset honeypots. Honeypots are a method of provid-
ing data on fake targets to either distract the opposition
from the real targets or to deter an aggressor from at-
tacking in the first place (Gartzke & Lindsay, 2015). While
sometimes a useful method to gather threat intelligence
if presented a sleight of hand for an attractive target, hon-
eypots as reported in popular discourse are not exactly
an accurate representation of the cyber threat landscape.
In this case, the goal was to demonstrate the ability to
track global attacks to gain interest in the company and
promote its capabilities.

Nearly all active threat maps either present data
tracking honeypots and various bot networks that are de-
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void of human agency, simply presenting what is in fact
fake data. Active representation of the threat landscape
is the goal, but the reality is that the picture of the cy-
ber security threat landscape we currently have is incom-
plete, misleading, or outright fake.

High profile data breaches have been consuming me-
dia narratives for at least a decade. With each act of cy-
ber disruption or espionage, pundits as well as govern-
ment officials and several academics declare that cyber-
warfare is upon us, is the future of warfare, and it is only
a matter of time before a “Cyber Pearl Harbor” wreaks
havoc on the American homeland (Gurdus, 2016). With
this new revolution in military affairs, the battlefield, ac-
cording to some, is forever changed and the next big war
could very well be a cyberwar (Clarke & Knake, 2010;
Kello, 2013). Politicians, pundits, and practitioners have
jumped on this doomsday narrative and have promoted
cyber arms races, offensive advantage, and deterrence
strategies to stay one step ahead of would be adversaries
in order to prevent them from infiltrating networks out
of fear of massive retaliation. These revolutionists point
to acts such as Stuxnet, Shamoon, Sony, and the Office of
Personal Management (OPM) hack as the new norm of
conflict between states, and that the US is losing ground
with every tolerated cyber-attack on American networks.

This illustration points out the need for reliable col-
lected data on cyber incidents between entities to chal-
lenge threat inflation. Empirical evidence and inferences
with data from the academic community can help serve
policy makers in constructing policies that help in devel-
oping proper normative behavior from states.

The challenge of collecting cyber security data runs
right up against the difficult reality of collecting infor-
mation on active threat interactions in real time. The
process is difficult, complicated, and prone to error, but
not impossible. Researchers need to be clear that there
is an imperative to collect data on all forms of con-
flict and no domain presents easy opportunities for data
collection. Scholars and activists alike are still trying to
sort through casualty data in Syria (Black, 2016). Human
Rights Watch (2017) data is likely prone to reporting bias
reflected by an increased interest in human rights abuses
through time.

The impediment for cyber security can be considered
even more challenging. While interest in cyber security
interactions is increasing, bringing with it elevated re-
porting of cyber breaches, there remains a greater prob-
lem. In a domain thought to be mostly secret, how do
you collect data onwhatmost of the population assumes
is uncollectable and mainly classified? Why even seek to
overcome this challenge, given the high degree of diffi-
culty? In this article, we will review why the need to col-
lect data on cyber security interactions, how the process
can be conducted and is not only possible but happen-
ing, highlight ongoing attempts to empirically assess the
cyber security complex.

2. The Need for Cyber Security Data

Moderate and measured takes on cyber security issues
that intersect with policy and international relations is-
sues can be out of place amongst the recent flood of re-
search and policy positions in the cyber conflict and se-
curity field. The general tone of the debate suggests that
cyber war is here, it is our present, and it will be our fu-
ture. One gets millions of hits if “Cyber Pearl Harbor” is
Googled (Lawson &Middleton, 2016). The basic assump-
tion is that our future military, diplomatic, and economic
history will involve the use of computers as the main av-
enue of attack and defense because these technologies
are not only transformative, but also cheap and easy.

Cyber strategies and tactics are like any other tech-
nological development. At first, new technologies sug-
gest immense possibilities and promise to give states an
edge, yet the reality is that technological advances rarely
change the face of the battlefield, either in the diplo-
matic, economic, ormilitary realm.New technologies can
be used to defeat specific threats or defenses, such as the
tank helping break the stalemate of the trenches inWorld
War I; but are often limited in other contexts. Tanks need
to be supported by infantry and logistical teams con-
stantly supplying fuel or towing the machines, limiting
their effectiveness and reach. cyber strategies will be no
different, and they will be just another important piece
in the arsenal but not game-changing on their own.

Claims of revolutionary importance are easy tomake,
and persuasive given certain examples, but there are al-
ways countering examples. Vasquez (1991) makes the
case that nuclear weapons were not responsible for the
long peace during the Cold War, rather the lack of direct
territorial disputes between rivals limited devastating
war. The important point is that no one example or story
tells the complete picture, and for thatwe need evidence
and data to support much of the theory and practice.

Data-focused research can make an important and
lasting statement. By looking at the complete landscape
of interactions, we can leverage a different view of the
evidence and data. No longer does one attack stand out,
but the total picture emerges and in cyber security it is
a picture of a restrained international system developing
a norm against the use of cyber weaponry (Valeriano &
Maness, 2015).

We do offer one key caveat. Our focus is mainly on
nation-state interactions because they are discussed as
the most devastating and dangerous. In reality, collect-
ing data on cyber-crime or digital attacks of civil society
is just as important, but ignored in the field. We hope
refocus the debate a bit here and help scholars rethink
the domain regarding the nation-state seeking to move
towards a more holistic view of cyber security as an ev-
eryday security issue. By moving beyond the dramatic
examples of Stuxnet and the Sony Hack, we can expand
the range of possibilities but also expose the limitations
inherent in new technologies. These caveats are critical
when theorizing about the future use of cyber weaponry.
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3. Reality Is a Social Construction

There have been many challenges to the utility of data
in international relations. Hedley Bull (1966) long ago ar-
gued that data-based analysis was tortuous and inele-
gant. He also maintained that nothing in data-based ex-
amination goes beyond what can be deduced using con-
ventional wisdom. J. David Singer (1969) challenged this
presentation as being naïve about the utility and purpose
of data. There is a limitation on our ability to understand
the world without taking a total snapshot of interactions
to make predictions, understand patterns, and examine
how outliers may alter our perceptions of interactions.
Data can illuminate counterintuitive patterns not readily
apparent to the qualitative observer.

Insights frompostmodern and critical scholars are im-
perative to our task. If reality is basically what we make
of it (Berger & Luckmann, 1991), what happenswhen the
perspective we construct to deal with nascent threats
is divorced from reality? While data and evidence will
never be value free, an insight offered by critical theory,
it also offers a more nuanced approach to the issue than
selecting the obvious cases for examination and extrapo-
lating from outliers. Wemust start somewhere; the post-
modern project is a reaction to the behavioral turn in
the social sciences. The cyber security field has to yet
to even start its behavioral moment but seems to have
started with the suggestion that collecting data is impos-
sible (Kello, 2013).

As Vasquez (1998, p. 218) points out, language
and conceptual frameworks are prone to self-fulfilling
prophecies. If we allow the language we use to construct
how we view security challenges, we likely will miss key
developments in the field. Social science is not value-
free, but this does not mean that it must be data-free in
order to reflect the true state of nature. Language with-
out the consideration of data and evidence will often be
empty and akin to Norse’s threat map, which is an imper-
fect and often a misrepresented vision of reality.

Using social science methods can improve the prac-
tice of cyber security. “Science is not simply a useful tool,
but a practice that creates amode of life that consciously
destroys other ways of thinking and living” (Vasquez,
1998, p. 219). Without encouraging the perspective that
data adds to the cyber security debate, we might ac-
cept observations as truth when in fact they merely re-
flect a skewed sample that is not reflective of actual pat-
terns and practice. To encourage better behavior in cy-
berspace, to stop gross abuses, and to predict future
events, we must move beyond biased and constrained
samples offered by observational logic that cannot move
beyond description and theoretical logic.

For Vasquez (1998), “good” empirical theories should
be accurate, falsifiable, have explanatory power, be pro-
gressive, be consistent with what is known in other ar-
eas, yet also be parsimonious. Theories must pass rea-
sonable tests of fact first. The process of progress inher-
ent in a social science enterprise starts with the collec-

tion and analysis of data. Once data is collected, positions
and theories can be challenged and falsified in light of ev-
idence. We then can move towards explaining the past,
present and future based on the data processes that we
observe now.

The key addition of Lakatos (1970) is that for a the-
ory to be progressive, it must obtain more empirical con-
tent than the prior theory and generate new and interest-
ing questions. Without a foundation of theory, data and
logic, we have no bias on which to proceed with knowl-
edge based inquiries. Cyber security theory is empty
without a firm foundation of fact that then pushes us to
explore new directions.

Of course, data is always biased by the unit collecting
the data and interpreting the evidence. However, this is
also a strength of data, others can come along and use
it for their own ends and expand upon the original in-
tent of the data to build different perspectives. The basic
point is that we need to stop engaging important policy
questions through prognostication that would be more
suitable on a 2am television advertisement. Political sci-
entists and policymakers should not be fortune tellers
who make guesses about the future without reference
to what we already know.We have evidence from the re-
cent past and emerging contemporary situation, so we
must use it to engage critical policy questions.

4. What We Can and Cannot Know from Data

It is thought that most cyber strategies and events are
secret, but this is not entirely true. Much of what hap-
pens in cyberspace is the definition of overt―by interact-
ingwith external networks, threat actorsmake their pres-
ence known. Attackers may try to mask their origins, but
language traits, common techniques and malware, and
motive as well as historical context can give us a great
deal of information about who is attacking whom. For
example, near the beginning of the 2018Winter Olympic
Games in Pyeong Chang, South Korea, the International
Olympic Committee (IOC) was hacked and subsequently
stolen emails from the organization were released to the
public (Matsakis, 2018). Forensic analysis attributes this
operation to the Russian Federation, which was the pri-
mary culprit from the beginning, as the country had been
banned from competition for the games for a massive
doping scandal that Moscow vehemently denies guilt
to this day. Feeling cheated, the APT 28 Russian hack-
ing group FancyBear, the same group responsible for at-
tacking Democratic Party networks during the 2016 US
presidential election, enacted their revenge in the digi-
tal realm.

Covert action is “the effort of one government to in-
fluence politics, opinions, and events in another state
through means that are not attributable to the sponsor-
ing state” (Anderson, 1998, p. 423). Yet in cyber security,
the attribution problem is often overstated, what is be-
yond our ability is constructing real-time data that can be
used to charge culprits in the act based on domestic le-
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gal standards. Observing malicious cyber behavior is pos-
sible but delineating responsibly in a legal sense is quite
difficult. Measuring ongoing infiltrations, unknown zero-
day threats, and attempts at access that fail are difficult
if not impossible to observe. Once an operation achieves
a certain level of access, inserts malware into the target,
and seeks to coerce the opposition, there are clear ob-
servable patterns that can be documented.

In short, there is much we can know about the cyber
security domain that can be gleamed from observations.
Operating in this landscape as if the threats cannot be
known, monitored, and predicted betrays the great ad-
vances we have made in doing exactly this. What we can-
not do is watch ongoing operations as they occur. This is
mainly because organizationsmight not know they are vi-
olated till after this happens, aswas the case for theOPM
hack (Koerner, 2016). Cyber security companies might
operate at a level where they promise a great deal of in-
formation, but this is likely to be a promise that cannot
be kept. There is clearly a great utility in cyber security
data, but we must temper expectations and excitement
with collaborative analysis and sobered expectations of
the utility of these data-based efforts.

In the cyber security field, we witness all sorts of in-
teractions that can be processed into data. Incidents and
events, malware and its spread, vulnerabilities, and so-
cial media interactions are all critical elements of the
cyber security discourse and represent collectable data
samples. Yet, the majority of the cyber security field
seems to reject the idea that data collection is possible.
This is perplexing in the face of calls to reform the vulner-
abilities equities process (VEP), or the process by which
threats are communicated by the government to private
industry (Newman, 2017). Cyber security data is clearly
observable and a part of the news cycle for cyber interac-
tions, but it is generally removed from the political, pol-
icy, and military discourse.

Unfortunately, some critics and skeptics believe that
collecting data on a subject is synonymous with perfect
information about a topic. Data producers have never
claimed that their data was complete, total, or absent
of bias. These attributes are common for all data en-
terprises. In the social science world, all data collection
enterprises will be incomplete or inaccurate in some
way. This does not mean that data projects should be
scrapped, but that those who use these projects should
understand the limits and possibilities inherent in data
collection enterprises.

It must also be made clear that are we are gener-
ally speaking of cyber security interactions are they per-
tain to state-based action. Extending this data-based ar-
chitecture to criminal interactions would require differ-
ent theories, data collection methods, and processes.
Future efforts should seek to move beyond the state
towards examining non-state behavior including crimi-
nal interactions.

We can only observe what actually happens rather
than what was intended to happen, this is one reason to

focus on states where malicious action is to be expected
and even admitted at times. It is not exactly an inter-
state crisis if one state tries to attack another state in cy-
berspace and fails to be noticed. This is an unobserved
process, a tree falling in the woods with no one to wit-
ness the fall so to speak. Can there really be a coercive
impact if one node in the interaction does not even know
there was an interaction?

Scholars must be prepared to go to war with the
data we have, not the data we wish we had. There are
inherent limitations in the data collection process that
make data problematic for many reasons but gathering a
wide snapshot of interactions is clearly preferable to ob-
serving a single interaction and extrapolating from that
data point. That is not data analysis but an exercise in
guesswork that has no place in the academic or pol-
icy enterprise.

5. Other Data-Focused Efforts in Cyber Security so Far

The Department of Homeland Security (DHS) now has an
incident reporting feature (DHS, 2018a) and ongoing ef-
forts to collect data (DHS, 2018b). Without this step, we
are operating in known environment needlessly wearing
a blindfold. Hopefully this will allow the US to become an
open and transparent leader for cyber security data, but
this also leaves out the rest of the world in terms of sam-
pling, making it a problem to generate a global sample
enabled by the targets.

The United Kingdom’s National Cyber Security Strat-
egy proposes data driven solutions to the problem but
these efforts are typically clouded by a disagreement on
methods and evaluation standards rather that starting
first with active threat information collection (UK Gov-
ernment, 2016). The US Office of the Director of Na-
tional Intelligence (ODNI) office offers a standard of eval-
uation hoping to generate what they deem as a “Cyber
Esperanto” method of data evaluation and coding but
fails to articulate a standard by which incidents would be
collected (Ackerman, 2017). Generally, the focus on eval-
uating the phases of attacks rather than starting with a
macro sweep of the field.

It is strange that the cyber security domain has re-
stricted itself from understanding the basic contours of
the conflict dynamics through the analysis of empirical
events. To not take this step is a self-defeating strategy
that betrays our standard operating procedures in other
military and political domains. The first step is to always
understand the behavior of the key threat actors in a do-
main, however in the cyber security field we seem to
think that the adversary is inherently unknowable and
without a past, this is an unhelpful conjecture. The first
step always seems to develop riskmanagementmethods
to minimize damage without seeking to understand the
goals and past actions of the attacker in the first place.

In academia, Healey and Grindal (2013) make clear
strides early on to seek to revive the idea of a disciplinary
history of cyber conflict and examine as many cases as
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possible. Another excellent example is Lindsay’s (2015)
listing of prominent Chinese cyber espionage cases. The
problem is that these examples of macro-case studies
are few and far between. With the exception of Karat-
zogianni (2012) and Middleton (2017), most studies fo-
cus on a few prominent cases like Stuxnet, Shamoon, and
Sony, at the expense of the typical behavior and strate-
gies that rival countries exhibit in cyberspace.

The plethora of new emerging data sources of in-
formation is heartening, but also reinforces key points
we make in Cyber War Versus Cyber Realities (Valeri-
ano & Maness, 2015). We have observed restraint in cy-
ber interactions. Escalation is rare (Valeriano, Jensen, &
Maness, 2018), and most disputes piggyback on previ-
ously known foreign policy conflicts and crises that are
well established, often connected to territorial disputes.
Schneider (2017) demonstrates that even in the context
of wargame scenarios, escalation is rare.

Examining the data on cyber incidents, Pytlak and
Mitchell (2016) are able to point out that rivalry inten-
sity does not predictwhich rivalswill engage in cyber con-
flict. Instead the best predictor is the presence of nuclear
weapons. While the possibility of escalation in the con-
text of nuclear weapons is troubling, we also know that
empirically, nuclear states can push their negotiations to
the edge of war and draw back (Beardsley & Asal, 2009).
Mauslein (2014) also demonstrates empirically that ri-
val states are less likely to engage in cyber conflict due
to escalation risks which counters the early idea that ri-
val states would be primary testing ground for cyber dis-
putes (Valeriano & Maness, 2012).

Understanding the impact of cyber confrontations
appears to be the next key challenge. In an examina-
tion of 1,841 cyber events from 2013 to 2016 in Ukraine,
Kostyuk and Zhukov (2017) demonstrate that cyber ac-
tions had no discernible impact on battlefield events.
Narrowing downon fighting between2014 and2015, the
authors find no escalatory patterns in the cyber data, but
conventional attacks do result in corresponding reprisals.
While this study represents a small selection of battle-
field events in Ukraine, there does appear to be a pat-
tern emerging. Evidence from a case study on Syria finds
many of the same patterns as in the Ukraine case. Va-
leriano et al. (2018) produce a macro level view of the
impact of cyber strategies suggesting that only 5% of the
192 incidents coded produce a describe change in behav-
ior in the target. What is more important is that these
events demonstrate no clear escalatory pattern. Cyber
strategies, even intensely invasive ones that seek to de-
grade networks and systems, neither appear to compel
the adversary nor do they produce the escalation risks of-
ten hypothesized by scholars such as Buchanan (2016).

The Axelrod and Iliev (2014) formal model is another
useful examination of the utility of cyber conflict. They
note that actors with a high degree of stealth have a
lower likelihood of utilizing a cyber weapon because the
utility of the weapon does not decline through time (it is
unlikely to be discovered). They also note that gain is a

key consideration, a state will only use a cyber weapon
if there is a gain to be made. The studies by Valeriano
et al. (2018) and Kostyuk and Zhukov (2017) suggest that
gains are rare therefore the Axelrod and Iliev (2014) for-
mal model would predict a low instance of cyber conflict
when the consideration of effects and gains are added.

A novel investigation produced by Lawson and Mid-
dleton (2016) might be a useful example for future schol-
ars looking to collect data on threat perceptions and se-
curitization policies. By examining the threat construc-
tion of the term “Cyber Pearl Harbor”, the authors are
able to delineate the history of the term’s use and the
key referent objects. They find that 45% of the time,
the term is used to describe threats to civilian infrastruc-
ture. The authors also demonstrate that the term is only
used to discuss actual events 33% of the time with ma-
jority of frames being used to discuss imagined or non-
actual threats.

6. Expanding Cyber Security Data

Our teamhas been coding cyber incident data since 2010
and serves as a unique example of how the process of
collecting cyber security data and evidence can be done.
Our first peer reviewed publishedwork appeared in 2014
in Journal of Peace Research (Valeriano &Maness, 2014).
In this article we note that cyber conflict is muchmore re-
strained than generally understood by popular discourse.
Threat inflation is ripe in cyber security, and the real
use of cyber tools seems to be to enhance the power of
strong states.

The data that Valeriano and Maness (2014, 2015)
have built challenges the cyber revolution perspective
and does so with the tools of social science, and is a nec-
essary turn given the general tone of the debate. We
first determine that a viable data collection method in
light of limited resources was to focus on states that are
committed interstate rivals (Diehl & Goertz, 2001). This
allows us to focus on those actors with an intense history
of recent hostilities that should be the most likely users
of cyber technology on the battlefield (Maness & Valeri-
ano, 2018).

In our research (Maness & Valeriano, 2016; Maness,
Valeriano, & Jensen, 2017; Valeriano & Maness, 2014,
2015), we have been able to marshal a massive amount
of evidence that is useful in dissecting the actual trends
on the cyber battlefield in a geopolitical context. We
demonstrate that while cyber-attacks are increasing in
frequency, they are limited in severity, are directly
connected to traditional territorial disagreements, and
mostly take the shape of espionage and low-level disrup-
tive campaigns rather than outright warfare.

Given this data-based perspective, we question the
dynamics of the cyber security debate and offer a coun-
tering theory where states are restrained from using
moremalicious cyber actions due to the limited nature of
the weapons, the possibly of blowback, the connection
between the digital world and civilian infrastructure, and
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the reality that any cyber weapon launched can be repli-
cated and used right back against the attacker. Given all
of these perspectives gleamed from the data, we must
moderate our views about the transformation that is of-
fered by cyber strategists who stress amore revolutionist
tone (Lango, 2016).

Social science clearly matters for contemporary
technological policy debates. Absent rigorous methods,
much of what is in the field is basically guesswork. Our
work really owes an intellectual debt to J. David Singer,
who started the effort to quantify war at the University
of Michigan with the Correlates of War (COW) project
(Small & Singer, 1982). Our project builds on thismethod-
ology and uses many of the same coding strategies. We
recognize that data is awork in progress and seek to build
more andmore knowledge through subsequent updates.
By gathering the full picture, we can gain the perspective
that really matters in these emerging policy debates re-
garding the cyber battlefield.

The problem with collecting data where it does not
exist already are centered around the difficulties that
come with starting such an endeavor in the first place.
Often it has been claimed that it would be impossible to
collect cyber conflict data, as such data would present
a skewed picture of the scope of the field. Yet the imag-
ined impossibility of collecting data should never be the
barrier in starting such an undertaking, and the only real
barrier should be the literal impossibility of collecting
such information.

In the process of collecting data on these state-based
cyber events, we found that official leaks to the media
have been helpful, but more importantly for the cyber
security field was the obvious impetus by cyber security
firms to demonstrate their ability to identify attacks and
release reports forensically accounting for the process
behind the attacks. This sort of information was exactly
what we were looking for and it continues to be avail-
able to this day as the ultimate calling card demonstrat-
ing skills and expertise, but also as a source of informa-
tion in our investigation. We are prudent and recognize
that there have been other efforts at empirically-focused
cyber security research.Wewelcome all and every effort
since it will allow for the field to seek the overall goal
for the accumulation of knowledge around cyber secu-
rity practices.

Subsequent work in our book Cyber War Versus Cy-
ber Realities reinforced these points and added case stud-
ies to support our empirical findings. Our next book, Cy-
ber Strategy, includes cyber incident data from 2000 to
2014 between rival states. Our cut point is 2014 because
the majority of the coding effort was done in 2016 and
we are firm in belief that while cyber incidents can be
coded, one needs to wait at least a year to make sure
the sources, actors, and targets are confidently known.

The main addition in our work is a consideration of
the efficacy of cyber actions. Simply, do they work? To
that end we have now coded concessions and targets
in the data. We also altered the severity coding to ac-

count for a wider scale of events. All cyber incidents in
the Dyadic Cyber Incident and Dispute (DCID) are dyadic
and the countries must be considered rivals, which are
states with recent past animosities with each other. For
the coding of the variables for all pairs of states added
to the dataset (non-state actors or entities can be tar-
gets but not initiators as long as they critical to state-
based systems, or if the original hack escalates into an
international incident in the non-cyber domain), the ini-
tiation must come from a government or there must
be evidence that an incident or dispute was govern-
ment sanctioned.

For the target state, the objectmust be a government
entity, either military or non-military; or a private en-
tity that is part of the target state’s national security ap-
paratus (power grids, defense contractors, and security
companies), an important media organization (fourth es-
tate), or a critical corporation. Third parties are noted
and coded as an additional variable in the data.

We are also now including information on cyber
strategies, breaking this down into a four-point typology
that is mutually exclusive and logically exhaustive.

1. Disruptions: which include taking down websites,
disrupting online activities, and are usually low cost, low
pain incidents such as vandalism or DDoS techniques;

2. Short-Term Espionage: gains access that enables
a state to leverage critical information for an immedi-
ate advantage example; an example being the Russian
theft of DNC emails and publicly releasing them in a
disinformation campaign during the 2016 US presiden-
tial election;

3. Long-Term Espionage: seeks to manipulate the
decision-calculus of the opposition far into the fu-
ture through leveraging information gathered during
cyber operations to enhance credibility and capability,
an example being China’s theft of Lockheed Martin’s
F-35 plans;

4. Degrade: attempt physical degradation of a tar-
gets’ capabilities. Example: US’ Stuxnet against Iran;
create chaos in a country to invoke a foreign pol-
icy response.

The most active dyad in the international system
is China and the US. The majority of these incidents
between the world’s two most powerful states are
espionage campaigns. China sees itself as the rising
power that is far behind its status quo counterpart, and
this could explain the disproportional balance in initi-
ations between the two states (Lindsay, 2015). Most
US-initiated attacks against China are counterespionage
degradation campaigns to raise the costs of future es-
pionage by China so that they slow or stop these mali-
cious attacks on American intellectual property and gov-
ernment information. US–China cyber relations came to
a head as a result of the OPM hack discovery in 2015,
where China successfully stole the personal and sensi-
tive information of over 20 million federal employees
and contractors. This led to a high-level meeting be-
tween Obama and Chinese President Xi Jingping dur-
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ing the latter’s state visit in September 2015, where the
two agreed to halt intellectual property theft from each
other. It has been reported that China has drastically
reduced its cyber espionage on the US as a result of
this agreement, which was a diplomatic victory for the
Obama Administration where escalation and arms races
have been avoided (FireEye, 2017). It remains to be seen
whether this behavior will hold with the new Trump Ad-
ministration, whose early rhetoric with Beijing has been
more bombastic.

The more recent cyber menace for the US has been
Russia, where the former Cold War foe has successfully
socially engineered attacks on political networks, includ-
ing the Democratic National Committee (DNC) and the
Democratic Congressional Campaign Committee (DCCC),
as well as Hillary Clinton’s presidential campaign man-
ager John Podesta’s email account. The information
stolen from these accounts was then strategically re-
leased to WikiLeaks (ODNI, 2017), which could have
changed enough minds in crucial swing states and pos-
sibly was the deciding factor in the victory of Donald
Trump in the 2016 US presidential election. The Obama
Administration has responded with economic sanctions
on high-level Kremlin operatives and has expelled a few
dozen diplomats from the US. However, it remains to be
seen if the Trump Administration will continue to hold
the Russians to account for these acts of espionage and
information warfare.

Yet these data breaches could have been easily pre-
vented with basic cyber hygiene practices for those with
access to the networks, and the political espionage con-
ducted by Russia is not outside the acceptable behav-
iors for spy agencies. The blame could easily lie with the
Democratic Party for being so vulnerable to outside at-
tack. Before promoting offensive posturing and escala-
tory retaliatory action, the US needs to get its networks
better defended society-wide, and cyber hygiene policies
to prevent such easy attacks such as the Russian election
hacks would be a good first start. If the US is considering
going toe to toe with its cyber adversaries, the defenses
of its large attack surface and vulnerable networks need
to be shored up significantly.

Dyads not involving the US are overwhelmingly re-
gional rivals, suggesting that adversarial relationships be-
tween these states have beenongoing for years (Vasquez,
1993). Rivals who have been managing these relation-
ships for a long time have developed normal relations
(Azar, 1972) and given that most of these cyber inci-
dents and disputes launched against each other are dis-
ruptions or espionage, the probability that cyber conflict
between regional rivals will lead to escalatory tensions
remains low.

Breaking down the macro evidence of Valeriano et
al. (2018), Table 1 below shows that 87% of all cyber inci-
dents between rival states are either disruptions or espi-
onage. Victims of these acts of cyber malice have not re-
sponded in an escalatory fashion in the majority of cases
(Maness et al., 2017), indicating that responses have ei-

ther been proportional via conventional foreign policy
tactics, such as targeted economic sanctions, or diplo-
matic outreach to promote better behavioral patterns
have been successful. Evidence for policies of restraint
as the future of governance of the international cyber
realm are demonstrated, strengthening these modes of
behavior for all states in the international system, as
championed by the UN’s Group of Government Experts
(GGE), should be the primary goals of the government of
the US and its NATO and EU allies.

Table 1. Cyber incidents by coercive objective.

Coercive Objective Number (%)

Disruption 70 (36%)
Espionage 97 (51%)
Degradation 25 (13%)
Total 192 (100%)

US deterrence proponents such as former Director of
National Intelligence James Clapper have posited that
cyber-attacks will get worse “until such times as we cre-
ate both the substance and psychology of deterrence”
(Jones, 2015). This is assuming that cyber incidents will
not only grow in number but also in severity, where es-
calation will be the future if deterrence mechanisms can-
not be put into place. This would require developing so-
phisticated cyber weapons, communicating these capa-
bilities to potential adversaries in the cyber realm, and
beingwilling to follow throughwith action thatmayharm
civilians, lead to escalatory retaliation, and provide ene-
mies with digital technologies they did not have before
the attack. Yet this type of thinking is an enduring one as
more high-profile data breaches, usually espionage cam-
paigns or disruptive information operations and rarely
physical degradations (Valeriano et al., 2018) continue
to proliferate and be misconstrued in popular narratives
(Lawson, 2013).

According to the data, offensive posturing and digi-
tal arms races that the US may set into motion as pol-
icy could be self-defeating policies (Craig & Valeriano,
2016). There are normative modes of behavior from
states that have been observable since the turn of the
century based on collected empirical data that suggest
that cyberspace can be governed from a less escalatory
strategy, where restraint mechanisms can be built upon
if the US and its transatlantic allies continue to push for
stabilizing norms. The question that remains at the time
of this writing is whether or not the Trump Administra-
tion will continue this process or turn toward the more
dangerous deterrent strategy.

Scholars who have looked at past dynamics of cyber
conflicts find that there is evidence for restraint from
states. Reveron (2012) acknowledges that states have
great capabilities in terms of inflicting damage on one
another, yet this does not mean that they will. Espionage
and disruptions seem to be the majority of state-based
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actions, andmore coercive degrading techniques such as
Stuxnet or Shamoon are exceptions to the rule according
to Valeriano et al. (2018). The need for weaponized retal-
iatory responses and initiating policies that promote this
behavior may therefore be premature at this point, ac-
cording to available evidence.

The key point is the evidence is critical to evaluate the
domain. How can policy decisions be made without con-
sidering the shape and scope of the environment? Some
scholars paint a vastly different picture than those in the
discourse and this is spurred on by a careful analysis of
empirical evidence.

7. Important Components of any Dataset

Many groups have produced lists of cyber events, the
most prominent might be Hackmageddon (2018). The
key aspect to understand is that making a list of cyber
events is not enough to produce social science inferences
or data analyses. So much more is required. The Coun-
cil on Foreign Relations (CFR) cyber operations tracker
covers cyber incidents from the years 2005–2017 (CFR,
2018). It includes incidents that are “suspected” to have
state sponsorship plus non-state action. This is a prob-
lem for datasets of this kind, as laying blame on a state or
group for cyber actions has enormous geopolitical impli-
cations. Throwing suspected state-sponsored incidents
in with verifiable ones is problematic coding and raises
the possibility of retractions at a later date.

For the variable coded as affiliation, which attempts
to attribute the group responsible for the cyber inci-
dent, 105 cells of this variable are left blank. Further-
more, 37 of these cells either begin with the phrases “be-
lieved to be” or “possibly”, indicating further uncertainty
of who just might be responsible for the cyber incident.
This translates to the coders having 74% of their coded
incidents being uncertain that the culprit had been a
state actor.

In theDCID,wewait at least one calendar year to pass
before we begin to code a year. Right now, our latest, ver-
sion, 1.1 covers all dyadic cyber incidents between rival
states from 2000–2014. We are in the process of coding
version 1.5, which will include state-initiated incidents
from the years 2000–2016. Both collect government ini-
tiated cyber action between rival states from the years
2000–2014, which are extracted from the Klein, Goertz
and Diehl (2006) dataset on enduring rivals as well as
Thompson’s (2001) strategic rivalry dataset. Coding ef-
forts are mirrored after the COW project that records
conventional conflict dynamics since the Napoleonic
Wars (Jones, Bremer, & Singer, 1996). Several variables
are coded based on typologies, methods, target types,
coercive objectives, and severity levels. Events are coded
into cyber incidents and disputes. Incidents are individ-
ual events that can last a matter of hours, days, or weeks,
depending on method and have specific objectives. The
Stuxnet worm is classified as a cyber incident. Disputes
are larger campaigns that can contain multiple incidents

and are part of a larger strategy. The Olympic Games dis-
putewhich contains Stuxnet but also espionage incidents
such as Duqu and Flame.

Many cyber incidents can take months to find the
proper attribution, especially covert espionage incidents.
The analogy of the iceberg is often made with the idea
that much what we know about cyber interactions falls
below the surface. Instead we argue that at some point,
the iceberg flips over andwe are able to get a representa-
tive sample of the dynamics of all cyber actions. What is
unknown is important, but it is also unknowable. For an
incident tomake it in the DCID, wemust have at least two
verifiable sources that have given enough confidence to
place the blame on a state actor. Sources include gov-
ernment intelligence reports and cyber security foren-
sic reports.

We must be clear that datasets need some things in
common to make them useable to the wider community.
Every effort to produce a trusted source of cyber security
information should contain clear coding rules, indepen-
dent variables, compatibility with other coding efforts,
and reliability checks. Clear coding rules are critical for
any social science effort. How does an outside observer
knowwhat is coded in the dataset?What is included and
what is left out? This is associated with the condition of
replication. Can someone come behind your effort and
produce something similar? Clear instructions are critical
in order to ensure the progression of knowledge, build-
ing and reproducing prior work is critical in seek to con-
firm knowledge.

A dataset cannot simply be a list of events, that is
just a list. Independent variables are critical for any data
source. This should include location information, charac-
teristics of the unit of observation, issues such as link-
ages to other events, damage and severity, and a host of
other factors that make up what might be a traditional
dataset that can be used for analysis. If there is just a list
of events, this is just a single variable that would then
need to be merged into another source.

The next clear requirement is the compatibility with
prior efforts. The whole purpose of data collection ef-
forts being clear and replicable is to ensure that knowl-
edge is moving forward based on some sort of basic
consensus. Others should be able to build on your work
and push things forward. The data should be compatible
with other sources, our cyber events coded in the DCID
dataset has country codes, dates, and other events that
can be linked and merged to other data efforts. This ef-
fort is based on the Correlates ofWar project (Jones et al.,
1996), a long-standing data collection effort and can be
fit in with other data research done in the International
Relations field. Avoiding trying to reinvent the wheel and
respecting the efforts of those that have come before is
critical in moving forward towards shared wisdom.

Finally, reliability is likely the most critical aspect of
any dataset. Is it reliable in that we are sure that it was
coded correctly, absent of as much bias as possible, and
others should be able to take the coding rules and agree
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with the basic judgements made? Our DCID data was in-
dependently checked by three other hired coders at both
rounds of data coding. Version 1.1 of the DCID also had
a group of 15 military officers go through all the coding
of the more subjective elements to ensure that our cod-
ing of success, impact, and actors was reliable and could
withstand basic measures of intercoder reliability and ac-
ceptance of judgement calls made on borderline cases.

Salehyan (2015) has a useful review of the things
needed to produce data in the conflict studies field.
There are a host of other issues we have not even begun
tomention such as source bias, source inclusion, scalabil-
ity, information extraction, and the challenges of analy-
sis. One such challenge rarely admitted in cyber security
is the problem of selection effects (Fearon, 2002). If we
are only taking a sample, such as state-based actions re-
ported by the press, or in our case, only actions between
rivals, we are only coding a selection of the wider possi-
ble universe of cases. This constraint is critical in under-
standing the implications of the possible analysis done
on the data. Selecting which cyber incidents to be ex-
amined, whether state-based, cybercrime, or cyber ac-
tivism, is a critical judgement call that one must make
to facilitate analysis, and the coders must be clear about
these choices and their implications.

8. Data Investigations of the Future, What Comes
Next?

Social science investigations into cyber security interac-
tions are rare to this point. There is much that needs to
be done before we can suggest that the field has a strong
grasp of cyber security interactions. Instead, speculation
substitutes for detailed understanding and this is of lim-
ited value given the importance of cyber security chal-
lenges. Rigorous surveys of cyber security interactions
are rare. While it seems clear that the public and elites
regards cyber threats as prime challenges to the security
of the state (Stares, 2017), it is unclear just what context
is given to the respondents and what background they
are operating under when making sweeping judgements
about the security challenges states face.

Embedding experiments within surveys is a potential
avenue for future research. Kreps and Schneider (2017)
demonstrate that public respondents are unlikely to ad-
vocate for escalation even under hypothetical situations.
Experiments into human behavior in response to cyber
security threats is also critical. Utilizing biological sam-
ples of stress, a series of studies seem to suggest that
the population regards cyber security threats on parwith
conventional terror threats (Gross, Canetti, & Vashdi,
2016). Cyber security challenges result in elevated stress
levels (Gross et al., 2017). What is unclear is if this is an
outlier tied to the sample country, Israel, and what con-
ditions might bring down elevated threat frameworks.

Repression is another key area to study in the future.
The expectation is that the future of cyber combatwill be
state on state violence when in reality we observe much

more state on individual cyber violence than would be
expected (Valeriano, 2016). The challenge is collecting
data on cyber repressive events which are akin to human
rights violations. Some have made strides examining in-
dividual state repressive incidents (Gohdes, 2015), while
others have demonstrated that states experiencing DDoS
attacks are also likely the victims of internal repression
(Asal et al., 2016).

Future datasets will need to expand to investigate
non-state actors and internally repressive cyber incidents.
We believe this is the critical future of cyber security in-
vestigations. Investigating the macro data inherent in cy-
ber processes can help us understand much more about
the domain than the conjecture that seems to dominate
the field. All these efforts are awork in progress butwork-
ing in conjunction with other scholars and avoiding dupli-
cation is the only way to move forward.

9. Conclusion

Establishing knowledge about the cyber security domain
is critical because it is recognized as a Tier 1 secu-
rity threat. The potential implications of a cyber secu-
rity disasters and the strategic logic behind the cyber
threatsmakes the utilization of cyberweapons a possible
method of interstate competition. The challenge is to un-
derstand howmuch of this perspective is based on threat
inflation and how realistic any of these conjectures is in
relation to reality.

By undertaking data exploration efforts, we can seek
progress forward on critical security questions. There is
appears to be a consensus in the field that there is evi-
dent restraint in cyberspace despite the potential for con-
flict. This consensus is supported by the Council of For-
eign Relations incident data which locates only 191 in-
cidents from 2005–2017. The DCID data, which is re-
stricted to only rival states, locates 192 incidents from
2000–2014 (Maness et al., 2017). Other supporting inves-
tigations find similar limited engagements utilizing cyber
methods to alter state to state relationships.

States are the most cyber-capable actors in the inter-
national system (Nye, 2011), therefore collecting data on
cyber actions enacted by state actors has been our start-
ing point. The next step in our research program is to
begin collection of data on non-state actors, which is a
much larger universe of cases, but not impossible to col-
lect data and infer implications of the dynamics of cyber-
crime, cyber terrorism, and cyber hackitivism. Our same
methods and procedures, we posit, will uncover these
unknowns in the social science realm of cyber conflict
and security research.

This is not to say that data is the only way forward in
cyber security. Rigorous case study logic that establishes
critical casual actions is welcome. Examining wargames
and responses in combat scenarios is also important. For-
mal modeling would be useful in deducing behavioral op-
tions and the constraints imposed by institutions. The cy-
ber security field is ripe for more social science-based in-
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vestigations, but these must include the direct collabo-
ration of social scientists who have experience in coding
data, practitioners who experience the events first hand,
and policy-makers who seek to transform the data into
actionable events.
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1. Introduction

On Friday, May 12, 2017, the United Kingdom’s National
Health Service (NHS), Spain’s Telefonica, and other enti-
ties were incapacitated by theWannaCrymalware which
infected over 200,000 computers in nearly 150 coun-
tries (R. Goldman, 2017). In 2001, Code Red exploited
vulnerabilities leading to the infection of over 300,000
computers (Perrone, 2001). In 2003, Slammer initiated a
denial-of-service attack and stalled Internet traffic while
compromising approximately 75,000 computers within
ten minutes (Boutin, 2003). These events reinforce nega-
tive perceptions towards cyber threats, yet overstate the
scope of the problem. Anderson et al. (2013) note that

the actual cost of cybercrime is much lower than that
reported by the private sector or the media. Expound-
ing on this argument, Jardine (2015, 2017) notes that
malicious activity in cyberspace is far less likely to occur
when viewed relative to the growth of the domain and
when vulnerable actors are disaggregated and studied
in isolation. More closely related to this article, Maness
and Valeriano’s (2016) study highlights that out of 68
states with cybersecurity programs, only five (5) demon-
strated the capability to inflict noteworthy damage. Fur-
thermore, less than 5%of these operations have resulted
in behavioural changes on the part of the target as in-
tended by the aggressor. Consequently, this raises the
question as to why dread continues to persist as a re-
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sponse to cyber operations (Jarvis, Macdonald, & Whit-
ing, 2017).

Dread is defined in this article as the apprehension
of the negative consequences of an event. This percep-
tion of dread in cyberspace is often attributed to in-
creasing technological dependence and the strategic ex-
ploitation by state actors. The literature analyses this
phenomenon mainly through the lens of rational choice
theory, while underemphasizing individual cognitive pro-
cesses (Dean & McDermott, 2017; Edwards, Furnas, For-
rest, & Axelrod, 2017; Gartzke & Lindsay, 2015). Conse-
quently, this article explores dread in response to cyber
operations as a reflection of heuristic usage resulting in
sub-optimal judgements.

Using two vignette survey experiments, it forwards
three main arguments. First, the lack of experience and
the novelty of this threat generates an environment of
uncertainty with respect to cyber operations (Gigeren-
zer, 2008; Hafenbradl, Waeger, Marewski, & Gigeren-
zer, 2016; Kruglanski, Orehek, Dechesne, & Pierro, 2010).
Second, judgmental errors that facilitate elevated levels
of dread are not suggestive of irrationality but rather
stem from the use of inappropriate cognitive strategies.
Finally, errors may be tempered by attributes defined at
the organizational level.

Before proceeding with the rest of the article, it
should be noted that the results do not serve to explicitly
identify the use of a specific heuristic. Rather, heuristic
usage is inferred from the level of dread demonstrated
by participants and suggests that the use of these strate-
gies in this context merits further inquiry.

2. Framing Cyber Threats

A cyber threat, in the context of this article, is an ex-
pectation of harm to a political body through the mali-
cious manipulation of cyberspace which reduces its ca-
pability to meet strategic, political, or economic objec-
tives (Creppell, 2011). While threat conceptualizations
vary, these are dependent on the domain’s technological
characteristics. Increased dependence on cyberspace el-
evates a society’s exposure to potential threats, and con-
sequently, the perception of dread brought by unfore-
seen consequences (Hansen&Nissenbaum, 2009; Kuehl,
2009). Furthermore, its growth coincides with Perrow’s
(2011) claim that complexity and interdependency result
in normal accidents that emerge from the inherent char-
acteristics of systems—compounding attempts to secure
the domain. Experience, however, has proven less conse-
quential. In 2010, Stuxnet affected nearly a third of Iran’s
nuclear centrifuges; yet damage did not exceed expected
operational wear-and-tear (Lindsay, 2013). Likewise, dis-
ruption to segments of Ukraine’s power grid in 2015 re-
quired the exploitation of interdependent systems but
only resulted in temporary disruption (Zetter, 2016).

Given its coercive intent, aggressors failed to achieve
their objectives despite the exploitation of these valu-
able systems1 (Iasiello, 2013; Maness & Valeriano, 2016).

Besides its technological fragility, the domain’s strate-
gic value also enjoys attention (Dunn Cavelty, 2012).
Specifically, its perceived offensive advantage reflected
by its low cost of entry and the difficulty of defending
against aggressors is thought to serve as an equalizer
within the international system (Lawson, 2013). For in-
stance, the availability of tools stands in contrast with
how hard it is to defend against aggressors. Conse-
quently, weaker powers may offset their material dis-
advantage through cyberspace (Valeriano & Maness,
2014). Moreover, offensive acts are thought to be eas-
ier than defensive acts, further emboldening aggressors
(Edwards et al., 2017).

No actor, however, has met its objectives by cyber
means alone (Iasiello, 2013). Its low cost of entry is pro-
portional to the expected gains (Pytlak & Mitchell, 2016;
Slayton, 2017). While disruptive events require minimal
effort, degradative operations demand substantial in-
vestments on the part of the aggressor. This is due to the
organizational demands of an effective offensive cam-
paign that is often overlooked in favour of technological
considerations (Buchanan, 2017; Rid & Buchanan, 2015;
Slayton, 2017). Consequently, this weakens arguments in
favour of a cyber offensive-advantage. In addition, the ev-
idence also illustrates restraint on the part of aggressors
with their actions occurring below thresholds that are
likely to result in escalation (Valeriano & Maness, 2015).

Despite its suggested exceptionalism, cyberspace
remains subject to systemic, organizational, and ma-
terial constraints such that operations have, thus far,
achieved limited gains (Healey, 2016; Iasiello, 2013; Law-
son, 2013; Sheldon, 2014). Yetwhether one ascribes it to
one or all of the above reasons, empirical evidence has
yet to account for the continued sense of dread (Jarvis
et al., 2017).

3. A Case for Cognitive Heuristics

The previous section suggests that a degree of irrational-
ity influences judgements vis-à-vis cyber operations. As-
suming the uniformity of the underlying technologies2

and the move towards greater societal dependence,
these deviations cannot be justified solely by techno-
logical or systemic variations. A classical understand-
ing of rationality requires that decision-makers possess
knowledge of all possible alternatives. Such conditions
are rarely met and result in bounded rationality where
individuals operate as satisfiers rather than optimizers
(Dawes, 1979; De Neys, Rossi, & Houde, 2013; Kahne-
man, 2003; Thompson, Turner, & Pennycook, 2011).

Extending this argument further, Savage (1972) la-
bels conditions of perfect information as small worlds,

1 Stuxnet did not result in the discontinuation of the Iranian Nuclear Programme and the Ukraine attack did not shift the balance of the conflict in favour
of Russia.

2 A similar sense of dread has occurred in response to novel technologies. It is crucial to note that cyberspace is not exceptional in this case.
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distinguishing these from large worlds where judge-
ments informed by rational choice cannot be presumed
to be the correct response. Research demonstrates that
strategies that deviate from normative models are pre-
ferred when conditions with less than or almost per-
fect information exist (Binmore, 2008). The resulting
less-is-more effect challenges the convention of rational
cognition and brought renewed interest to the concept
of heuristics.

Gigerenzer and Gaissmaier (2011, p. 454) define
heuristics as a strategy that “ignores part of the infor-
mation, with the goal of making decisions more quickly,
frugally, and/or accurately thanmore complex methods”.
Although the classical approach to heuristics emphasizes
its propensity to generate sub-optimal judgements, sat-
isfactory results are possible when the strategy exploits
the statistical characteristics of the information environ-
ment (Gigerenzer, 2008; Kruglanski et al., 2010; Mar-
tignon & Hoffrage, 1999).

The information environment plays a crucial role in
making judgements. Assuming that information is read-
ily available, the introduction of free parameters is un-
problematic. This, however, is rarely the case. Most envi-
ronments wherein judgements concerning future events
are crucial involve large worlds in which relevant infor-
mation is unknown or uncertain and is derived from
a small sample. The introduction of additional parame-
ters to improve fit risks the introduction of noise. Con-
sequently, normative strategies such as expected utility
are disadvantaged.

4. Cyberspace: A Very Large World

Heuristicsmay outperformnormative strategies in uncer-
tain environments. While it may be counterintuitive to
assert that judgements regarding cyberspace are best ap-
proached through this frugal process, its characteristics
are better aligned with the notion of a large rather than
a small world.

4.1. An Uncertain Domain

Cyberspace is unpredictable. While its history is marked
by efforts to reduce uncertainty, these do not eradi-
cate the effects of increased complexity that limit predic-
tive accuracy. Consequently, the significance of offensive
or defensive acts cannot be fully anticipated (Farrell &
Glaser, 2017).

The growth of technologically-driven solutions does
not abolish the challenge of uncertainty. First, additional
information does not translate to a generalizable view
of threats. Although cyberspace operates on pre-defined
rules3, the interconnection between components varies
by function. Relying on public threat information gen-
erated from a limited sample does not adequately cap-

ture this reality. Second, trust in automated systems to
collect, identify, and model threats aggravate the prob-
lem of overfitting. These systems are dependent on pre-
existing signatures, the development of which is left to
individuals or organizations with a limited worldview
and are unable to capture the full spectrum of threats.
Finally, efforts to reduce bias through increased infor-
mation sharing and exchange4 is problematic. The ex-
change of information is non-obligatory and active par-
ticipants share similarities in terms of technology and
worldview. Moreover, the integrity of such information
cannot be guaranteed.

4.2. Limited Experience

Cyber operations that significantly affect a state’s strate-
gic interests or normal day-to-day life are rare. This in-
frequency provides decision-makers with a limited sam-
ple from which to generalize. Valeriano and Maness
(2014), for instance, identified less than fifty (50) in-
stances where cyber threats inflicted noticeable dam-
age to critical infrastructure. Judgements emerging from
these may not reflect reality. Furthermore, efforts to
increase the availability of threat intelligence, as men-
tioned above, may increase the volume of information,
but not necessarily its quality.

In reference to Slovic’s (2016) model of risk percep-
tion, events that are both uncertain and exhibit the po-
tential (real or imagined) for catastrophe increase the
level of dread. Translating this into the realm of politics,
decision-makers operating in an uncertain environment
with incomplete information tend to over-estimate risks
associatedwith events such as the threat posed by an ad-
versarial state (Jervis, 2017). Note, however, that while
research has shown that appropriate judgements may
still emerge using heuristics. This, however, is contingent
on its fit with the existing information environment—
also knownas a heuristic’s ecological rationality (Gigeren-
zer & Gaissmaier, 2011).

4.3. Constraints on Ecological Rationality

While the characteristics of cyberspace make it an ideal
candidate for heuristic use, the selected heuristic must
be able to exploit the environmental structures of un-
certainty, sample size, redundancy, and variability in cue
weights (Todd & Gigerenzer, 2012). The environmental
structures of redundancy and variability in cue weights
are of particular interest for this article. The former refers
to the correlation between cues or the extent to which
two or more sources of evidence are related to one an-
other. For instance, to what extent does the ability to
compromise the banking system in Country A indicate
the vulnerability of the same country’s power generation
facilities? Relatedly, the variability of cue weights deter-

3 The underlying components of cyberspace interact with the aid of pre-defined architectures (e.g., the Von Neumann architecture common to most
modern-day computers) and protocols (e.g. Hypertext Transfer Protocol, HTTP).

4 In the form of crowd-sourced threat intelligence such as the Open Threat Exchange (OTX).
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mines whether the relevance of these cues is normally
distributed or skewed. Building on the previous exam-
ple, to what extent would Country B’s banking system be
vulnerable if that of Country A was exploited? Although
heuristics have been proven to outperform more delib-
erate strategies, the ability to discern these characteris-
tic is crucial for this task. Failure to do so results in eco-
logically irrational strategies being selected that, in turn,
leads to inappropriate judgements.While factors such as
time-pressure, cognitive resources, and pre-existing bias
hinder the ability to select ecologically rational strategies,
this article is interested primarily in the enabling role of
domain expertise with respect to cyberspace (Kruglanski
& Gigerenzer, 2011).

Although cyberspace appears monolithic to laymen,
its inner workings are greatly segmented. Such abstrac-
tion is crucial to allow individuals to exploit its func-
tionality for their professional or day-to-day tasks. How-
ever, attempts to explain its finer points have resulted
to the use of analogies that poorly explain the function-
ing of this domain and which have resulted in many mis-
conceptions amongst the public (Betz & Stevens, 2013;
E. Goldman & Arquilla, 2014). While simplification aids
communication, it limits the ability to form sound judge-
ments which could otherwise emerge in light of a better,
if not complete, understanding of cyberspace. Authors
such asHansen andNissenbaum (2009) have cited knowl-
edge discrepancies between experts and non-experts as
the source of alarmism over cyberspace. Similarly, a re-
cent study of media articles covering cyber operations
has found no difference in how threats are perceived
between different states and those that occur domesti-
cally (Jarvis et al., 2017). In the earlier example, if both
power generation (Country A) and banking (Country B)
used identical systems and were equally vulnerable then
heuristics such as “Take the Best”wouldwork just aswell,
if not better, than more deliberate cognitive strategies
(Gigerenzer, 2008). However, expertise gained through
experience or formal training would prompt decision-
makers to recognize the differences between these sys-
tems resulting in the use of more ecologically rational
strategies. Taken collectively, questions concerning the
lack of experience and expertise towards cyber opera-
tions leads to two key propositions:

(a) Hypothesis 1: Limited of experience with cyber opera-
tions creates an environment of uncertainty resulting in
the use of cognitive heuristics.

(b) Hypothesis 2: The absence of domain knowledge in cy-
berspace prompts the selection of inappropriate heuris-
tics resulting in elevated levels of dread.

5. Experimental Design

5.1. Operationalization and General Design

To demonstrate the role of heuristics, the article im-
plements a 2×2 between-group vignette survey exper-
iment (Auspurg & Albanese, 2015; Rousseau & Garcia-
Retamero, 2007; Sniderman, 2011). The treatment is ap-
plied through the manipulation of Internal and External
variables that reflect positive or negative events. For the
purposes of this experiment, these events are cyber op-
erations targeting a state’s power generation facilities.
These are made to vary slightly with respect to their
cause, impact, and time, and to reflect the uncertainty
of the informational environment. Participants are also
denied information regarding other events besides that
of a second state’s experience with a cyber operation.
These are meant to operationalize the concept of un-
certainty and limited experience which is crucial to the
above framework. Furthermore, the countries depicted
in the vignette are portrayed as being nearly identical
to one another in terms of their usage of cyberspace.
No specific information is provided regarding the specific
technologies used or how they vary. This is intended to
stimulate the participant’s knowledge of cyberspace and
operationalizes the concepts of redundancy and variabil-
ity, which entails that those with greater knowledge of
the domain ought to be able to recognize the possible
differences that may exist. These characteristics meant
that both hypotheses could be tested.

Before reading the vignette, participants responded
to a set of questions to measures their trust in cy-
berspace to act as a control for pre-treatment effects.
The questionnaire is based on Jian, Bisantz and Drury’s
(2000) measure of trust in automated systems. This is
followed by the vignette in which the participants are in-
structed to evaluate the extent to which they perceive
cyberspace as threatening. Threat is measured with a
10-point Likert scale.5 The baseline value is five (5), which
suggests a neutral perception of the domain.6 Higher val-
ues indicate elevated levels of dread while lower values
reflect its absence.

The choice to operationalize the concept of dread
as the threatening (or not) nature of cyberspace is
grounded in the vernacular understanding of a threat.
A threat may be an indication of something impending
(e.g. threat of a blackout). In the context of the vignette,
this is presented as the threat of the negative conse-
quences of a cyber operation. Analytically, this is equiva-
lent to Slovic’s (2016) notion of dread which is viewed
as the apprehension of the negative consequences of
an activity.

5 The Likert scale is a widely used instrument for measuring a participant’s attitude in survey research. For more information, refer to the Sage Research
Methods webpage (Lavrakas, 2008).

6 As there is no available baseline as to the “appropriate” level of dread, this value was deemed appropriate given the objectives of the study.
7 An Internet-based platform for recruiting participants specifically for research.
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5.2. Participant Recruitment

Participants were recruited through Prolific7. While con-
cerns regarding data quality from Internet sources per-
sist, no significant difference has been found with re-
spect to experiments investigating cognitive processes
(Casler, Bickel, & Hackett, 2013; Crump, McDonnell, &
Gureckis, 2013; Peer, Brandimarte, Samat, & Acquisti,
2017). Special care, however, is required as participants
are often less engaged with the experiment. Conse-
quently, two attention check questions are included such
that failing one requires the removal of a participant.

The participants consist of university students di-
vided into two groups. The first are those pursuing de-
grees in Computer Science and related disciplines while
the second are those who do not have the same ed-
ucational background. The former represents “domain
experts” while the latter are viewed as “domain non-
experts”. Participants are then randomly assigned to one
of four versions of the vignette. Given the absence of
methodologically similar research for this problem do-
main, the authors assumed a moderately large effect
size (f = 0.3). Consequently, a minimum sample size
with appropriate statistical power (1 − 𝛽 = 0.8) was es-
timated at 90.8 It ought to be noted that the results con-
tained herein are valid with respect to the samples used
and are therefore not immediately generalizable. Repli-
cations studies are necessary before more generalizable
conclusions are made.

6. Experimental Results

6.1. Experiment 1: Domain Non-Experts

The first experiment recruited 202 participants. Of these,
50.99% (103) were female and the remaining 49.01%
(99) were male. Issues concerning engagement were en-
countered leading to the removal of 27.72% (56).9 To en-
sure a balanced analysis, random samples were drawn
based on the size of the smallest treatment group re-
sulting in 120 samples with thirty (30) samples per treat-
ment group.

Analysis reveals that 65.9% (79) of participants began
the experiment with a distrust of cyberspace while the
remaining 34.1% (41) indicated that they either trusted
the domain or held no preference. The mean for Threat,
however, does not suggest an elevated sense of dread
(x = 5.5, baseline = 5.0).

To determine the effect of Trust and the absence
or presence of External and Internal events on Threat,
a blocked factorial Analysis of Variance (ANOVA)10

was performed. For this analysis, the effects on Trust
(i.e. Positive, Negative, Neutral) was controlled for
through blocking.

The results of the experiment shows a significant
Average Treatment Effect (ATE) due to the External,
F(1,114)= 10.33 and Internal F(1,114)= 7.37 treatments
as well the pre-existing level of Trust F(2,144) = 4 on
Threat at the p < 0.05 level.11 A Post Hoc comparison
reveals that the main effects are significant at p < 0.05.
The presence of an External event had a main effect of
1.34 on Threat. An Internal event, on the other hand,
had a main effect of 1.13. Finally, Trust had a signif-
icant main effect of 1.27 between Positive and Nega-
tive groups. No significant interactions were observed in
this experiment.

6.2. Experiment 2: Domain Experts

The second experiment recruited 166 participants. Of
these, 22.29% (37) were female and the remaining
77.71% (129) were male. Issues concerning engagement
were encountered leading to the removal of 32.53% (54).
To ensure a balanced analysis, random samples were
drawn based on the size of the smallest treatment group
resulting in 112 samples with twenty-eight (28) samples
per treatment group.

Analysis reveals that 50.89% (57) of participants be-
gan the experiment with a distrust of cyberspace while
the remaining 49.11% (55) indicated that they either
trusted the domain or held no preference. The mean for
Threat, however, does not suggest an elevated sense of
dread (x = 5.71, baseline = 5.0). To determine the ef-
fect of Trust and the absence or presence of External and
Internal events on Threat, a blocked factorial ANOVAwas
performed. For this analysis, the effects to Trustwas con-
trolled for through blocking.

The analysis does not reveal a significant ATE of the
Internal, or Trust treatments on Threat at the p < 0.05
level12. External F(1,106) = 2.72, p = 0.06, however, had
a barely significant main effect on Threat. A Post Hoc
comparison illustrates that there is no statistically sig-
nificant difference across different treatment groups in
terms of Threat for this given experiment. No significant
interactions are observed in this experiment.

7. General Discussion

7.1. Non-Experts and Motivated Reasoning

The results indicate that dread is not noticeably elevated
for domain non-experts (x = 5.5). When comparisons

8 The approximation that 90 participants are necessary to ensure that the findings were not simply the result of chance and that the treatment has
resulted in a valid and observable effect.

9 Studies concerning the lack of attention on Internet-based platforms suggest that attrition can be as high as 50%. A rate less than 30% exceeds expec-
tations (Peer et al., 2017).

10 A collection of statistical techniques used to analyze the difference of means between groups. For further information, refer to Introduction to Analysis
of Variance (Turner & Thayer, 2001).

11 Effect Size (Cohen’s f): Trustf = 0.265; Externalf = 0.301; Internalf = 0.254.
12 Effect Size (Cohen’s f): Trustf = 0.206; Externalf = 0.187; Internalf = 0.136.
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are made between treatment groups, however, a differ-
ent picture emerges. Treatment groups exposed solely to
External events (x = 5.7, p = 0.044) and those that ex-
perienced both External and Internal events (x = 6.7,
p = 0.0) reflect elevated and statistically significant lev-
els of dread in comparison to the control (x = 4.167).

While the design of the experiment does not per-
mit the identification of specific cognitive heuristic, it al-
lows one to infer the possible processes involved. For
groups in which negative External and Internal events oc-
curred, the imagery of an extended period of power loss
experienced by a similar country is set in the memory
of the participant. The participant is then informed of a
similar event taking place in their hypothetical country—
resulting in an emotional association between the two
events. This process of emotional association has been
identified as a cornerstone of motivated reasoning in
which decision-makers strive to maintain cognitive con-
sistency with respect to their existing beliefs (Jervis,
2017). Furthermore, these beliefs are self-reinforcing
with later experiences confirming or strengthening one’s
position on the matter (Holmes, 2015; Mercer, 2010;
Roach, 2016). Yet this association may not be depen-
dent solely on the debilitative experience of a third-party.
The existing levels of Trust by participants may have also
played a role.

For treatment groups experiencing only negative Ex-
ternal events, the mean of Threat was 2.2 points higher
for participants who distrusted cyberspace (p = 0.01).
This similarity in direction between Trust and Threat
suggests an association between the two, which may
have led participants to use the former to inform their
judgements. Unfortunately, this process is not observed
in cases where both External and Internal events are
negative in nature where the difference due to Trust is
only 0.8 points (p = 0.5). This does not discredit ear-
lier arguments.

The level of dread may have been a manifestation
of motivated reasoning—the need to believe in the dan-
gers of cyberspace. But the emotional association may
have been caused by the recency effect (Krosnick, Li, &
Lehman, 1990). When participants are asked to evalu-
ate the level of Threat, those exposed to negative Inter-
nal events begin their associated memory search with
theirmost recent experience. If a negative External event
had recently been shown, the recency effect could re-
sult in an association forming between the two. In its
absence, participants would have to extend the search
of their stored memory which may include pre-existing
trust in cyberspace.

The above process also accounts for the absence of
elevated levels of Threat (i.e. negative Internal event
only). Prior to applying the Internal treatment, partic-
ipants are informed that “domestically, your country,
like others, occasionally experiences trouble with crim-
inals in cyberspace who target individuals and small
to medium-sized enterprises for financial gain”. Conse-
quently, it is possible that participants form an associa-

tion with this statement. The absence of a negative Ex-
ternal event reinforces the benign nature of cyberspace
as other countries with seemingly similar characteristics
have not encountered problems. Additionally, the simi-
larity in the levels of Threat irrespective of Trust rules
the latter out as a source of association. Finally, the lack
of difference between the level of Threat of this group
and that of the control suggests that the participants per-
ceive the situation as routine.

7.2. Motivated Reasoning and Inappropriate Strategies

The presence of motivated reasoning in the formation
of judgement does not necessarily result in sub-optimal
outcomes. The literature on motivated reasoning iden-
tifies two modes of thinking: accuracy-oriented and
goal-oriented (Kunda, 1990; Taber, Lodge, & Glathar,
2001). The former assumes that individuals will engage
in more deliberate and cognitively demanding process-
ing to reach the best conclusion. The latter, in contrast,
motivates individuals tomaintain pre-determined beliefs
resulting in selective information processing which rein-
forces existing biases.

With respect to the article, the situation in the vi-
gnette is framed such that it encourages a goal-oriented
mindset. Participants play the role of an appointed elite
with no apparent accountability to the public. Moreover,
there are no explicitly stated consequences that may re-
sult from bad judgement (Lerner & Tetlock, 1999). Fur-
thermore, the stereotypical use of External and Internal
events (as well as Trust) suggests an attempt to maintain
pre-existing beliefs by building associations (specified in
the vignette or from past experience) to serve as refer-
ence points to assess the current state of cyberspace.

The representativeness heuristic is employed when
making judgements in uncertain environments. When in
use, individuals resort to the comparison of salient fea-
tures exhibited by objects or events (Kahneman, 2011).
In the experiment, participants appear to draw similar-
ities between their hypothetical country and others re-
garding the use of cyberspace and its corresponding vul-
nerability as well as between the situation presented in
the vignette and their own pre-existing notions concern-
ing cyberspace (i.e. Trust).

A cursory evaluation of the vignette encourages read-
ers to identify and find similarities between the countries
being discussed. Both hypothetical countries invested in
and enjoyed the economic benefits of ICT. For those
that experienced negative External and Internal events,
both had their power plants affected to varying degrees.
A few assumptions may be made given these. First, ICT
(and in turn cyberspace) is a monolithic and homoge-
nous construct. Second, all power plants that depend
on these technologies are vulnerable. Third, these vul-
nerabilities can easily be exploited. Finally, the conse-
quences of such a compromise are predictable. These
raise questions whether the redundancy and variability
of cues within the information environment were suffi-
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ciently recognized by the participants. Failure to do so re-
sults in the selection of ecologically irrational strategies
and accounts for the observed level of dread.

As logical as these propositions may be, they fail
to grasp certain realities. Indeed, cyberspace is by no
means a homogenous entity. While these technologies
do share commonalities that allow for integration, they
retain enough individual characteristics to make each
unique. For instance, while both Windows and Unix sys-
tems share common protocols, a vulnerability in the for-
mer is not necessarily shared by the latter. And even
if a vulnerability is found to exist, it is not a confirma-
tion of its exploitability. Both intent and capabilities need
to exist for this to occur (Edwards et al., 2017; Mau-
rer, 2018). Absent an interested actor, a vulnerability
may continue to exist without any further repercussions.
Moreover, the successful exploitation of a vulnerabil-
ity also depends on the capabilities of both parties in-
volved. In the case of Stuxnet, significant resources were
invested to overcome the physical and technological bar-
riers raised to secure the targeted systems. Finally, the
consequences of such an interdependent and intercon-
nected system failing cannot be predicted beforehand
with absolute certainty (Perrow, 2011).

This depth of knowledge cannot be expected from
the average participant in Experiment 1. This results
in uncertainty that prompts the use of the representa-
tiveness heuristics. The results suggest that participants
attempted to find similarities between the events and
structures presented resulting in unsuitable stereotypes
being drawn between External and Internal events as
well as between these and their personal experiences
with cyberspace. Consequently, the behaviour observed
with non-experts confirms the assertions of Hypothe-
sis 1 that limited experience with cyber operations cre-
ates an environment of uncertainty that prompts the use
of heuristics.

7.3. A Brief Note on Domain Experts

As with the first experiment, the level of dread reflected
by experts does not appear to rise significantly above
the established baseline (x = 5.71). When treatment
groups are compared to the control, however, no statis-
tical difference is noted. This suggests that experts main-
tain a consistent perception of cyberspace regardless of
the treatment provided. This is corroborated by the fact
that neither External, Internal, or Trust had a statistically
significant impact on the outcome. This supports the ar-
gument that knowledgeable individualswould not create
inappropriate stereotypes and appears. Consequently,
this supports Hypothesis 2 which asserts that domain
knowledge would result in lower levels of dread given
the use of appropriate heuristics. However, it does not
allow us to rule out the use of goal-oriented motivations

as a means of maintaining bias-prone beliefs. Although
findings are inconclusive, it opens the possibility of fur-
ther inquiry into the decision-making processes used by
experts. Past research demonstrates that experts formu-
late sound judgementswhile utilizing cognitive shortcuts.
This, however, is dependent on the past information en-
vironment matching the present (Lau & Redlawsk, 2001).

The past decade has seen the growth of malicious in-
terstate activities in cyberspace. Yet the aggressive use of
these technologies existed long before events in Estonia
(i.e. 2007). The context, however, has changed. Although
the participants in Experiment 2 are most likely aware
of these developments, the body of knowledge they pos-
sess through their formal education was developed from
combating non-state actors13. While the authors are not
arguing that the current mechanisms in place are insuf-
ficient, the possibility exists that they are not the most
efficient and may limit the ability of states to act.

The inconclusive results of the second experiment
should not be treated as a failure. Rather, it serves to
inform future research how experiments involving do-
main experts ought to be designed. Specifically, it nar-
rows the factors that may serve to influence the quality
of expert judgements.

8. Tempering Bias and the Organization

The findings demonstrate that decision-makers can re-
sort to motivated reasoning when formulating judge-
ments regarding cyberspace. These tendencies have im-
plications in two related ambits: (a) the cost conse-
quences within the immediate context that decisions
must bemade, and (b) considerations for tempering bias
to minimize cost consequences.

8.1. Consequences for Mobilization due to Perceptions
of Dread

The context in which judgements regarding cyberspace
are made occur within specific institutional boundaries.
Policies are formed as a result of judgements undertaken
within an organized context. On that note, consequences
for this context are spread across two levels—the orga-
nization, and the state that the organization represents.
When decision-makers resort to intuitive thinking, the
probability that their perception of dread relative to a
specific cyber issue is reasonably congruent with the ac-
tual level of dread varies according to three likely scenar-
ios: (a) deflation, where the perceived threat is less than
the actual threat; (b) congruence, where the perceived
threat is congruent with the actual threat; and (c) infla-
tion, where the perceived threat is greater than the ac-
tual threat.

Consequently, any of the scenarios above can frame
the deployment of capabilities and tools in response to

13The curriculum used to teach Information Security in Computer Science departments is built on past efforts to combat hacking and cyber-crime. Frame-
works such as the (ISC)2 Common Body of Knowledge (Brecht, 2017) are examples of this. While some of the technical concepts are applicable to state
actors, the political context may be unique and requires additional insights beyond these frameworks.
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an impending event in the cyberspace (Dunn Cavelty,
2013). This has consequences for the resulting strategy
for mobilization, which in turn comes with costs incurred
by the organization.

As far as consequent mobilization strategies are con-
cerned, there are three possibilities. First, it can occur in
a form of a race to the extent that it may be intended as
an offensive position. Second, it can occur in a form that
meets the minimum capabilities necessary to be in a po-
sition of defence. Finally, it can occur in a manner where
base capabilities are developed for decreasing vulnera-
bilities and increasing resilience to potential attacks. The
underlying costs for the deployment of capabilities is a
complex feat because approximating the symmetry be-
tween the perceived threat and the actual threat is not
always optimal. An individual making the judgment who
is at the same in a position of authority may either over-
estimate or underestimate the threat and could, there-
fore, impose material and immaterial costs for both the
organization and the state.

Beyond theoretical assertions, the implications of
(in)correctly providing security assessments ought to be
considered considering the pace at which states are de-
veloping their respective cyber capabilities.While congru-
ence has long been the desired state, the inherent char-
acteristics of the domain compounds the persistent dif-
ficulty of assessing an adversary’s intent and capabilities
(Buchanan, 2017). The essential secrecy that obscures ca-
pabilities in cyberspace generates uncertainty on the part
of assessor states. In the absence of knowledge regarding
a potential adversary’s true capabilities, states are left to
form judgements based on past behaviour; judgements
which may, in themselves, be subject to bias.

Interestingly, the need for insight into a potential ad-
versary’s capabilities may itself lead to greater instability.
Regardless of whether a cyber operation is meant for in-
telligence gathering or as a first step of a larger offensive
campaign, unauthorized access to a secure system is nec-
essary. If discovered, the inherent characteristics of cy-
berspace do not permit the victim to determine which
of the two objectives led to this event. At this point, the
victim’s own pre-existing beliefs may determine its po-
tential response which could range from a tacit acknowl-
edgement of routine (and expected) espionage to one of
an escalatory spiral (Buchanan, 2017).

Consequently, the need for sufficient, if not optimal
judgement, is mandatory on both sides of an interstate
interaction. Parties must temper pre-existing beliefs to
avoid engaging in either provocative action (aggressor)
or unnecessary escalatory responses. Although the esca-
lation of hostilities into the physical domain is unlikely,
the disruption of cyberspace carries potential and avoid-
able costs.

8.2. Tempering Bias to Minimize Unnecessary Costs

This, in turn, begs the question: how can bias be tem-
pered to minimize the likelihood of accruing costs? Our

findings reveal the recurring use of heuristics at the in-
dividual level, which is critical because individuals who
respond to cyber operations are assumed to be in a posi-
tion of authority and able to make decisions which may,
in turn, have repercussions for the organizations and
states they represent. Indeed, judgments formed at the
individual level frame decisions, and in turn, incur cost
implications and related repercussions within the imme-
diate social context for which the decision-maker is un-
dertaking the decisions for. To this end, considerations
forminimizing costs at the organizational level which em-
anate from inaccurate judgments at the individual level
are inevitably linked with considerations for how micro-
level processes contribute to macro-level outcomes.

However, our findings are limited to the extent that
they do not consider the embeddedness of the individ-
ual within the organizational setting in undertaking de-
cisions. Considering that decisions pertaining to cyber
operations are undertaken within a context with insti-
tutional boundaries, it is possible that the direction of
effects of the inaccurate judgments on the organization
does not occur in one direction from the individual to the
organization. Instead, we posit the likelihood that the or-
ganizations which individuals represent also possess cer-
tain attributes that canmodulate individual biases. In the
study of organizations, these micro-macro process con-
siderations during uncertain contexts such as cyber op-
erations are reminiscent of sensemaking within organiza-
tions (Weick, Sutcliffe, & Obstfeld, 2005), and how insti-
tutions enter the meaning-making processes of individu-
als in critical times (Weber & Glynn, 2006).

Sensemaking is broadly defined as a process by
which people seek to make plausible sense of ambigu-
ous, equivocal, or confusing issues and events (Brown,
Colville, & Pye, 2015; Maitlis & Sonenshein, 2010) so as
to be able to mobilize an appropriate response (Weick
et al., 2005). Sensemaking has been studied particularly
within the context of crises and emergencies (Maitlis &
Sonenshein, 2010; Weick, 1993) where individual mem-
bers of an organization become suddenly faced with a
situation that is difficult to approximate with certainty,
while at the same time being constrained by both infor-
mation and time, as well as having to provide an imme-
diate justifiable response. Given that the findings of this
article infer the use of heuristics by individuals, it would
also be interesting to extend the investigation regarding
how intuitive judgements can be minimized during an
overall sensemaking process that involves various cues
from the organization that the individuals are a part of.
Note that sensemaking is a means by which individuals
are enabled to continuously stay in action amidst a dis-
ruptive shock (Weick et al., 2005) and to stay in action, in-
dividuals draw from certain “frameworks including insti-
tutional constraints, organizational premises, plans, ex-
pectations, acceptable justifications and traditions inher-
ited from predecessors” (Weick et al., 2005). In cyber op-
erations, asmuch as individuals with a position of author-
ity articulate a judgment, it is also important to consider
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the institutional boundaries that shapeways in which de-
cisions are made. Empirically, it would be interesting to
extend the experiment in a context where individuals are
exposed to interactions with other individuals with the
same organizational membership and see how such in-
teractions may either weaken or strengthen the extent
of ecological rationality in cyberspace operations.

Broadly, institutions influence the sense-making pro-
cess (Weber & Glynn, 2006). These institutional in-
fluences are exerted concretely through various ways
within the sensemaking process of the individual. For
example, institutions can affect individual sensemaking
through institutional policing, which may be embedded
in the structural hierarchies and command-and-control
approaches of the organization. This can be explored by
considering how structure, templates, and other mani-
festations of organizational control may affect the way
decision-makers in cyberspace make meaning. Sense-
making can also be triggered by the institution through
interactions within groups that are oriented towards a
specific organizational goal. Cyberspace operations are
presently deemed ubiquitous for purposes that involve
policy of the state, where conventions regarding its use
have yet to converge and be institutionalized. This has
an implication for the composition of groups involved in
cyberspace operations, namely, those with positions of
authority to enact certain policies related to cyberspace
have a variety of backgrounds and turf representations.
Future research may thus investigate how group com-
position, group dynamics, and group interaction among
various individuals with specific types of judgments and
biases can influence collective sensemaking, and ulti-
mately temper the perception of dread in cyberspace.

9. Conclusions

The phenomenon of dread in cyberspace is a conflu-
ence of the domain’s inherent characteristics and indi-
vidual cognitive processes. The complex interdependen-
cies within the domain generate a significant amount of
uncertainty regarding the consequences of cyber oper-
ations aimed at disrupting its routine operations. While
preventive measures may be taken to reduce its impact,
its true scope cannot be determined beforehand. Con-
sequently, individual decision-makers, particularly those
lacking experience, resort to similar (though possibly un-
related) events to form judgements regarding the situ-
ation at hand. This causes decision-makers fall into the
trap of finding correlations between events where none
exist, resulting in the use of strategies that are deemed
ecologically irrational. In doing so, the resulting judge-
ments may either overestimate or underestimate the
level of threat that can result in inappropriate policies
which can complicate existing interstate relations.

Tomitigate these issues, organizations towhich these
individuals belong should take appropriate steps to en-
courage accuracy-oriented reasoning on the part of
decision-makers. While this does not eliminate the in-

fluence of bias, it increases the likelihood that assess-
ments will be congruent to current realities. This mini-
mizes the likelihood that costs will be incurred through
the unnecessary development of capabilities or as the
consequences of escalation between parties.

Interstate interactions in cyberspace is an emergent
phenomenon that demands further analysis. While exist-
ing theories concerning material or systemic constraints
have proven useful, it is necessary to move towards
micro- and meso-level factors to better account for be-
haviour in this man-made domain. To this end, this ar-
ticle contributes to the on-going discourse by providing
the initial steps needed to strengthen this line of inquiry.
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1. Introduction

For almost half a century, new information and commu-
nications technologies (ICT) based on packet-switching
and related network-oriented design features have
worked to rewire the international system. The digitiza-
tion of global infrastructure has transformed the consti-
tution of global commerce, social connections and secu-
rity relationships alike. Given the scope of the impact
of this most recent information revolution, it seems rea-
sonable to assert that cyber-security—i.e. the security of
socio-technical systems and, more specifically, practices
involved therein—is, thus, a policy field aimed at more
than only technical, organizational or national security.
Wherever ICT undergird societal functions, questions of
cyber-security abound. And, since ICT have also augured

unique changes to the global information environment,
cyber-security analyses and prescriptions must necessar-
ily consider the broader intersection of technology and
the normative fabric of world affairs. In short, the scope
of the scholarly research program on cyber-security gov-
ernance, conflict and economics is immense.

And yet, the broad field of cyber issues studies faces
unprecedented foundational challenges with respect to
the construction of new knowledge. Specifically, and per-
haps moreso than has been the case with any other
emergent research agendas in recent history, scholars
studying cyber matters must consistently grapple with
distinct epistemological and ontological questions. Given
the inherent difficulties in obtaining data and validating
observational inferences, how can we presume to know
what we think we know? If the link between our empir-
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ical resources and inferred findings is open to question,
how can we be sure that the phenomena and dynamic
forces we study are as we see them? All social scien-
tists must confront such issues in their approach to un-
derstanding the world around them and, from Hutchins
(1995) seminal work on cognition to Mindell’s (2002)
cybernetics exploration of interacting control systems,
there exists a rich literature on both the challenges and
value proposition inherent in studying the interaction of
technology and human systems.

But with cyber-security issues the potential obstacles
are uniquely pronounced.While it is certainly possible to
study, for instance, traditional questions of bureaucracy
and politicking around Internet-oriented bodies without
considering technological variables, a great deal of work
is inevitably aimed at assessing technology as it supports,
impacts and enables kinetic human interactions. As such,
a substantial element of the academy in this area must
attempt to link technological empirical foundations with
socio-physical outcomes.

This article asks how problematic core methodologi-
cal challenges commonly identified by cyber-security re-
searchers really are and describes steps that might be
made to improve prospects for knowledge construction
at the level of the research program. Over and above
environmental problems in obtaining data, the cyber-
security research program suffers from acute attribu-
tional challenges. To date, scholars employing data ob-
tained through public-sphere observation or in collabo-
ration with technology vendors have taken one of two
approaches to data collection, with scope conditions be-
ing set by either socio-kinetic or technical system details.
Though both approaches are promising, the basis of each
suggests inherent challenges in cross-validating results
and building macro theory. It is often extremely hard to
attribute digital patterns to sociopolitical wherewithal;
likewise, inquiry that selects on specific actors in world
politics is often unable to capture the scope of covert
digital actions. In essence, though existing research cer-
tainly stands to contribute to the body of knowledge on
cyber politics and cyber-security governance, contradic-
tory bases for investigation combine with the domain’s
unique attribution challenges to make analysis of so-
ciopolitical phenomena systematically difficult.

The challenges before the multi-faceted cyber re-
search program are not new and are novel only insofar
as ICT regularly produce a disconnect between domain-
specific actions or outcomes and realworld ones. In truth,
the question of methodological approach to cyber issues
is one of reconciling existing perspectives with advancing
work in such a way as to develop a scientifically healthy
research program. In the sections below, I describe com-
peting perspectives on the ability of social science ap-
proaches to build a body of knowledge that impartially
describes the real world. I point out that while dominant
dualistic perspectives on social science suggest that at-
tribution challenges for empirical work in the cyber field
are severe, a monistic interpretation of the social sci-

ence enterprise implies they are problematic only inso-
far as scholars should ideally be able to gauge the shape
of all elements of the real world for purposes of form-
ing impressions. I then argue that, regardless of the per-
spective one adopts, scholars in the burgeoning cyber-
security research program should take steps to develop
a range of community-building and -supporting mech-
anisms that can simultaneously support a coordinated
micro-foundational approach to knowledge construction
and expose community elements to one another. The
sections below outline the case for this in greater detail
and make a series of specific recommendations.

The remainder of this article proceeds in five parts.
First, it considers the nature and aimsof the cyber-security
research program within the social sciences. Then, it
briefly discusses competing philosophical perspectives on
the constitution of knowledge in research on the world
around us and fleshes out unique, dual attributional prob-
lems that many researchers must inevitably face in ef-
forts to link technical foundations to socio-physical con-
text. Thirdly, the article discusses open source research
in the broader program of investigation and adjudicates
on the degree to which unique attributional problems
matter. Finally, it argues that, regardless of one’s per-
spective on the nature of the social science enterprise,
a community-oriented organization of research efforts is
critical for efforts to construct macro theory and generate
meaningful inference. Here, I make specific suggestions at
the level of the research program, before concluding.

2. The Shape and Focus of Digital Studies Research

Cyber studies constitute an immensely broad field of in-
vestigation. This is a necessary condition because of the
unique foundational feature of the network technologies
that lie at the heart of the field. Simply put, changes
to global society in this most recent information revolu-
tion have emerged from a multiform application of new
design features to the full range of societal infrastruc-
ture. Information technology is crosscutting to such a
degree that it is the rare social, political or economic
issue that has not been impacted. As such, cyber stud-
ies possess an incredible broad substantive remit. At the
highest level, we might consider this remit to include
the dynamics of technology adoption across global so-
ciety (Choucri, 2012), the role of governments in prob-
lematizing andmeeting cyber challenges (see among oth-
ers, Knake, 2010; Nye, 2014; Stevens, 2017), the resul-
tant management of international security and the fun-
damental institutional, technological and societal prereq-
uisites of security.

Though it might otherwise do to categorize the cyber
studies research program into different academic areas
of focus, from global cyber-security governance (Chou-
cri, Madnick, & Ferwerda, 2014) and cyber conflict mech-
anisms (see among others, Buchanan, 2017; Gartzke &
Lindsay, 2015; Valeriano & Maness, 2015) to the orga-
nization of social movements in virtual spaces (for in-
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stance, Beyer, 2014) and the cutting edge of ICT devel-
opment, the fact of the matter is that methodological
issues and imperatives in this vein emerge from a sim-
ple proposition—that the most recent information revo-
lution has fundamentally altered not only the nature of
human interactions on a global scale, but also the con-
stitution (i.e. the context) thereof. If this proposition is
accurate or even accepted in part, then the field’s re-
mit is truly unique. Different from research sub-programs
across the social sciences that study specific tools of hu-
man interaction, the study of world politics as couched
in the context of ICT adoption and integration is the in-
vestigation of transformed environmental conditions on
a global scale. Though man-made, the evolving digitiza-
tion of global infrastructure presents as both an exoge-
nous determinant of human interconnections and an en-
dogenous modifier of specific relationships.

It would not do here to go on without recognizing
that there exists a rich and well-trodden literature on
the interaction of human institutions and the tools they
employ. Nestled in the field of science and technology
studies, research on cybernetics has for many decades
described the manner in which technology is not sim-
ply a material feature of the world that humans engage
with in the course of our actions (see among others, Min-
dell, 2002; Mindell, Segal, & Gerovitch, 2003; Wiener,
1961, 1988). Rather, technology is a tangible variable
that both shapes human agency and determines the nor-
mative context of human interactions (Hutchins, 1995).
What’s unique about themost recent information revolu-
tion is the twofoldmanner inwhich new ICT both provide
for human interaction substantially detached from real
world context and do so systematically at the global level.
Thus, while literature that takes reference from work on
cybernetics, social network theories andmore is relevant
to the research program on cyber-security—and, indeed,
has recently been the focus of a handful of unique contri-
butions to the field—the methodological challenges fac-
ing scholars today is of unique scale.

The result of such a dynamic is reasonably clear.
Though, again, it is possible to study cyber effects with-
out looking beyond what some have called the “real-
kinetic” empirical dynamics of world affairs (Choucri,
2012), much of the broad-scoped cyber studies research
program will enduringly be required to look at the inter-
section of specific ICT usage, implementation dynamics
and resultant human behavior. In reference to a well-
developed program of study on the nature of power
and position in international relations (Barnett & Duvall,
2005), it seems reasonable to bound such work in two
ways. First, much cyber-security research aims to under-
stand how ICT play a role in augmenting human interac-
tions of various kinds. Some, for instance, has attempted
to map out the shift in how humans and human institu-
tions problem-solve given today’s global network-centric
environment (see among others, Amoore, 2009; Dreyfus,
2008; Galloway & Thacker, 2007; Shaviro, 2003). Here,
researchers are already grappling with the challenge of

matching data on the use of ICT with a range of sociopo-
litical outcomes. And again, as is broached further be-
low, there exists in cybernetics scholarship a nuanced
basis for examining closed systems of technology incor-
porated into human structures. Second, yet other work
aims to understand how ICTmight act to alter—either di-
rectly or reflexively through societal reactions to the in-
formation revolution—the context of those interactions.
Here, a range of research sub-programs in the psychol-
ogy, biology, business and sociology fields has emerged
to assess the manner in which the most recent informa-
tion revolution has fundamentally changed patterns of
human behavior. In both cases, the need to link informa-
tion on direct human interactions with ICT to related out-
comes is clear. Across the board, however, this impera-
tive presents as a unique challenge wherein attribution
of digital actions to various kinds of outcomes is not only
difficult methodologically, but fundamentally linked with
scholars’ ability to infer.

3. The Digital Divide: With Cyber Research, How Do
We KnowWhat We Know?

When it comes to linking human behavior enabled via
use of ICT, there are two distinct challenges for the re-
searcher. One of these is technical, the other preferen-
tial. The first is that links between digital realities and hu-
man actions are tenuous. Whether the subject of focus
is patterns of cryptocurrency usage (Sat, Krylov, Evgenye-
vich, Kasatkin, & Kornev, 2016) or the attribution of cyber
attacks (Rid & Buchanan, 2015), tying evidence of digi-
tal behavior to human input is difficult. The second chal-
lenge is that resources necessary for doing so are often
hidden behind not only technical barriers, but also socio-
institutional ones.

With regards to attribution of cyber activities, much
has been written across both the technical and social sci-
ences. For the purposes of social scientists, it is enough
to say that attribution of digital actions can be immensely
challenging simply because of the layered manner in
which relative ease in masking digital signatures meshes
with the additional difficulties involved in linking virtual
actions to human behavior (Guitton & Korzak, 2013).
Technical attribution—i.e. the linking of cyber actions
with indicators of action instigated by humans or human-
programmed systems—is not dichotomous. It would be
disingenuous to say that a measure of technical attribu-
tion of digital actions either does or does not point the
finger at specific causes of disruption or compromise. At-
tribution short of linking ICT usage to human agency runs
the full gamut from technical abilities to convince inves-
tigators of a given pattern of action to the much rarer
ability to lay out a case that an informed public audience
would be hard pressed to argue with (Geers, 2010). This
is made yet more problematic given that opponents are
not unitary. As Rid and Buchanan (2015) point out in their
discussion of Moonlight Maze as an example, efforts to
confirm attribution evidence pointing to Russian security
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services ran into the problem of a clear compartmental-
ization of knowledge of offensive operations within the
Russian government. Some operators knew about the ex-
pansive espionage campaign; many did not.

And yet, when it comes to attribution of digital ac-
tions, technical demonstration of the origination thereof
is just part of the challenge. Indeed, it is arguably the
lesser part of the challenge. Even where data is made
available wherein technical attribution is possible to a
high degree of certainty, there inevitably exist additional
certitude problems for any scholar or analyst attempting
to link digital actions to sociopolitical ones. For scholars,
such intelligence gathering as a component part of cy-
ber research is particularly challenging, as wemust often
trust (given a certain ability to control for uncertainty)
the nature of information that attributes particular ac-
tions to actors. This naturally speaks to a higher-level
problem with the attribution of digital dynamics to real-
kinetic ones such that research on the broad gamut of
digital issues are facedwith unique ontological problems,
namely that sources and providers of relevant informa-
tion suffer from a broad range of measurement and reli-
ability problems.

In research on cyber conflict, in particular, it is ap-
parent to a broad range of scholars that barriers across
which lie the ability to generalize about digital actions
are more opaque than they are with traditional areas
of security work (see among others, Kello, 2013; Rid &
Buchanan, 2015; Valeriano & Maness, 2014). The na-
ture of global network infrastructure as being substan-
tially privately owned means that access to Internet traf-
fic data and innumerable related metrics is hidden be-
hind preferential access walls. In essence, robust anal-
ysis is difficult for those operating in the public sphere
because we must contend with the incentives that both
private industry and government operators have to ei-
ther not report or misrepresent what they know about
the digital domain. Private firms must consider their rep-
utation, their standing with stakeholders, the value of
their intellectual property and a maze of compliance re-
quirements when deciding how to report information
andwhether or not to share datawith academics and the
public (Byres & Lowe, 2004; Sgouras, Birda, & Labridis,
2014). Moreover, operators willing to share relevant
data for use in research often enforce rules about how
data can be used (to enhance their public standing, for in-
stance) and government sub-organizations inevitably fa-
vor intelligence and defense community research in their
decision-making. What topics of interest do not suffer
from this issue—such as the use of ICT by activists for in-
herently public-facing efforts (see, for instance, Morozov,
2012; Shirky, 2008; Yang, 2009)—are virtually unique in
that observation of digital actions does not require inter-
action with a gatekeeper of some kind.

These dual challenges to research progress consti-
tute a digital divide wherein linking observation of digi-
tal dynamics to sociopolitical corollaries is systematically
difficult, both technically and logistically. Given these

foundational challenges with linking the growing base of
knowledge about a range of digital issues with actual pat-
terns of human interaction in the digital domain, howcan
scholars possibly know what we think we know (Jackson
& Nexon, 2013)? In particular, beyond the scope of indi-
vidual projects that find unique ways to obtain, validate
and employ data, how can an entire field of study act to
remedy the clear problem of socio-technical gatekeep-
ing that mires research—in the aggregate—in ontologi-
cal uncertainty?

4. How Problematic Are Such Challenges? The Dualist
and Monist Perspectives

To consider these questions, it is necessary to consider dif-
ferent philosophical perspectives on the nature of social
science and the development of effective research pro-
grams. Broadly, effective assessment of a research pro-
gram’s health and viability demands consideration of the
nature of the relationship between knowledge held and
assumed by scholars, on the one hand, and the empiri-
cal nature of the world around humans on the other. Do
our observations and subsequent inferences accurately
describe the real world? Or do they, since human con-
sciousness and operation is inherently a function of the
subjective way in which our minds view particular parts
of the world, lead to the development of a base of knowl-
edge that only makes sense in the context of human bi-
ases and interpretations? Recognizing these competing
perspectives and subsequent implications for the knowl-
edge generation process is critical for adjudicating on the
best paths that might help remedy the cyber-security re-
search program’s inherent ontological challenges.

To be clear, in the immense literature on the phi-
losophy of science (and particularly on the ontological
challenges of scholarly research), the questions posed
above in no way suggest some division between an ide-
alistic view of knowledge creation by researchers and a
more pragmatic one. The assertion that human stores of
knowledge do not accurately reflect the world around
us is simply a function of recognizing the role that
prior knowledge plays, in the form of biases and pre-
conditioned modes of problem solving, in shaping re-
search design and interpretation (see among others, Ben-
nett, 2013; Lake, 2011; Sil & Katzenstein, 2010). In assess-
ing a unique dynamic scientifically, researchers are invari-
ably prompted to addressmethods, practices and results
that the broader research community assess are adja-
cent to the current venture. And regardless of how ef-
fective a given research design is at preventing the intro-
duction of bias, interpretation of results and the subse-
quent task of placing new knowledge in the context of a
broader knowledge base inevitably prompts researchers
to interact with a broader construct (Habermas, 1987).
This is particularly the case given that interpretation of
results is rarely the task of individual researchers or inves-
tigative teams, but is inevitably at some point a task un-
dertaken by broader elements of a research community
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that need not observe scientific controls in their attempt
to consensually place new knowledge amongst the rest.
The result is a disconnected body of knowledge that only
represents the real world in the context of the practices
of those who developed that knowledge in the first place
(Jackson, 2008). This notion of the relationship between
empirics and human knowledge is called dualism.

By contrast, monism pushes back on the narrative
of dualism as reflecting an inevitable divergence in the
shape of the real world and human understanding of the
real world.Monism is the perspective that human knowl-
edge and the real-kinetic landscape of the world around
us are one and the same (Weber, 2017). This is not be-
cause advocates of monism reject the notion that bias
can infect and skew the results of the scientific enter-
prise. Rather, monists recognize that the parameters of
what humansmight understand about the world around
us is inherently a function of how we categorize “things”
in the world (Weber, 1904). Humans give meaning to
what we are studying by identifying them to begin with.
Thus, focusing purely on real-kinetic events, dynamics
and fundamentals in the world around us allows us to
understand both the “things” that we understand to be
in the world (i.e. the landscape of the world around us)
and the knowledge we hold about those things (Jackson,
2008). Whereas dualism holds that there is an objective
reality about the real world that is separate from human
knowledge of the world, monism holds that understand-
ing critical junctures and events via observation allows us
to understand the world in such a way that our body of
knowledge is essentially congruent with the condition of
the world.

The debate over the nature of the social science en-
terprise between monists and dualists has seen a range
of developments in recent years. Pushing back against
the correlative narrative of both classical and seminal du-
alists, in particular, a series of works (for instance, Ben-
nett, 2010) and conference publications (Mackay, 2007)
have organized around the concept of factual or specu-
lative materialism. Advocates of such thinking propose
that objects are not elements of “the real world” to be as-
sessed and characterized as one thing or another, but are
multi-factual constructs as potentially complex as human
beings (Bryant, Snricek, & Harman, 2011; Phetteplace,
2010). Thus, far from accepting the notion that inferen-
tial analysis cedes knowledge about a world in which hu-
mans operate, speculative materialists (or realists) join
others in conceptualizing systems wherein humans are
not unique as animate objects.

5. Dualism and Monism as Competing (Approaches to
the) Social Sciences

In a discussion of the ontological challenges faced by
the cyber-security research program,why shouldwe care

about competing philosophical perspectives on the na-
ture of the social science enterprise? Simply put, advo-
cacy of one or the other leads to a diverse set of pre-
scriptions on what kinds of scholarly activities are most
likely to build a useful, accurate and accessible store of
knowledge by the academy. The shape of such activi-
ties, in turn, suggests the degree to which the challenges
inherent in undertaking empirical work on many cyber-
security topics are problematic for the development of
the research program.

Dualist perspectives on the social sciences are, by
far, more commonplace than are monist ones. Though
most social science work from the mid-20th century on-
wards tends to self-describe as “positivist” (or variations
thereof) in nature, the reality is that most scholars re-
ject the notion that observation is synonymous with the
shape of the real world. Rather, most are dualists of one
kind of another that essentially seek to dispensewith the
character of their own perspectives in order to better un-
derstand empirically the environment in which humans
exist and interact. Again, thoughmost social scientists to-
day would likely identify as positivists, the better term
to use would, according to Jackson (2008), be neoposi-
tivists.1 Such scholars, divided as they are on a range of
philosophical points (see Blaug, 1975; Fuller, 2004; see
also Kuhn, 1970; Popper, 1970), nevertheless uniformly
reject the monism of positivism and agree to the central
importance of one particular scholarly activity as criti-
cal for the generation of knowledge that increasingly de-
scribes the real world accurately—falsification (Lakatos,
1976). Falsification, simply put, is the design of obser-
vational scientific procedures such that different hypo-
thetical suppositions can be rigorously tested and elim-
inated if certain conditions are not met. It is an activity
that, by definition, dictates the existence of a divide be-
tweenhuman activity in research practices and theworld
around us.

By contrast with prevailing dualist perspectives on
the social sciences, monist ones reject the entire notion
that what we see in the world around us is some kind
of neutral tapestry on which humans draw and from
which we take reference. As Jackson (2008) describes,
monism’s most well-known proponent—Max Weber—
argues that there can be no social science enterprise
without pre-defined and assumed socio-cultural under-
standing of what is actually under study (Weber, 1904).
Here, Weber addresses the most common criticism of
dualist—and particularly neopositivist—approaches to
research. Since neopositivism necessitates the dispen-
sation of human inputs to the observational process
through some form of falsification in research design,
it intrinsically demands some kind of agreed-upon stan-
dards of evidence and objectivity. In a comparative study,
this would manifest in one or several agreed-upon meth-
ods for operationalizing both the dependent and inde-

1 Though they are awarded singular focus in treatments of dualistic perspectives on the social science enterprise, neo-positivists are not alone in their
view of human knowledge and real world dynamics being inherently separate. Jackson (2008) describes both critical realists and “partisans of ‘commu-
nicative action’” (p. 130) as belonging in the dualist category.
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pendent variables. This, of course, is the greatest weak-
ness of dualism as social science. There is simply no way
that scholars can confirm the validity of a given hypothe-
sis, nomatter the amount of otherwise seemingly-robust
testing it endures, asmore correct in its representation of
the world around us (Hacking, 1999). Moreover, the re-
quirement that researchers pick some measurements of
the real world over others inherently weakens the falsifi-
cation process in some instances in that hypotheses may
constitute conventional wisdom or consensus positions
in its parts. Such hypotheses might survive in scholarship
because its construction is uncontroversial, regardless of
the shape of evidence brought to bear. The Democratic
Peace Theory is a paradigmatic example of such a hypoth-
esis wherein the component elements are (or at least
were for many years) broadly considered common sense
without further operationalization (see among others,
Layne, 1994; Risse-Kappen, 1995; Rosato, 2003).

The solution to such an inescapable inability to ever
perfectly, objectively describe the world around us, ac-
cording to a monist perspective on the social science en-
terprise, would be not to try. Rather than focus on accu-
rately describing the world around us as a set of facts,
scholars should assess ideal-type constructions of our
worldwith consistent analytic premises (Lindbekk, 1992).
These premises need not be free of bias in any way, but
simply must be consistent and logically applied across re-
search (Jackson, 2008). Such work is then judged to be
more or less meaningful to the broader body of human
knowledge given the degree to which is can successfully
persuade an audience of diverse persuasions. In other
words, good social science is that which can persuade
the most people that hold contradictory perspectives on
how the world works. Already in the well-dispersed lit-
erature on the information revolution, there are exam-
ples of monistic research designs implemented in com-
pelling and robust fashion (see among others, Anderson,
Kearnes, McFarlane, & Swanton, 2012; Balzacq & Dunn
Cavelty, 2016; Berry, 2015). Whereas empirical efforts
like those of Valeriano and Manesss (2015) rely on a se-
ries of assumptions external to the methods and data
employed in analysis, work that draws upon socio-spatial
theories and frameworks is able to nest assessment of
a given phenomenon within fixed parameters only rele-
vant to the study at hand. As a result, while opportuni-
ties for correlative findings pertaining to such phenom-
ena are lacking, there are clear pathways to thick descrip-
tion thereof.

6. Open Source Research and Challenges for the
Development of the Research Program

Given these competing approaches to knowledge gener-
ation and the organization of research programs, how
problematic are barriers to effective observation of dig-
ital dynamics for researchers? While it is possible that
individual researchers, research teams and institutions
might find access to proprietary information that allows

for unique analysis of a given phenomenon, the real-
ity is that most investigation in the cyber-security re-
search program is done—and will enduringly be done—
off the back of open source data collection.Whethermin-
ing event data from news reports and wire feeds (as in
Radford, 2016) or conducting ethnographic research into
the shape of communities and institutions (as in Sow-
ell, 2012), social scientists interested in undertakingwork
in this domain must largely do so absent the special ac-
cess conditions held by stakeholders in the domain. Aca-
demic researchers may occasionally be allowed unique
access to private data (for instance, King, Pan, & Roberts,
2013; Kostyuk & Zhukov, 2017) and are often supported
by grants that enhance the power of observation at the
level of the researcher, but they do not hold specialized
roles—as do Internet service providers, intelligence en-
tities or private cyber-security vendors, for instance—
that might enduringly allow for access to information
that could serve to bridge the attribution gap described
above. A range of promising work has been done in the
social sciences that empirically selects on either sociopo-
litical dynamics (for instance, Valeriano &Maness, 2015)
or technical details (e.g. Mezzour, Carley, & Carley, 2015)
as the basis for generalizing about a given phenomenon.
In almost all cases, however, there exist clear shortcom-
ings in the ability of researchers to validate their findings
such that inference is possible. And while some creative
solutions exist that have bridged the digital methodolog-
ical divide at the level of discrete research projects, it is
difficult to see how such challenges might be remedied
at the level of the research program.

For dualists, the specter of such an enduring orga-
nizational and validating challenge in cyber research is
particularly problematic. How research programs should
and do emerge is hotly debated by both seminal and
contemporary dualist philosophers, but the general idea
is that research programs are layered constructions of
knowledge wherein peripheral hypotheses linked with
core theses are tested in order to advance the state of a
given field (Jackson, 2008). Sometimes, hypothesis test-
ing leads to such rapid advancement in the shape of
specific knowledge that there is a revolution in general
knowledge—in the theoretical bases of a research field.
Themanner in which this occurs is the subject of classical
debate between thinkers like Kuhn and Popper. Regard-
less, the idea is roughly similar across the board and so it
is easy to see why ontological problems in work focused
on ICT and their impact dominate so completely. System-
atic barriers to the robust implementation of falsification-
based research designs are an impediment to the pro-
cess of knowledge construction. Adding to this, the cyber-
security research program is still in its infancy. The shape
of general knowledge at the heart of the research pro-
gram is unclear, suggesting that efforts to improve our
knowledge base by rejecting pre-existing theory are pre-
mature and that, moreso than is common with estab-
lished areas of scholarship, there is a strong imperative
to articulate macro-theoretical perspectives. Taken to-
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gether, the path ahead for efforts to construct an effec-
tive dualist social science research program is laden with
likely pitfalls and uncertainty.

For monists, these challenges are less severe. Again,
the monistic position is that scholars should assess ideal-
type constructions of our world with consistent ana-
lytic premises rather than simply aim to describe the
real world as a set of facts. As long as a researcher’s
premises are consistent and logically applied across re-
search in the form of a clearly delineated analytic frame-
work, good social science work is possible. The point
is simply to persuade the most people that hold con-
tradictory perspectives on how the world works. From
this point of view, objective research on and around the
cyber domain is entirely possible without specific sys-
tematic remedy to the ontological problems inherent
in observational work across the board. Indeed, some
such research is already emerging. Though it does not
generalize on global patterns of cyber conflict, Balzacq
and Dunn Cavelty’s (2016) exploration of the applica-
bility of Actor-Network Theory (ANT) demonstrates the
manner in which network functionality and control can
be shaped by fluid syntactic threats in the form of mal-
ware.2 Such work has clear value to strategic planners.
Punctuated successes like this that bridge the digital
divide are as meaningful for the research program as
would be a broad-scoped revolution in approaches to
cross-validation and data obtainment within the field.
Certainly, a monistic perspective might recognize that
any effort to advance access to the means of observing
all aspects of the domain is conducive to good social sci-
ence insofar as greater exposure to information about
the world will lead to a proliferation of world views and,
thus, incentivize the production of more compelling an-
alytic work. But lack of full observational data about the
world around us is not necessarily a hard barrier to con-
tinued development of the research program. Indeed,
even given a revolution in methods of approach to cor-
relative research, speculative investigation seems better
suited to providing scholars the means to consider the
validity of non-obvious relationships.

7. Recommendations: A Need for Community and
Collective Action

Obviously, the field of scholars interested in conducting
cyber-security research—broadly construed—is diverse
and destined to be constituted of elements that value
different approaches to knowledge construction. This is
perhaps more the case here than with other traditional
fields of study within the social science enterprise given
the degree to which the most recent information revolu-
tion has transformed the social, political and economic
substrates of world affairs in a crosscutting fashion, at-

tracting students of varied interests and research inclina-
tions. Nevertheless, I argue that there exists a set of steps
to be taken that addresses the imperatives of compet-
ing philosophical perspectives on approaches to be taken
in such research in common. Specifically, these steps
involve the construction of strong community mecha-
nisms around the research program that can both en-
courage adoption of amicro-foundational framework for
developing new dualistic research projects and expose
diverse scholarly sub-communities (and their perspec-
tives) to others in such a way that expands prospects
for what monists might call a robust social science fo-
cused on cyber-security issues. Indeed, I posit that de-
velopments akin to those suggested below are necessary
for the viability of a cross-cutting digital studies research
program specifically because knowledge construction at
the level of the program is impossible—regardless of a
given scholar’s dualistic or monistic conceptualization of
the social science enterprise in this vein—without con-
sensus and the mechanisms thereof.

Scholarly Responsibility. To some degree, the sim-
plest mechanism for advancing the research program
is quite simply continued and improved commitment
to responsible scholarly practices at the level of the
researchers and the research project. At present, the
diverse cyber-security field is a somewhat fragmented
beast insofar as best practices are not determined via
reference to the research program so much as they are
via reference to the traditional academic domains from
which individual researchers hail. This is no clearer than
with the case of standards for replication of investiga-
tory work and hypothesis testing. At least at the level
of the researcher, a voluntary commitment to adopt
in-group replication as a basic standard for publication
of evidence would help remedy the clear issue that
arises from unique proprietary access to data that can-
not be publicly provided. In essence, a commitment
to allow an independent group of collaborators not co-
investigating a given project should be common prac-
tice as a means for controlling for lack of replication op-
tions during and after the publication process (where
data from vendors, interviews, etc. are used in a cen-
tral role). Pre-publication replication would make work
more credible and would tie scholarly reputation to a
given research finding beyond what author(s) or results-
sans-data might. Secondarily, the field should adopt
standards for claiming inference from the medical and
psychology fields wherein multiple independent studies
(i.e. datasets) are employed and rated based on their
credibility (see Francis, 2012; Maxwell, Lau, & Howard,
2015). Naturally, such efforts should be supported and
bolstered via the purposive organization of research fo-
rums and conference programs around such principles of
community cross-validation and debate. Likewise, jour-

2 For a full introduction to ANT, see Latour (2005). Latour outlines ANT as both related to and a pushback against the monism described by Jackson
(2008) and others. Latour sees most social science as being overly laden with suppositions about the character of actors and objects in world affairs. In
essence, he argues for austere form of approach to understanding sociological assemblages—including security assemblages—in the world based on
a materialist view of connections that cede meaning.
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nal special editions and special conference proceedings
would do well to be planned across outlets in coordina-
tion with such forums.

Common Resources. Further, the cyber-security re-
search program should support efforts to build com-
mon resources for coordination. Particularly given that
the field largely lacks core theoretical division in the
way that traditional academic areas of focus do at this
juncture, a micro-foundational approach to the produc-
tion of knowledge—regardless of one’s perspective on
the nature of good social science—is necessary for the
construction of robust foundations for future research.
In this vein, coordination across diverse university re-
searchers, centers and counterparts in the private sector
is critical if the field is to both avoid rampant duplication
of efforts and effectively encourage commitment to new
research pathways in a timely fashion. To this end, the
community should embrace the incorporation of both
new technologies andmechanisms of cooperation found
in the natural sciences. To the latter point, inter-scholar
discussion groups like those found in the security studies
and comparative politics fields should be encouraged via
the patronage of organizing associations and full support
should be lent to an effort to build a common repository
for storing published work and relevant data. To the for-
mer point, the field would do well to consider the use of
a collaborative blockchain-based system for sharing com-
puting resources and cataloguing research interactions
in a public, transparent manner.

A Digital Studies Scholarship Cooperative. Of course,
without some kind of organizing force, much of this lies
in the realm of suggestion free from an ability to effec-
tively implement at the level of the immense commu-
nity of scholars and institutions that constitute the cyber-
security research program. I argue that such an organiz-
ing force, however, should not simply take the form of
an association that primarily organizes conferences and
provides professional resources to scholars. Rather, be-
cause of the unique methodological and coordinative
challenges facing the field, I argue that scholars would be
best served by participating in a digital studies research
cooperative wherein the sole purpose is to enhance the
clout and research prospects of the community-at-large.
Secondary to a professional association, such a coopera-
tive would be centralized only around an oversight com-
mittee of rotating membership that (given relevant re-
view) acted to vouch for scholars negotiating for pro-
prietary data access, ensured protection of such data,
allowed for robust implementation of replication stan-
dards without violation of non-disclosure agreements
and maintained the means for research/resource collab-
oration suggested above. Regardless of researcher prior-
ities, developing such a cooperative would bring a broad
set of benefits for researchers to all, not least themainte-
nance of a platform for coordinating the storage of new
knowledge and orchestrating necessary collaborations
amongst scholars undertaking related—even if method-
ologically distant—investigations.

8. Conclusion

This article has broadly sought to describe why unique
attributional and availability challenges in the diverse
research program on cyber-security are problematic. In
particular, I have sought herein to highlight the monist
perspective—an objectivity-based interpretation of the
nature of knowledge construction championed by Max
Weber—on what constitutes good social science. For
monists, the challenges inherent in trying to bridge the
digital divide in research are not, fundamentally, imped-
iments to the development of a research program as is
often seen to be the case among those of a more dual-
istic perspective on the social science enterprise. While
enhanced abilities to cross-validate technical and so-
ciopolitical observations—as well as to obtain data from
otherwise opaque stakeholders that often possess such
information—is desirable in general, it does not mean
that the research program is doomed to enduringly be on
shaky ontological ground. Rather, what is most desirable
for the research problem is an expansion of community-
supporting features of organization that will allow for
better exposure of different world views expressed in
analytic frameworks employed in research. Fortunately,
such an approach is highly compatible with the imper-
atives of the research program as dualists might artic-
ulate them. Focus on better cooperative organization
within the field stands to improve broad commitment
to research standards and encourage the development
of much-needed provision of common resources for the
scholarly community.
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