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Abstract
Applications of artificial intelligence, algorithmic differentiation, and automated decision-making systems aim to improve the efficiency of decision-making for differentiating persons. However, they may also pose new risks to fundamental rights, including the risk of discrimination and potential violations of human dignity. Anti-discrimination law is not only based on the principles of justice and equal treatment but also aims to ensure the free development of one’s personality and the protection of human dignity. This article examines developments in AI and algorithmic differentiation from the perspective of human dignity. Problems addressed include the expansion of the reach of algorithmic decisions, the potential for serious, systematic, or structural discrimination, the phenomenon of statistical discrimination and the treatment of persons not as individuals, deficits in the regulation of automated decisions and informed consent, the creation and use of comprehensive and personality-constituting personal and group profiles, and the increase in structural dominance.

Keywords
algorithmic discrimination; artificial intelligence; automated decision-making; development of personality; generalisation; human dignity; informed consent; profiling; statistical discrimination

1. Introduction
Applications of artificial intelligence (AI), algorithmic differentiation, and automated decision-making systems (ADM) are increasingly being used to support and automate decisions about the differentiation of persons in areas as diverse as lending, housing, recruitment, welfare benefits assessments, or judicial decision-making. Such differentiations then affect the availability and distribution of products, services,
positions, opportunities, benefits, or burdens, including those that are essential for personal development and the realisation of autonomy and freedom. Here, applications are used that employ machine learning as an analytical method in data mining, profiling, or predictive analytics, and the results of the analysis are used as models or algorithms in decision-making processes.

The article examines issues that arise when applying a human dignity perspective to algorithmic differentiation and discrimination. The concept of human dignity is not monolithic but includes different dimensions of concretisation (e.g., Mahlmann, 2012; Teo, 2023; von der Pfordten, 2023). Among these dimensions, the most relevant for the following are: the protection against instrumentalisation and the protection of self-determination in shaping one’s own life by structuring and pursuing one’s own interests, desires, and goals; the protection from false and unjustified degradation or humiliation and from being treated without equal moral worth; and the protection of essential conditions for exercising self-determination. The article discusses the constitutional anchoring of human dignity to gain insights into the impact of algorithmic differentiation on fundamental rights.

2. Algorithmic Differentiation and Discrimination

The causes of bias in the use of algorithms, especially of machine learning as a form of AI, are manifold. They result from human decisions about the database used and the development, deployment, or adaptation of algorithms. The most commonly cited causes of bias include training datasets contaminated with historical inequalities and unequal treatments, missing data that would represent certain groups, the selection of inappropriate labels, measurements, or algorithms, inappropriately decided technical trade-offs, or the application of algorithms in domains for which they have not been trained or optimised (e.g., Mehrabi et al., 2021; Pessach & Shmueli, 2022). Bias can lead to products and services not working equally well for different populations or to algorithmic models used to differentiate persons in decisions about access to and distribution of products, services, positions, or freedoms resulting in unequal treatment of those affected. Another problem is stereotyping in generative AI systems (such as ChatGPT), especially when decisions about humans are based on their output (e.g., in automated analysis or summaries of job applications).

Numerous research and development efforts are directed towards making algorithms less discriminatory or “fairer,” especially by adapting and cleaning datasets or modifying algorithms. Mathematical fairness definitions or fairness metrics have been developed to express unequal treatment quantitatively and to optimise and compare systems. However, developers and providers must decide on various trade-offs. These include whether and which fairness definition to use, determining the residual risks that affected persons are exposed to, but also trade-offs between individual goals and metrics, for example, between accuracy in achieving differentiation goals and avoiding discrimination risks (e.g., Mehrabi et al., 2021; Pessach & Shmueli, 2022).

Some fairness metrics are ratios formed from the error rates of “false negatives” and “false positives” and the rates of correctly identified classifications related to certain population characteristics. However, it is still unclear how these error rates or fairness metrics will be dealt with in society, which of the fairness metrics should be used to meet certain societal expectations of justice in specific situations, and whether, how, and what levels of residual discrimination risks will have to be borne by society or in which cases residual risks are not acceptable at all. According to the European Union Agency for Fundamental Rights (FRA), when
using fairness metrics, it can only be decided on a case-by-case basis when there is sufficiently significant
discrimination, not by setting an abstract threshold (FRA, 2022, p. 25).

The European Union AI Act (adopted text as of 13 March 2024, AI Act in the following; see European
Parliament, 2024) refers to the metrics but does not clarify who sets acceptable risk levels, error rates, or
limits. In addition, terms such as "residual risk," "acceptable," and "as far as technically feasible" (Article
9(5) of the AI Act) or "appropriate level of accuracy" (Article 15(1) of the AI Act) allow for balancing risk
avoidance with cost-effectiveness considerations. This should be seen against the background that costs are
incurred for the testing of AI systems and risk avoidance. The AI Act leaves open whether the European
Commission, standardisation organisations, developers, providers, users, or actors that certify compliance
with the regulation will make the normative decisions about discrimination levels and thus about the social
realisation of justice. This can lead to residual risks of discrimination at levels undetermined by society.
Individual ADMs and AI systems can have a wide reach, for example, due to market concentration, if one
system is used in many companies or administrations, or if used as a component (as general-purpose AI
component, foundation model, or "AI as a service") in many other systems. Despite seemingly low error
rates, this can lead to systematic discrimination affecting a large proportion of the population.

Residual discrimination risks are confronted with anti-discrimination laws. Bias problems lead to legally defined
discrimination if biased algorithms are used in differentiations that result in unjustified unequal treatment
when using legally protected characteristics (e.g., gender, ethnicity, religion, disability, age, or sexual identity)
or when using seemingly neutral characteristics, procedures, rules, or practices that have a connection to
the protected characteristics and then actually make groups with protected characteristics worse off (Hacker,
2018; von Ungern-Sternberg, 2022).

The anti-discrimination law, however, has weaknesses with regard to algorithmic discrimination, because in
view of algorithmic, often personalised or individualised differentiations, it can be difficult for affected
individuals to perceive unequal treatment compared to others and to provide the legally necessary initial
evidence of being in a worse position than comparable other persons. However, these are prerequisites for
legal proceedings to be initiated, even if the person or entity accused of discrimination has the burden of
proof that they are not discriminating (Orwat, 2020, pp. 72–73; von Ungern-Sternberg, 2022). The already
high hurdles for affected individuals, which often prevent a legal discrimination case from being filed, are
raised even further.

3. The Understanding of Human Dignity in Constitutional Law

Human dignity is often seen as an abstract concept that can be interpreted in different ways (e.g.,
Mahlmann, 2008). This is a frequent criticism of its use. However, human dignity is included in many human
and fundamental rights documents and has been concretised through implementation in legal systems and
jurisprudence (e.g., Mahlmann, 2012; McCrudden, 2008). In the following, reference is made to the
decisions of the German Federal Constitutional Court and to the discussions and developments of the
constitutional law because human dignity is considered to be largely concretised there.

According to this, human dignity is a fundamental claim to value and respect to which every human being
is entitled. Human dignity is inherent in the human being. Everyone possesses it, regardless of their
characteristics, achievements, or social status (BVerfGE [Decision] 87, 209; see Federal Constitutional Court, 1992, para. 107). Above all, it includes the protection of personal individuality, identity, and integrity as well as elementary legal equality (BVerfGE 144, 20; Federal Constitutional Court, 2017, headnote 3a, para. 539). The understanding “is based on a conception of human beings as persons who can make free and self-determined decisions and shape their destiny independently” (BVerfGE 144, 20; Federal Constitutional Court, 2017, para. 539). Here, human dignity is primarily concretised by self-determination in shaping one’s own life (von der Pfordten, 2023, pp. 48–50).

To further substantiate human dignity, the so-called “object formula” was developed. According to this formula, it is incompatible with human dignity to make the human being a mere object of state action (BVerfGE 27, 1; Federal Constitutional Court, 1969, para. 33). According to the object formula, the human being may not be treated like a thing, reified, or degraded to a mere object. For further concretisation, the Federal Constitutional Court has developed the “subject formula,” according to which it is prohibited to treat individual persons in a way that fundamentally calls into question their subject quality by lacking respect for the value they have for their own sake (Hong, 2019, pp. 418–428, 672–690). Höfling (2021, para. 16) suggests that to determine a violation of human dignity in concrete decision-making situations, it is necessary to consider whether the subject status of a human being is still secured by compensation mechanisms despite the objectification in relationships of subordination and dependency.

Certain forms of discrimination directly constitute a violation of human dignity. This is seen, among other things, in the case of direct discrimination by encroachment on the fundamental rights of freedom everyone is entitled to as set out in Article 3(3) of the German Basic Law (Herdegen, 2022, para. 120). Höfling (2021) sees an unacceptable violation of human dignity in racial discrimination and similar humiliating unequal treatment (Höfling, 2021, para. 35; see also, in particular, BVerfGE 144, 20; Federal Constitutional Court, 2017, para. 541). Hillgruber (2023, para. 17) emphasises that a violation of human dignity occurs not only when people of a certain “race,” skin colour, religion, or gender are regarded as “inferior,” but also when people are discriminated against based on a physical or mental disability, especially when there is a threat of exclusion because of their disability. The characteristics mentioned are particularly relevant because, on the one hand, they are immutable and personality-constituting characteristics. On the other hand, they are historically justified as a demarcation from the atrocities of the National Socialist injustice regime (Hong, 2019, p. 407; Lehner, 2013, pp. 226–248).

Human dignity is further concretised through its development into the constitutional general right of personality. This includes, among others, the right to informational self-determination (developed to realise the protection of human dignity and free development of personality), the prohibition of discrimination, but also the right to self-expression (Britz, 2007), which are particularly relevant for the following considerations. Thus, anti-discrimination law not only serves to realise the right to equal treatment and socio-political goals but also the right to free development of personality and the protection of human dignity. In this way, Baer (2009) sees dignity as the promise of recognition of different perceptions of self, all of which deserve equal respect. The right to informational self-determination and the prohibition of discrimination serve, among other things, to prevent inappropriate external images of one’s personality. These rights should enable individuals to co-decide what they regard as belonging to and constituting their personality (Britz, 2007, p. 16). The core guarantee of the right of personality is to provide mechanisms that involve individuals in the processes of constituting personality in such a way that they can understand their personality as freely chosen (Britz, 2008, p. 191).
In a series of decisions, the Federal Constitutional Court has specified the right to human dignity and personality and related them to the risks posed by information and communication technologies. In the "microcensus" decision (BVerfGE 27, 1; Federal Constitutional Court, 1969), the court made it clear that it is contrary to human dignity to make human beings mere objects in the state. It is incompatible with human dignity to compulsorily register and catalogue human beings in their entire personality and thus treat them as a thing that is available to an inventory in every respect (para. 33).

The census decision (BVerfGE 65, 1; Federal Constitutional Court, 1983) established the fundamental right to informational self-determination, which serves the right to free development of personality in conjunction with the right to human dignity. It guarantees individuals the authority to decide for themselves about the disclosure and use of their personal data (headnote 1). The right to informational self-determination not only serves to secure the external and internal dimensions of freedom (freedom of action and identity formation) but also to avoid chilling effects that may arise for data subjects due to uncertainties about data processing (Britz, 2010).

In its decision on acoustic surveillance (BVerfGE 109, 279; Federal Constitutional Court, 2004), the court recognises a core area of private life that enjoys absolute protection concerning the inviolability of human dignity. What belongs to the core of private life depends on whether the facts of the case are of a highly personal nature (para. 123). Similarly, sweeping surveillance, in terms of time and location, violates human dignity if it is carried out over an extended period of time and all movements and expressions of the life of the person concerned are recorded and can become the basis of a personality profile (para. 150).

In the decision on the right to be forgotten I (BVerfGE, 152, 152; Federal Constitutional Court, 2019), the court interprets the right to informational self-determination for relationships between private actors in such a way that the right ensures the individual "substantial influence in deciding what information is attributed to their person" (para. 87). The court found that in many life situations, private companies provide the basic services that play a crucial role in shaping public opinion, allocating or denying opportunities, or enabling participation in social or daily life. In many cases, this is done based on extensive data collection and processing, often by companies with market power, where large-scale disclosure of personal data can hardly be avoided in order not to be excluded from the services or opportunities (para. 85). In cases of extensive dependencies or imposition of unacceptable contractual conditions (para. 85) or "where private companies take on a position that is so dominant as to be similar to the state's position...the binding effect of the fundamental right on private actors can ultimately be close, or even equal to, its binding effect on the state" (para. 88).

In the court's ruling on automated data analysis in police work (BVerfG 1 BvR 1547/19; Federal Constitutional Court, 2023), the court emphasises, among other things, that automated data analysis can be used to generate new otherwise inaccessible information, that come close to full profiles of persons affected, by linking existing datasets (para. 69). The court also refers to the discrimination risks of automated data analyses (para. 100), which become less tolerable the more the analyses are capable to produce disadvantages prohibited under Article 3(3) of the German Basic Law (para. 77). Furthermore, it stresses the importance of the ability to scrutinise algorithms for individual legal protection and administrative oversight in order to identify and correct errors (para. 90). A risk of loss of state oversight is seen particularly in the use of self-learning systems or AI, as these can become detached from the original human programming in the course of the machine learning...
process and results become increasingly difficult to scrutinise (para. 100, with reference to the judgement of the European Court of Justice, 2022).

4. Factors of Violation of Human Dignity With Algorithmic Differentiation

4.1. Severe and Structural Discrimination

Algorithmic differentiation can lead to systematic or structural discrimination due to the possibility of residual discrimination risks and the wide reach of the system, which can cover entire populations. Some factors may indicate a violation of human dignity when discrimination is based on “race” or ethnicity, gender, physical and mental disabilities, and the other protected characteristics of Article 3(3) of the German Basic Law, and when algorithmic differentiation is used in application contexts where there is a strong dependency on the benefits, products, services, or where applications affect particularly vulnerable persons. These groups are considered particularly worthy of protection under constitutional law. Severe discrimination would violate their dignity, as they are systematically degraded. This applies in particular to decisions concerning a dignified life (e.g., in the cases of welfare recipients, refugees, or migrants). Here, discrimination can involve forms of humiliation or degradation, as a person may not be regarded and treated with equal moral worth (e.g., the SyRi and Robodebt scandals; see Teo, 2023, p. 17).

In this respect, algorithmic differentiations that consolidate or expand structural inequalities through negative feedback loops are also problematic. In addition to exacerbating the problem of not being treated as persons of equal moral worth, negative feedback loops can impair the self-determination of those affected by making it difficult or even impossible for them to escape inappropriate classifications or stereotypes on their own. Such negative feedback loops can arise when results from algorithmic differentiation systems that predict the behaviour of persons are recaptured and the systems use this uncorrected data as the basis for further data analysis, inference, or the further development or learning of the algorithms. Examples can be found in predictive policing systems (FRA, 2022; Lum & Isaac, 2016).

4.2. Generalisation and Lack of Individual Justice

Algorithmic differentiation often takes on and alters forms of so-called statistical discrimination (Barocas & Selbst, 2016; Binns et al., 2018). Statistical discrimination is a form of proxy discrimination. Instead of using an elaborate case-by-case examination to determine the actual personality traits or the differentiation target (e.g., the social construct “actual ability to pilot an aircraft”), comparatively easy-to-obtain proxy information (e.g., age in years) is used. This form of differentiation is intended to efficiently overcome an information deficit. Discrimination can occur if the proxies are legally protected characteristics or contain characteristics that correlate with protected characteristics (e.g., Britz, 2008; Hellman, 2008; Schauer, 2018). The proxy information can be derived from empirical studies or, in the case of machine learning, be present in models trained on data.

However, statistical discrimination and generalisation (either by human decision-makers or through the use of algorithms) are already ethically problematic in themselves because group information is applied to individuals and thus acts as quasi-stereotypes and prejudices in decision-making (Gandy, 2010, p. 34). In principle, case-by-case justice is not guaranteed as there is no case-by-case examination and the
individual subject characteristics and the individual situations and contexts are not considered (Britz, 2008). What is often referred to as “prediction” in AI research and practice is not a prediction of an individual's potential behaviour derived from an individual examination. Rather, it is an assignment of individuals to categories, scores, or rankings that are formed statistically or by machine learning and are expected to produce certain outcomes for the sorted individuals in the future.

Moreover, in many cases of algorithmic differentiation, the categories to which individuals are assigned are constructed using data from groups that do not contain the individuals who are actually decided upon (Eckhouse et al., 2019, pp. 198–199). In addition, the categories constructed with AI are usually not comprehensible to those affected or to third parties. In contrast to the use of clearly communicated criteria (e.g., age limits in public administration), such decision criteria and rules evade scientific and public scrutiny and discussion, in particular, whether there is a causal relationship between the criteria and the differentiation goal at all, whether this can be substantiated with evidence or whether the use of certain criteria is socio-politically or morally controversial or undesirable. The main aim of scientific and public scrutiny is to avoid unfounded or spurious correlations (Schauer, 2018), which carry the risk of unjustified degradation.

4.3. Not Treating Persons as Individuals and With Respect

In contrast to the individualisation of decisions about people, statistical discrimination and generalisation treat people as information objects rather than as individuals. The question of when it is morally problematic to treat people not as individuals but only as members of a group (stereotyping) is controversial (e.g., Beeghly, 2018; Lippert-Rasmussen, 2011).

This question often brings to mind the moral considerations of Kant, who demands respect for human beings and the prohibition of instrumentalisation (according to Dillon, 2022, Chapter 2.2; see also Hill, 2014, pp. 315–318). Thus, every human being is required to “acknowledge, in a practical way, the dignity of humanity in every other human being. Hence there rests on him a duty regarding the respect that must be shown to every other human being” (Kant, 1797/2017, p. 225). The respect that people owe each other and that they can demand from other people is respect for their dignity (Kant, 1797/2017, p. 225; according to Schaber, 2016, p. 256; Ulgen, 2017, 2022, pp. 14–15). Respecting the dignity of another person (and of oneself) means treating others “always at the same time as an end, never merely as a means” (Kant, 1785/2012, p. 41).

According to Schaber (2016), who interprets Kant’s explanations of the false promise for this purpose, Kant also means that one treats another person merely as a means if one treats the other person in a way the person cannot possibly consent to. This is the case if they have no reason to do so and would not behave rationally if they consented. Respecting the dignity of another person therefore means treating them in such a way that they can reasonably consent (Schaber, 2006, p. 256).

Drawing on Kant, Korsgaard (1996) elaborates the idea that the test for treating another person as a mere means is whether the other person can consent to the way they are treated. In cases of coercion or deception, the other person cannot do so, since in both forms of treatment the other person has been given no chance to choose the end. Hence, treatment is morally wrong if other persons are not able to choose.
She therefore concludes that coercion and deception are, according to Kant’s formula of humanity, the most fundamental forms of wrongdoing towards others, the root of all evil (Korsgaard, 1996, pp. 137–140). Schaber (2013, pp. 134–136) adds that deception can be problematic in situations where it impairs the rights of the affected persons to determine essential aspects of their own lives.

Also referring to Kant, Ulgen (2022) develops requirements for treating persons with respect for their inherent dignity with regard to AI. Dignity arises from the autonomy and rational capacity of humans to exercise reasoning, judgements, and choices. Human autonomy is protected if humans “are able to act influenced by reason; if they can identify the motivations prompting their action; or they can change their motivations if they cannot identify with them” (Ulgen, 2022, p. 19). AI systems that diminish the human agency to exercise reasoning, judgement, and choice undermine human dignity (Ulgen, 2022, p. 27). The argument is also relevant to technologically implemented social rules (see Section 4.6).

In summary, these arguments show the importance of having requirements for how persons are treated as well as functioning compensation mechanisms to prevent individuals from being treated as mere objects. This includes, in particular, the opportunity to consent to and influence treatments. The protection of human dignity also includes the protection of choice of ends and the requirement to be informed about choices in such a way that individuals can act in a self-determined manner.

Philosophical approaches to explaining when differentiation is morally wrong come to similar conclusions. These include approaches based on discrimination theory oriented towards human dignity and disregard (Khaitan, 2015, pp. 6–8), even if the term “dignity” is not always used. They consider a differentiation to be wrong if the discriminating person assesses the moral value of the discriminated person wrongly, in particular as lower, or if the discriminating person expresses a wrong assessment, i.e., acts as if the discriminated person has a lower moral value (Thomsen, 2017).

For Hellman (2008), the moral wrong of discrimination is that it degrades a person. Degrading rules or practices express a disregard for the moral equality of those being discriminated against. According to Hellman (2016) it is important to first clarify the meaning of the term “dignity” before using it. Discrimination is wrong from the perspective of human dignity because it results either from the fact that people are not treated with equal worth, i.e., people do not receive the same level of recognition and respect, or from the fact that people are denied rights to which they are entitled (Hellman, 2016, pp. 943–946). Such rights can include the right to self-determination over essential aspects of life and the right to receive a justification.

Eidelson (2015) conceives the wrong of discrimination as a failure to treat a person correctly as an individual. The error lies in not seeing the person as the (partial) result of their past efforts at self-creation and as an autonomous agent whose future decisions they can make for themselves. About the problem that statistical discrimination and generalisation do not treat persons as individuals, he therefore calls for an understanding that persons are treated as individuals if—and only if—(a) the differentiating person X gives appropriate weight to the evidence of how the affected person Y has exercised autonomy in shaping his or her life, provided that this evidence is reasonably available and relevant to the decision at hand; and (b) in addition, X’s judgements, when they relate to the choices of person Y, must not be made in such a way as to disparage Y’s capacity to make those choice decisions as an autonomous agent (Eidelson, 2015, pp. 144, 227).
Although questions remain about the scope and types of adequate and relevant evidence and about obligations to provide it, it can be deduced that the object of information and decision-making should be the self-determined personality development of the persons concerned, in particular their possibilities of self-perception, self-determination, and self-expression. However, a dilemma must be avoided. If personal data on self-determination is to be collected to solve the problem of generalisation and to better respect persons as individuals, this can only be done by having the data and profiles controlled by the persons affected themselves to avoid a violation of the right to informational self-determination. In addition, it may be necessary not to rely solely on automated data collection and analysis but to involve human decision-makers to collect sufficient additional information and to make situation- and person-specific judgements that require a high degree of situational balancing when evaluating the information provided.

4.4. Automated Decision-Making

According to Citron (2008) and Kaminski (2019), automated decision-making based on generalisations are ethically problematic because no other information about the persons concerned is processed apart from the generalisation information. If persons are merely assigned to algorithmically formed categories, scores, or rankings, persons are no longer treated as individuals. If automated decisions no longer allow persons to express their individuality, this violates their dignity and turns people into objects based on a few characteristics instead of treating them as whole persons. Both the exercise of human discretion and individual procedural rights (of appeal, correction, etc.) are necessary not only to avoid error but also to properly recognise and respect individuality (Citron, 2008, p. 1304; Kaminski, 2019, pp. 1541–1545). Furthermore, human discretion is necessary when human decision-makers must also be able to consider mitigating circumstances that the algorithm cannot, as well as when there are indeterminate terms in the decision rules that require the human decision-maker to make trade-offs between conflicting interests (Citron, 2008, p. 1304).

One of the justifications for regulating automated decision-making is the protection of human dignity. This refers to Article 22 of the General Data Protection Regulation (GDPR; European Parliament and Council of the European Union, 2016) and its predecessor, Article 15 of the Data Protection Directive 95/46/EC (European Parliament and Council of the European Union, 1995). According to Dammann and Simitis (1997), the prohibition of automated decision-making of Article 15 of the Data Protection Directive was intended to prevent data subjects from being treated in personality assessments only by computer and based on stored data. This would ignore the individuality of the person and degrade the person to a mere object of computer operations (Dammann & Simitis, 1997, pp. 218–219; see also Jones, 2017; Kaminski, 2019; Martini, 2021, para. 8; Scholz, 2019, para. 3).

According to Martini and Nink (2017), the subject quality of a person is not necessarily disregarded by the fact that personal data alone are the object of an algorithmic analysis. In the case of automated (administrative) decisions, the quality of the subject is only affected when algorithmic procedures impose adverse consequences on the person concerned without allowing them to defend themselves against the decision in an appropriate way. To protect informational self-determination, the legal practice relies on the procedure of (a) informing about the automated decision, (b) communicating and explaining the essential reasons for the decision upon request, (c) allowing the data subject to assert their own point of view in order to obtain a review and re-evaluation if necessary (Martini & Nink, 2017, p. 7).
However, some deficits in the actual regulation of automated decision-making raise doubts as to whether it can still serve to protect human dignity. The so-called “prohibition” is provided with extensive exceptions, particularly if the automated decision-making serves to conclude or fulfil a contract, is required by law to be permissible, or explicit consent is given. Although the regulation provides that the operator of an automated decision must inform about the existence of an automated decision and the so-called logic involved, it is still unclear what the content of this information obligation is, in particular, whether and how information about decision criteria or possible discrimination risks must be provided (Orwat, 2020, pp. 77–82).

Moreover, the “prohibition” is often interpreted only as a right of intervention for the persons affected in justified individual cases (Martini & Nink, 2017, p. 4). In this context, the persons affected must first have knowledge of the automated decision-making and its effects, and justify their desire for human intervention and an explanation of the logic involved. As this can be very burdensome, it may have a chilling effect if individuals perceive it as an unreasonably high hurdle to avail themselves of the regulation. Persons affected may be deterred from exercising the rights to which they are entitled and which were established to protect their dignity.

4.5. Emergence of New Knowledge and Comprehensive and Meaningful Profiles

The possibilities of data aggregation, data reuse, data combination and inference, de-anonymisation and re-identification of individuals, categorisation, ranking, assessment, and individual or group profiling of individuals have greatly increased with AI (e.g., FRA, 2020; Smuha, 2021; Yeung, 2019). Some AI systems have been developed to make automated inferences about identity, personality-constituting traits, and other sensitive information such as emotions, character traits, mental states, or political orientations (e.g., Kosinski, 2021; Matz et al., 2023). AI-based biometric and psychometric evaluations (e.g., emotional AI) can be used for targeting (e.g., in marketing), risk assessment (e.g., in applicant selection or calculating the probability of dropping out of university or defaulting on a loan), and behavioural control (Valcke et al., 2021). With other AI methods, researchers strive to predict future events in the lives of persons, including personality nuances and the time of death (Savcisens et al., 2023).

The systems are often based on a reduction of personality to quantifiable measures and classes that attempt to map the personality traits relevant to a differentiation goal. Further critical issues are the standardisation of personality (Köchling et al., 2021) or the pseudo-scientific approach (Sloane et al., 2022). Even if the scope and types of application of such systems are still little known in practice, this illustrates that AI can generate and use sweeping and meaningful profiles that are suitable for imposing an (almost) complete external image on a person, with personality-constituting characteristics and even without the valid consent of the person concerned (see Section 4.7).

All in all, this leads to a further detachment of the data representation by the operators from the possibilities of controlling the self-representation by the persons concerned (cf. Teo, 2023). The options of agency and the identity of those affected are then solely determined externally, including how they (have to) see themselves (as normal, healthy, conforming to rules, etc.). The abilities to develop and shape their life in a self-determined way are then eliminated. According to the standards outlined above, this can be a violation of (informational) self-determination and human dignity. Such AI applications can also have chilling effects and thus lead to self-restriction of the free development of personality as a form of violation of dignity.
4.6. Structural Dominance

In the relationship between the state and persons affected (e.g., citizens or migrants), the structural dominance of the state must be assumed as a matter of principle, because there are usually situations with a monopoly on the use of force, a lack of options for evasion, subjection, non-negotiability, and the complete, unilaterally determined binding nature of the rules. A number of factors can also increase the structural dominance of users of AI systems (e.g., providers, employers, banks) over those affected in private relationships (e.g., customers, applicants, credit seekers).

Firstly, social rules are increasingly being implemented in software or algorithms in both the public and private sectors. For technical implementation, the rules must be written in programming languages or generated in the form of algorithms or models through machine learning. With these forms of specification, however, the scope for interpretation and discretion of social rules for human decision-makers is also lost, which is often required so that social rules can be applied to many, sometimes unpredictable, situations. If rules are enforced fully automatically, such as in fully automated decision-making, deviation from the rules is normally technically prevented. Also, in algorithmic choice architectures (nudging), the space of choices is technically predetermined and often limited. The rules are then often established unilaterally by those developing and applying them, and the affected persons’ possibilities for negotiation, contesting, influencing, and correction are reduced or eliminated, which can increase structural dominance. If the scope for interpretation, discretion, and choice is reduced, the possibilities for action, autonomy, and the opportunities for self-enforcement of autonomy by those affected are also reduced (Deutscher Ethikrat, 2023, pp. 120–137; Teo, 2023, pp. 27–31; Ulgen, 2022).

Secondly, if the private users of AI systems are also those who operate platforms (and in some cases also those who develop AI systems), strong network effects of the platforms can reduce the opportunities for evasion and increase users’ dependency on the applications.

Thirdly, as just shown, some AI systems can determine sensitive personality traits such as mental states, character traits, and emotions even from seemingly “trivial” data such as communication in social networks. In this way, reliance on a product, service, or position can be better determined and exploited (e.g., Härtel, 2019), as can human weaknesses, especially when the systems are used for “dark patterns” or other forms of manipulation (e.g., Ulgen, 2022, pp. 22–24).

Developments that increase the structural dominance of the users of AI systems over those affected can tend to restrict human dignity and the free development of personality because those affected are restricted in their ability to shape their own lives. This can happen in private relationships by way of disrupting contractual parity and thus reducing the possibilities for those affected to assert their self-determination themselves. For even if freedom of contract applies, i.e., everyone has the freedom to determine with whom and under what conditions contracts are entered into, it must be ensured that also the conditions of free self-determination are actually given (BVerfGE 81, 242; Federal Constitutional Court, 1990, para. 47).

4.7. Absence of the Possibility of Valid Consent

The instrument of consent as a compensation mechanism for treating persons as mere objects can transform morally impermissible treatments into permissible ones. However, it can only achieve this moral transformation if certain preconditions are met. These include that the affected persons consent voluntarily and have choices to do so, that they are sufficiently informed, i.e., understand the data processing,
decision-making, and the consequences thereof, and that they have the necessary decision-making skills (Bullock, 2018). On the other hand, from a philosophical point of view, it is also doubted that consent can transform treatment as a mere object into morally permissible treatment if the treatment already violates the duty to treat other people with respect (Fahmy, 2023). This is likely to be the case, for example, with serious algorithmic discrimination or differentiations based on profiles with (almost) complete recording and determination of personality without control by the persons affected.

In the field of data protection, the problems of informed consent have long been recognised. The effectiveness and meaningfulness are increasingly limited by non-negotiable, long, incomprehensible data protection declarations or privacy policies formulated in legalese, the increasing collection of data that is based on so-called legitimate interests without the need for consent (Article 6(1)f GDPR; European Parliament and Council of the European Union, 2016), strong network effects and thus the tying of customers and users to systems or platforms, which reduces voluntariness as well as interface designs that entice consent to data collection. Those affected often lack knowledge about the necessity and legal possibilities of informed consent. They can hardly assess the actual consequences of consent regarding potentially detrimental, sometimes long-term treatments, which can also arise from data accumulation that is difficult to trace or further data processing and transfer that can no longer be assessed. Furthermore, the decision criteria of complex AI algorithms may be incomprehensible or unknown, particularly in the case of self-learning or adaptive systems. Similarly, AI-based reasoning can generate new knowledge from existing personal data, even from anonymised data, and even for individuals or groups not involved in the original consent. It can then be assumed that the data subjects can no longer sufficiently recognise what they are consenting to (e.g., Orwat, 2020, pp. 71–72). Due to these factors, established types of informed consent becomes increasingly useless as a legitimisation of the treatment of people as mere objects and as an instrument of self-determination.

Zarsky (2013) explains in more detail that in order to protect human dignity, there must be an understanding of the inner workings of automated data analyses, as without this understanding the results can still appear arbitrary and wrong. The problem is that existing (legal) transparency requirements are at best sufficient to provide information about the correlations or classifications a person might fall into. Instead, the automated prediction process must also be interpretable, i.e., the selection process must be explainable. The protection of human dignity therefore requires that causations and not merely correlations must be ascertainable for those affected before conclusions and measures are taken (Zarsky, 2013, p. 1548).

5. Conclusions

The human dignity perspective on algorithmic differentiation and discrimination can help determine how humans or machines should treat other humans as individuals and with respect. This perspective can complement work on the (relative) fairness of algorithmic differentiation and the technical mitigation of discrimination risks. The perspective of human dignity goes beyond efforts to de-bias datasets and algorithms. It leads to the question of how algorithm-based decision-making applications should be shaped and what information bases and forms of communication should be used. It also helps differentiate more clearly between different application situations, for example, for which applications and purposes it should be able or allowed to use the new capabilities of AI. Moreover, the perspective provides justifications for when AI and ADMs should not be used due to the possible restriction or violation of human dignity.
For example, the applicability of AI and ADMs is questionable if decision-making situations are unavoidable for those affected and they have de facto no possibility to influence decisions, if self-determination is severely restricted, or if serious degradation may occur. It also points out that even the ideal case of “accurate” profiles or categories as the basis of decisions is problematic if overpowering external profiles suppress the informational self-determination of those concerned.

The use of AI and algorithmic differentiation can lead to a violation or restriction of human dignity. Problematic factors include: (a) the use of generalisations and disregard of personality in decisions on unequal treatment using variables (proxies) that have no comprehensible connection to the differentiation goal, use morally dubious connections, lack rational justification, and cannot be contested by the persons concerned; (b) the reach of systems with residual risks of systematic and structural discrimination, which, among other things, expose some persons to higher risks of discrimination, do not guarantee equal protection for all, and thus treat them as persons with inferior moral worth; (c) the increasingly inadequate established types of informed consent, which has a particularly drastic effect with AI systems whose decision-making criteria and far-reaching consequences are no longer comprehensible to those affected; (d) the inadequate regulation of (fully) automated decisions, the role of the human decision-makers involved in them, and informed consent to it; (e) the loss of control over the generation and use of sweeping and meaningful personal and group profiles by those affected, leaving no scope for self-determination over the external image created; and (f) the increasing structural dominance of the state and private companies through increasing technical enforcement of social rules, market concentration, specific capabilities of AI to generate new knowledge about persons from existent data and to detect and exploit dependencies or other human weaknesses and thus situations with distorted contractual parity, strong dependencies, limited options for action, contestation, influence, avoidance, and the resulting inevitability. As a result, in situations where these factors have an impact, either alone or in combination, the protection of human dignity can no longer be guaranteed. These impacts are all the more severe the more essential the products and services are for the self-determined shaping of life and identity, or for a dignified existence of people with special needs and vulnerabilities (e.g., access to education, employment, health and welfare services, finance, housing, or asylum).

It is important to further clarify when human dignity and the development of personality are specifically restricted or violated and how they can be protected. A context-specific approach is necessary as different products, services, or treatments have varying degrees of relevance to the preservation of dignity. The prohibitions of certain AI applications in the European Union AI Act is justified, among other things, by the aim of protecting human dignity (e.g., Recital 28 and 31 AI Act; European Parliament 2024). The prohibitions include certain social scoring systems, subliminal, manipulative, or deceptive techniques, systems that exploit vulnerabilities (due to age, disability, social or economic situation), systems that infer emotions in the workplace or in education, biometric categorisation systems that use or infer sensitive characteristics (e.g., political opinions, religious or philosophical beliefs, sexual orientation, race), with many exceptions, certain remote biometric identification systems for law enforcement, and other applications. However, the following considerations may help interpret and develop the AI Act, the regulatory framework in general, and in designing AI and ADM applications. The issues include:

1. Which personal and group profiles are so comprehensive or constitutive of one’s personality that the image of the personality must be described as externally determined, as no longer freely chosen, and
the self-determination of essential aspects of the shaping of life as undermined (e.g., if the boundary to social scoring is exceeded, if an external profile unduly restricts access to services and products essential for personality development or if it is completely beyond the control of those affected)?

2. Under what conditions does serious, systematic, or structural discrimination actually exist or is to be expected, and in what areas can residual discrimination risks not be tolerated as this would lead to a violation of dignity (e.g., in areas where there are no or limited possibilities to influence or evade decisions that belong to the core of a self-determined shaping of life, for persons with special vulnerabilities or large dependencies, or where decision-making could result in a massive, unjustified, serious degradation of persons)?

3. To what extent and in what form should the personality of those affected be respected in algorithm-based decisions, and what form of justification for decisions must those affected receive (e.g., by explaining and justifying the use of causal relationships between the criteria used and the differentiation goals, by providing all information necessary for self-determination, by preventing trade secret interests from taking precedence over information claims based on human dignity, or by involving human decision-makers who ensure consideration of specific personal information and situational balancing)?

4. What options and capabilities must those affected have to influence decisions and their personality profile, and what should communicative processes look like in this respect (e.g., requirements for the explainability or comprehensibility of AI and ADMs to provide an adequate information basis for contesting and influencing decisions by those affected)? Where are the capabilities of those affected inappropriate or limited and other institutional actors should become active (e.g., through collective redress)?

5. How is it possible not only to (re)strengthen the human dignity and personality development of those directly affected but also to ensure the protection of groups or third parties who are unaware that they are affected?
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