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Abstract
Since the 1980s, Dutch volunteer hackers have been identifying and disclosing vulnerabilities in computer
systems. Initially criminalized, these hackers now play a crucial role in Dutch cybersecurity governance. This
article explores the transformation of hackers from criminals to crucial participants and examines what this
case reveals about citizen participation in the digital age. The case study demonstrates that citizens can play
a pivotal role in addressing challenges posed by digitization, although their contributions can remain
unrecognized and constrained by hostile institutions. This article aims to deepen the understanding of
various forms of citizen participation in digital society, how institutions can support or constrain them, and
how citizens play a central role in shaping these institutions to legitimize their participation.
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1. Introduction

Digital technology permeates almost all aspects of contemporary life and is bringing a plenitude of
opportunities, but also just as many risks. For instance, the information and communications technologies
(ICT) that underlie today’s digitized society contain vulnerabilities. These vulnerabilities include small
technical errors in systems that can be exploited to make the system work differently than intended. Such
vulnerabilities make it possible to carry out cyberattacks, such as ransomware, theft, stalking, and spying.
Unattended vulnerabilities have the potential to disrupt the lives of individuals and essential societal
processes. For example, human rights defenders, lawyers, and journalists around the world have fallen victim
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to spyware like Pegasus (Benjakob, 2022), and hospitals, pharmacies, and universities have faced
ransomware attacks, disrupting the continuation of their services. Vulnerabilities must be discovered as
quickly as possible so that they can be patched and no longer be exploited, which is a key tenet of
cybersecurity research.

An important principle of cybersecurity research is to enhance the cyber hygiene of ICT users. Ordinary ICT
users are widely recognized as the “weakest link” in cybersecurity (Yan et al., 2018), indicating an alleged
lack of knowledge and skills to avert cyberattacks. For that reason, cybersecurity research and governmental
policy strategies often focus on improving user awareness of cybersecurity practices, viewing user behavior as
one of the biggest challenges to maintaining cybersecurity (European Union Agency for Cybersecurity, 2022;
Kävrestad et al., 2024). Such approaches pinpoint the “deficient user” as the security risk (Klimburg‐Witjes &
Wentland, 2021).

While the lack of knowledge and skills of ordinary users to avert cyberattacks is certainly an important
problem, portraying the ordinary user or citizen, in general, as the deficient user does not fully do justice to
their role in cybersecurity. In fact, this article demonstrates that citizens can play a central role in
cybersecurity governance. In the case of Dutch volunteer hackers, which will be described in this article,
citizens have independently and voluntarily contributed to establishing a cybersecurity governance system
in which they now play a crucial and central role. Since the 1980s, these hackers have aimed to make the
internet safer by exposing vulnerabilities. Initially, the Dutch government viewed hacking as illegal and
criminalized it. However, over time, the perspectives of the government and other cybersecurity
stakeholders shifted, and today the contributions of volunteer hackers to cybersecurity governance are
recognized and encouraged, albeit with certain limits. Common terms used to describe well‐meaning
hackers who aim to improve cybersecurity through hacking or other means are “white hat” or “ethical”
hackers. These terms have been associated with hackers affiliated with corporations (Goerzen & Coleman,
2022). In this article, “volunteer hackers” is used to describe and analyze the case study, as it focuses on
hackers who voluntarily and independently contribute to improving cybersecurity governance.

The disclosure of vulnerabilities by these hackers and others around the world has been crucial for the
development and security of the internet (Goerzen & Coleman, 2022). This demonstrates that viewing
citizens as the “weakest link” overlooks their potential role in cybersecurity governance. Citizens can
significantly contribute to the governance of cybersecurity, and digitization in general, but their potential for
participation can remain unrecognized and unsupported by institutions. This indicates an institutional
mismatch (Marres, 2012) regarding citizen participation in the digital domain. An institutional mismatch
arises when existing structures fail to recognize or support emerging forms of citizen participation, such as
ethical hacking. While cybersecurity campaigns assume a lack of citizen engagement and aim to foster
participation where it is allegedly absent, in reality, citizen participation does occur but is not always
acknowledged by institutions.

This case study shows that citizens can play a central role in addressing digitization challenges, such as raising
awareness about insecure computer systems. However, there is limited research on how institutions support
or constrain citizen participation in digitization, partly due to a narrow view of what constitutes “participation”
in the digital society. This article aims to enhance understanding of various forms of citizen participation with
regards to digital technologies, how institutions can support or constrain the participation of citizens on the
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one hand, and how citizens can play a central role in shaping these institutions on the other (cf. Giddens,
1984). By applying the framework of technological citizenship (Gardenier et al., 2024) to a case study analysis
of Dutch volunteer hackers (Gardenier, 2024), this article explores hacking to disclose vulnerabilities as a
form of citizen participation. It clarifies how institutions can support or constrain this type of participation,
and highlights how hackers have “legitimized their craft” (Goerzen & Coleman, 2022, p. 7) and shifted from
being seen as threats to security to being recognized as valuable contributors to it.

This article is structured as follows. Section 2 reviews literature that explores emerging forms of participation
in the digital society, connects these ideas to the framework of technological citizenship, and discusses the role
of institutions in supporting or constraining these new forms of citizen participation. Section 3 describes the
case study, demonstrating the transition of volunteer hackers from perceived criminals to crucial participants
in Dutch cybersecurity governance over three distinct periods. In Section 4, the framework of technological
citizenship is applied to the case study, and further discussion is provided on what this case reveals about
citizen participation in the digital society. The article concludes with recommendations for further supporting
volunteer hackers and a summary of the key findings.

2. The Diversity of Citizen Participation in the Digital Society

Literature on the relationship between participation and digitization has often focused on how digital
devices facilitate particular types of political engagement and citizen participation. For instance, scholars
have investigated how social media might affect citizens’ participation in civic and political life (Boulianne,
2015), the role of digital technology in enabling and enhancing democratic practices and forms of
governance (Fischli & Muldoon, 2024), and the use of digital tools to promote so‐called e‐participation
(Hovik & Giannoumis, 2022).

While these approaches offer valuable insights into the impact of digitization on political participation and
engagement, they demonstrate a narrow understanding of “participation” in the digital society. Chilvers and
Kearnes (2015) have shown that dominant theories about participation have mainly focused on criticizing
and improving top‐down organized participation methods. This perspective views “the public” as an already
existing, well‐defined group that should be invited to participate to make their concerns about clear and
specific issues heard.

In contrast, Chilvers and Kearnes (2015) argue that public participation should be seen as emergent and
“in the making” (p. 4). They understand publics as being actively formed in the process of citizens articulating
and addressing their shared matters of concern. For Chilvers and Kearnes, the goals of participation, the
groups of people involved, and what is considered “political” are never given but always co‐emerge.
Therefore, for Chilvers and Kearnes, what is understood as “participation” should also encompass citizen
practices beyond formal, top‐down, organized public deliberation, such as “uninvited, informal, citizen‐led,
material, digital, mundane, private, [and] everyday” (Chilvers & Kearnes, 2020, p. 355) activities.

This links to Dewey’s (2016) and, more recently, Marres’ (2007, 2023) pragmatist view of “the public” as
forming around collectively articulated and addressed issues. In this view, when citizens encounter a
problem—which may be catalyzed by the rise of new technological applications in society—that requires
government action, they emerge as a public by collectively framing and attempting to address the issue.
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What publics become concerned with is not predetermined but emerges through this collective process of
defining and responding to the issue. As citizens engage in this process, they gradually form a public. In this
view, public participation naturally arises from the bottom up based on citizens’ shared efforts to articulate
and address concerns. Therefore, participation does not occur in predefined places, by predefined groups, or
over predefined issues. Instead, publics emerge through the ongoing process of collectively identifying and
attempting to address the issues they define as important.

Moreover, citizen participation is not limited to traditional forms of political engagement such as voting or
protesting. Researchers in science and technology studies have expanded the understanding of participation
in relation to technology. For instance, Marres (2012) has demonstrated that citizens’ material interactions
with technology in the private sphere may also constitute participation. Traditional political philosophers like
Aristotle and Hannah Arendt emphasize that public activity is a key aspect of participation (Arendt, 1958),
while material involvement is linked to private, domestic life (Marres, 2012). However, Marres argues that
interactions with technology in private settings can also sometimes be understood as participation. She
demonstrates this with the example of publicity campaigns that promote actions such as heating, cooking,
and washing at home as ways to engage with issues like climate change and resource depletion. This was
particularly evident in the Netherlands in 2022 when the government launched a campaign urging citizens
to lower their heating to 19 degrees due to the gas shortage caused by the sanctions imposed on Russia
after the invasion of Ukraine. These campaigns demonstrate how citizens’ everyday interactions with
material objects can facilitate public action on environmental issues.

This material perspective on participation broadens the concept to include engagement with technology in
private settings. It can be effectively used to explore practices like hacking to disclose vulnerabilities as a
form of participation where citizens address their shared concerns through a material practice that may be
performed from their homes.

2.1. Technological Citizenship: A Framework for Understanding Citizen Participation in
the Digital Society

The framework of technological citizenship (Gardenier et al., 2024) captures this perspective on citizen
participation as emergent and taking place in multiple life spheres as described above, all within a single
framework, and specifically related to digital technology. This framework can be used to scrutinize and
assess the roles of citizens in shaping the digital society. It recognizes a broad range of citizen actions as
forms of participation. Based on liberal, communitarian, and republican perspectives on citizenship, it
conceptualizes citizen participation in relation to digital technologies in three distinct but overlapping
spheres: private, social, and public. Citizens may deal with the impact of digitization within their private lives,
for instance, by using e‐health devices to keep better track of their health or by rejecting the use of
WhatsApp out of privacy concerns. Citizens may also deal with the impact of digitization within their social
sphere. For instance, by contributing to an online community such as Wikipedia or using apps to help
members of their local neighborhood. Finally, citizens may deal with the impact of digitization within the
public sphere by, for instance, protesting for net neutrality or voting for a politician who strives for better
Big Tech regulations. By acting from within these three spheres, citizens can impact the role of digital
technology in society and contribute to its governance (Gardenier et al., 2024).
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The goal of distinguishing these different spheres of technological citizenship is to move beyond a single,
normative vision of participation—the idea that only one form is “good.” Instead, this framework highlights
the diverse ways citizens contribute to shaping the digital society, whether in their private lives, social
communities, or the public sphere, recognizing each as different, but equally valuable. This allows for
investigating the roles of citizens in shaping the digital society while not being confined exclusively to formal
ways of citizen participation such as voting or top‐down organized public engagement initiatives.

Like “scientific citizenship” (Davies, 2015), technological citizenship is widespread and not confined to
specific participatory spaces. Davies’ concept of scientific citizenship accounts for moments when citizens
negotiate the role of science and technology in society, which may materialize at science fairs and maker
spaces. Similarly, technological citizenship includes material interactions with technology at home, work, and
with friends and family. These interactions across private, social, and public spheres constitute moments of
technological citizenship. This idea aligns with Ruha Benjamin’s “viral justice” (Benjamin, 2022), where small,
everyday actions collectively lead to significant social change. Similarly, every interaction of citizens with
technology has its effect, and taken together may effectuate broader change. In sum, citizens’ interactions in
their private, social, and public lives contribute to shaping the role of digital technology in contemporary
democratic society.

The goal of this approach is to understand the broader context of the challenges of digitization and
strengthen citizens’ ability to address them. In the case of hackers, it does not focus on creating new or
better forms of citizen participation in cybersecurity but rather enables understanding the existing
cybersecurity system and recognizing where citizen participation already takes place, and how citizens’
constructive roles can be strengthened.

2.2. Institutions Supporting or Constraining Citizen Participation

The hackers discussed in this article currently make an important contribution to maintaining security in the
digital society. However, they were initially not welcome to do so as they were regarded as criminals. In this
case, participation by the hackers was uninvited (Wynne, 2007), and the government’s hostile stance meant
that hackers would face prison sentences when they tried to address the public issue of vulnerabilities.

This case highlights that participation always takes place within social systems of inclusion, validation, and
exclusion across various fora in society, such as politics, the judiciary, and the media. Institutions, and the
organizations that constitute them, can constrain citizens in their ability to address issues of public concern
(Giddens, 1984). Here, institutions are considered as human‐made, social systems that govern the behavior
of individuals within a specific domain in society, enabling certain behaviors while restricting others (Greif,
2006). Relevant institutions in this case are legislation, the judiciary, science, corporations, and the Dutch
government. Participation that diverts from the norms or rules within such institutions tends to be ignored
or even persecuted. For instance, individuals who expose corruption, human rights abuses, or other illegal
activities within organizations or governments often face severe retaliation. Whistleblowers like Edward
Snowden have faced legal action and exile for their actions.

The case highlights the necessity of recognizing forms of technological citizenship as participation, as
institutions play a crucial role in enabling or constraining participation. The goal of this article is to
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demonstrate vulnerability disclosure as a form of uninvited participation, to assess the role of institutions in
supporting or constraining citizen participation, and to highlight the role of citizens in shaping these
institutions to legitimize their participation.

3. Case Study: Volunteer Hackers in the Netherlands

The description of the case study aims to represent the events that occurred between 1980 and 2022 that
impacted and shaped the current practice and norms regarding vulnerability disclosure in the Netherlands.
Four books have been written about volunteer hackers in the Netherlands (Jacobs, 1985; Reijnders, 2023;
van ‘t Hof, 2015, 2021), which are referred to as secondary resources. The events and other sources discussed
in these books, such as court hearings, governmental debates, and parliamentary papers were analyzed in their
original form.

Moreover, a systematic analysis of newspaper articles, court hearings, and parliamentary papers available
online was conducted by searching for relevant terms (e.g.: hacking, hacker, vulnerability disclosure,
computer) within various databases (https://www.delpher.nl, https://www.rechtspraak.nl, https://www.
tweedekamer.nl). From the retrieved information, sources that contain information about hackers in the
Netherlands who disclose vulnerabilities intending to improve cybersecurity were analyzed. Additionally,
international scientific papers and reports describing events relevant to the case were reviewed. Then, based
on the conducted analysis, a timeline was created composed of the events that significantly impacted the
development of the practice and norms regarding vulnerability disclosure in the Netherlands. Most relevant
events from this timeline were written out and divided into three periods:

• Period 1: Hackers as uninvited participants;
• Period 2: Hackers as tolerated participants;
• Period 3: Hackers recognized as crucial participants.

While there are excellent accounts of the development of vulnerability disclosure in other countries, such as
the United States (Ellis & Stevens, 2022; Goerzen & Coleman, 2022), and multiple books on hacker culture
and practice in the Netherlands (e.g., Jacobs, 1985; Reijnders, 2023; van ‘t Hof, 2015, 2021), there is no
comprehensive overview of the developments that led to the current vulnerability disclosure policy in the
Netherlands, and this article fills that gap.

While this case study is situated in the Netherlands, the developments are naturally embedded within a
global context. Similar developments have occurred in other countries, like the United States, which have
influenced the development of vulnerability disclosure in the Netherlands. These influences will be
highlighted as necessary. The description of this case is, however, focused on the evolving cybersecurity
context of the Netherlands—how related laws, regulations, policies, and jurisprudence came into being—and
the role volunteer hackers played in these developments.

3.1. Period 1 (1980–1993): Hackers as Uninvited Participants

In the 1980s, the hacker sub‐culture emerged in the Netherlands, consisting of young individuals who hacked
computers for fun or out of curiosity. Internet access was very expensive at the time, so hackers hacked into
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networks of institutions like universities to get online (Stolwijk, 1990). During their online explorations, they
discovered that many computer systems were poorly secured. On online fora and bulletin boards they shared
methods to access these systems and tricks to exploit functions, allowing them to, for example, make free
phone calls. Later, the “techno‐anarchist magazine” Hack‐Tic was founded, reporting on successful break‐ins
into poorly secured computer systems and offering a platform to share tricks with others in the community
(Gonggrijp et al., 1989).

While some hackers were motivated by fun, others had more ideological reasons. Inspired by hacker
communities in the United States (Levy, 1984) and West Germany, some saw how computers and the
internet could benefit democracy by providing freedom of information and communication (Groenteman,
2006). For example, in the Netherlands, it was emphasized that the emerging internet was a public space
that users were expected to take a part in shaping (Reijnders, 2023; Rustema, 2001; Stikker, 2019).
Consequently, a Dutch hacker criticized the high costs that made the internet inaccessible to the general
public: “Many of these large networks were set up with government funds and then made inaccessible to a
large part of the population due to high usage costs” (Stolwijk, 1990, translation by the author).

Many hackers also recognized the risks of storing personal information on computers. They criticized how
carelessly users handled confidential information and how easily government and corporate systems could
be breached (Gonggrijp et al., 1989; Reijnders, 2023). The fact that these systems were so easily accessible,
and that “boys as young as 13 could freely roam a million‐dollar network” (Stolwijk, 1990, translation by the
author) was seen as unacceptable by these hackers.

Hackers saw breaking into systems as a way to highlight this poor security. Often, gaining access did not
involve much; sometimes, guessing common passwords was enough (Jacobs, 1985). A prominent hacker
summarized their work: “What we do is in the public interest, even if our motivation is usually different”
(Stolwijk, 1990, translation by the author). They understood that exposing vulnerabilities was beneficial to
the public, even if it wasn’t always their primary motivation.

In the Netherlands in 1985, about 20 computer hackers were active, behaving as “gentleman burglars”
(“Kraken van computers kinderspel,” 1985, translation by the author) who did not misuse the information
they illegally obtained but reported the vulnerabilities to the affected parties. Some of their hacks, like the
one at the Dutch Postal Service, made big news. In this case, the hackers did not misuse the data, which
could have caused significant financial damage. The postal service praised the “neat way the gentlemen
handled it” (Schmidt, 1985, translation by the author) and decided to improve their security.

However, most hacked parties, often companies, did not take vulnerability reports seriously and did not
improve their security (Reijnders, 2023). For this reason, hackers often sought publicity to draw attention to
vulnerabilities and pressure companies to take security more seriously. This approach, later known as “full
disclosure” (Goerzen & Coleman, 2020), was not well received by the hacked parties, as it caused
reputational damage and made the company more vulnerable because others could exploit the
vulnerabilities as well. During this period, Dutch companies also suffered from computer fraudsters: hackers
who exploited systems for personal gain (Jacobs, 1985). Despite this, many companies did not report hacks,
as it would not generate good publicity and because hacking was not illegal at the time.
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In 1985, hackers hacked the National Institute for Public Health and the Environment. This was the first time
it became publicly known that a Dutch government institution had been hacked. The hackers had accessed
sensitive patient information. The hacker who publicized the hack said he wanted to prove that citizens’
privacy was not sufficiently protected (“Computers Philips en RIVM gekraakt,” 1985). This hack caused
political upheaval, and the minister of justice took a tough measure: He promised that hacking would be
criminalized (Reijnders, 2023; Schmidt, 1985).

Reactions to this proposal varied. Some argued that as society becomes increasingly dependent on
computer systems, it is important to regulate their use and misuse properly (Stolwijk, 1990). However, there
was also criticism: Wasn’t the real problem that companies took too few security measures? These measures
were available but often expensive and not prioritized. Wouldn’t it be better to solve this issue rather than
criminalize hacking?

Hackers received support from the academic world. Computer science professor Israël Samuel Herschberg
from Delft University regularly sought publicity to argue that these hackers were not criminals; in fact, they
did good work by identifying insecure systems (“Computers vaak zo lek als een mandje,” 1987). According to
Herschberg, these hackers worked according to an ethic: They reported the vulnerability to the owner, gave
them time to fix it, and only sought publicity if that failed. Herschberg also argued that hacking was the only
way to get companies to improve their security. Academics tried to bring this to the fore through scientific
publications but without success. From an academic perspective, hacking was seen as a legitimate way to
disclose vulnerabilities.

In the United States at that time, the media increasingly reported on spectacular computer crackers, who
became the public face of the hacker community (Jordan, 2008; Nissenbaum, 2004). As a result, the term
“hacker” acquired a negative connotation and became increasingly associated with computer users who
broke into computer systems by exploiting vulnerabilities (Oliver & Randolph, 2022). Following the example
of the United States, which began taking tougher action against hackers from 1990 onwards—such as the
arrest of hacker Kevin Mitnick, who was portrayed in the media as a “life‐threatening genius” (Reijnders,
2023) and held in pre‐trial detention for five years; and Operation Sundevil, which cracked down on illegal
computer hacking (Goerzen & Coleman, 2022)—the climate in the Netherlands also became stricter. After an
extensive eight‐year‐long legal process and heated parliamentary debates, in 1993 the Computer Crime Act
was introduced (Koops, 2005). The maximum penalty for hacking or “computer trespassing” was four years’
imprisonment or a fine of €11,250 (Koops, 2005). Nowadays, the maximum penalty for computer
trespassing in the Netherlands is a fine of €22,500 and four years’ imprisonment.

3.2. Period 2 (1993–2018): Hackers as Tolerated Participants

Shortly after the introduction of the Computer Crime Act, the first hacker in the Netherlands was prosecuted.
Although the hacker did not cause any direct damage, he did cause inconvenience because the system had
to be reconfigured (“Computerkraker voor de rechter,” 1995). He was held in pre‐trial detention for 38 days
and sentenced to a six‐month suspended prison sentence and a fine of 5,000 guilders (€2,200; “Nederlandse
rechtbank vonnist,” 1993; Reijnders, 2023).

The new law marked the end of an era for many hackers who had been freely exploring computer networks.
Some took concrete measures, such as setting up an internet service provider so they no longer had to hack
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to access the internet. One of the founders later described the establishment of this provider as “an initiative
to avoid ending up in prison” (Groenteman, 2006, translation by the author). This internet provider, named
XS4ALL, continued to operate as a reputable provider until 2019 and played a significant role in making
internet access available to the general public (Reijnders, 2023).

However, the hacker subculture began to fade. The magazine Hack‐Tic was discontinued in 1995. Some
hackers quit hacking because they then faced prison sentences. Others continued to hack but did so in
secret (“Lastig Hack‐Tic houdt op op papier te bestaan,” 1995). For example, hackers would anonymously
disclose a vulnerability in collaboration with a journalist, sometimes after first warning the hacked party. This
practice would later become known as “responsible disclosure” (RD).

This period thus begins with the criminalization of hacking. However, due to a multitude of developments in
various institutional arenas, the value of disclosing vulnerabilities for cybersecurity is reconsidered during this
period, making it possible for hackers, to some extent, to continue disclosing vulnerabilities. In the following
subsections, I will discuss these developments and the impact they have had.

3.2.1. Lawsuit Casts a Positive Light on Vulnerability Disclosure

Within computer science, vulnerability testing remained a legitimate research method. In 2008, researchers
from theDutch RadboudUniversity found a vulnerability in a chip created by theDutch companyNXP thatwas
usedworldwide in access systems to buildings and public transport, such as the Londonmetro andDutch trains.
The researchers wanted to publish this vulnerability at a scientific conference to warn about the insecurity of
the chip. Moreover, they wanted to demonstrate that the security principle that NXP used in this chip was
flawed. Sevenmonths before the planned publication, the researchers contactedNXP to report the leak so that
NXP could fix it. NXP appreciated the vulnerability report, but wanted to prevent publication and, therefore,
filed a lawsuit against the researchers (Rechtbank Arnhem, 2008; van ‘t Hof, 2015).

NXP argued that the publication of the article should be prevented because it would harm NXP and cause
serious societal and security problems, as it would enable others to crack the chip as well. The researchers
argued that the article’s publication falls under the freedom of expression protected by the European
Convention on Human Rights and should therefore not be stopped. The judge concluded that the security
risks were caused by NXP’s unsafe chip, not by the fact that researchers would publish the vulnerability.
Moreover, the judge stated that publicizing vulnerabilities is in the public interest. The publication could,
therefore, continue.

The judge’s ruling was a legal milestone (van ‘t Hof, 2015) that changed the perspective on vulnerability
disclosure: The judge allowed the publication of a vulnerability discovered by hacking based on the right to
freedom of expression and the promotion of the public good (Rechtbank Arnhem, 2008). This court ruling
placed the hackers/researchers in a new role, equivalent to that of a whistleblower or journalist. With this
ruling, the societal value of disclosing vulnerabilities—at the expense of financial and reputational harm for
the ICT vendor—was established in the Dutch jurisprudence.

Social Inclusion • 2025 • Volume 13 • Article 8876 9

https://www.cogitatiopress.com


3.2.2. Companies and Hackers Start to Collaborate

Also in the rest of the world, hackers continued to detect vulnerabilities. In the United States, the computer
industry increasingly started to understand the value of hacking techniques, like full disclosure, and hackers
themselves (Goerzen & Coleman, 2022). Yet, hackers continued to face the risk of legal repercussions.
Therefore, in 2009, American hackers started the “No More Free Bugs” campaign to initiate consultations for
better compensation and recognition for hackers who voluntarily disclose vulnerabilities (Ellis & Stevens,
2022). As a result, American companies set up “bug bounty” programs, allowing hackers to receive a financial
reward after disclosing a vulnerability. In addition, companies introduced RD policies. RD refers to the
practice of reporting a vulnerability directly to the affected party so that it can be fixed before publication.
Companies with an RD policy invite hackers to find vulnerabilities in their systems, and if hackers follow their
guidelines, the company pledges not to press charges. In 2012, Dutch telecom companies were the first to
adopt an RD guideline.

While in the United States, the commercialization of vulnerability disclosure flourished, in the Netherlands,
reporting vulnerabilities retained its voluntary nature for a time. Hackers usually did not receive a financial
reward, but a public “thank you” and a t‐shirt instead. If hackers disclosed a vulnerability in a government
ICT system, for instance, they would receive a t‐shirt saying “I hacked the Dutch government and all I got was
this lousy t‐shirt” (van ‘t Hof, 2015). However, recently also in the Netherlands, the commercial bug bounty
practice is gaining ground, with bug bounty platforms like Intigriti.

3.2.3. Cyber Crisis Launches Cybersecurity on the Political Agenda

Meanwhile, the role of hackers in Dutch cybersecurity governance received political attention. In 2011, the
Diginotar hack took place in the Netherlands, which was considered a “wake‐up call” (Dutch Safety Board,
2012) that launched cybersecurity on the political agenda. In this hack, the Dutch company Diginotar, which
issues certificates for websites, was hacked, and the reliability of a wide range of websites in the Netherlands
was no longer guaranteed. The hack was claimed by an Iranian hacker (Wollaars & Kaboly, 2011). This caused
a major political stir in the Netherlands because a hack with such a concrete effect had never occurred before
(van der Meulen, 2013).

This crisis led, among others, to the establishment of the National Cyber Security Centre, which had as its aim
coordinating national cyber threats. This crisis also encouraged politicians to reconsider the role of volunteer
hackers in promoting cybersecurity. A member of parliament asked: “Is the minister prepared to investigate
how the government can improve the security of its computer systems with the expertise of hackers, without
the hackers suffering legal consequences?” (Tweede Kamer, 2011, translation by the author). The minister of
security and justice promised that this would be investigated (Tweede Kamer, 2012).

3.2.4. The Government Introduces a Tolerance Policy for Hacking

In 2013, the Dutch government took the first step in the drawing up of new policy regarding vulnerability
disclosure: the RD guideline (National Cyber Security Centre, 2013). The guideline explained how companies
can draw up an RD policy to promote cooperation with hackers. It was based on existing RD policies of
companies in the Netherlands and was essentially an encouragement of self‐regulation between hackers
and companies.
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By publishing this guideline, the Dutch government took a position: “Ethical hacking” positively contributes
to society and this should be encouraged instead of punished. The Netherlands was the first country in the
European Union to draw up a national RD policy (European Union Agency for Cybersecurity, 2022). Yet, the
guideline was negatively received by the hacker community because the law for computer trespassing
remained intact (de Winter, 2013; Hoepman, 2013). As such, the responsibilities of hackers and companies
were out of balance: Hackers were only allowed to report vulnerabilities to companies with their own RD
policy, while companies were only encouraged and not obliged to have such a policy set up—thus, hackers
often still faced a risk of being prosecuted. As a result, the initial problem of unattended vulnerabilities
remained effectively unresolved.

3.2.5. Lawsuit as a Breeding Ground for RD Principles

In a criminal case in 2013, the jurisprudence regarding vulnerability disclosure was further developed. In this
case, a patient of a health institution noticed the (weak) password of a doctor (van ‘t Hof, 2015). The password
gave access to the computer system which contained sensitive patient data. The patient reported the security
breach to the institution, but he did not receive a—in his opinion—quick response, after which he reported the
leak to the media. He invited a local television broadcaster and he downloaded (anonymized) patient data as
evidence. After publicizing the leak, the healthcare institution pressed charges against this “hacker” and the
case appeared in court (Rechtbank Oost‐Brabant, 2013).

The central question in the lawsuit was: Was this patient a whistleblower and did he serve the public interest
by reporting this leak to the media, or did he go too far? The judge stated that three principles are important
to assess whether the hacker disclosed the security breach responsibly: Did he act in the public interest?
Did his action comply with the proportionality principle, i.e., did the suspect not go further than was necessary
to achieve his goal? And did his action comply with the subsidiarity principle, i.e., were there no other, less
far‐reaching ways to achieve the goal? According to the judge, the hacker met the first principle: He served the
public interest with his disclosure. However, he did not comply with the last two principles: The hacker could
have given the organization more time to respond to the vulnerability report before disclosing the breach
publicly, and he did not have to download patient data to report the vulnerability successfully. Therefore, the
hacker received a fine of €750.

After this ruling, the principles of public interest, proportionality, and subsidiarity were adopted by the
Public Prosecution Service in their policy on how to deal with “ethical hackers” (College van
Procureurs‐Generaal, 2013). Within a criminal investigation, these three principles formed the assessment
framework for a “responsible disclosure.” The minister of justice announced two years later that no hackers
had been prosecuted whose hack complied with these principles since 2013 (Tweede Kamer, 2015a), and
available court cases verify this until 2022.

3.2.6. New Governmental Policy Balances the Responsibilities Between Companies and Hackers

In 2015, the House of Representatives criticized government policy, defending that hackers should be able
to report vulnerabilities to companies without their own RD policy (Tweede Kamer, 2015b). After the
evaluation of the national RD policy in 2015, which concluded that RD contributes to strengthening the
digital resilience of the Netherlands (Tweede Kamer, 2015a), and discussions with the hacker community
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(Tweede Kamer, 2018), an updated version of the policy was published in 2018. The original name
“responsible disclosure,” indicating the responsibility that hackers must take to report vulnerabilities, was
adapted to “coordinated vulnerability disclosure” (CVD), emphasizing the fact that both parties, the hacker
and the recipient, must handle communication about the vulnerability responsibly. The principles of public
interest, proportionality, and subsidiarity were included in the policy. If a hacker reports a vulnerability to an
organization and works according to these principles, the hacker is not punishable, even if a company does
not have its own CVD policy.

At this time, the combination of governmental policy and jurisprudence made vulnerability disclosure without
facing punishment possible again—to a certain extent. The law against computer trespassing continued to
exist, but because sufficient jurisprudence had been developed, hackers who hack according to the CVD
principles did not have much to fear in court. The Dutch policy is, therefore, a tolerance policy, a form of
“positive eliciting” (Harms, 2017, p. 1): Hacking is allowed, and hackers are encouraged to do so, provided they
act according to the CVD principles.

3.3. Period 3 (2018–2022): Hackers Recognized as Crucial Participants

The new national policy and jurisprudence provided new possibilities: Hacking was allowed if hackers adhered
to the CVD principles. As a result, hackers started to act in accordance with these principles. By doing so, they
claimed a legitimate role in cybersecurity governance.

In 2019, the Dutch Institute for Vulnerability Disclosure (DIVD) was founded. DIVD is an organization of
volunteers who scour the internet for vulnerabilities. DIVD hackers structurally violate the Computer Crime
Act when they search for vulnerabilities. But because they work according to a code of conduct that includes
the CVD principles, they avoid prosecution. Furthermore, being part of an established community increases
the chance that a receiver of a vulnerability report takes the breach seriously (van ‘t Hof, 2021, p. 217).

In recent years, DIVD and other volunteer hackers have played a central role inDutch cybersecurity governance.
Notably, there are gaps within formal Dutch cybersecurity governance: There is no central desk for receiving
and sharing information about security threats with all affected parties. The National Cyber Security Centre
coordinates and shares security threats, but its mandate is limited to “vital” companies and organizations, such
as electricity and water suppliers. Consequently, non‐vital companies and smaller organizations do not receive
crucial cybersecurity information, putting them at a disadvantage. Additionally, the distinction between vital
and non‐vital companies is becoming increasingly blurred due to chain dependency.

Volunteer hackers fill this gap by scanning organizations for vulnerabilities and personally notifying themwhen
their systems are vulnerable. In 2019, DIVD security researchers played a crucial role in a major cybersecurity
crisis by directly notifying the organizations that were at risk of being attacked (van ‘t Hof, 2021). Also, DIVD is
setting up an academy in which novice hackers can learn the skills of hacking according to the CVD guidelines.

Volunteer hackers now have a unique role in the cybersecurity network and they are tolerated when they
hack to find vulnerabilities if they adhere to the CVD principles. The role of volunteer hackers in maintaining
cybersecurity is increasingly recognized by the Dutch government. The Dutch Safety Board concluded in
their investigation of a major cybersecurity incident caused by the Citrix vulnerability in 2020 that “volunteer
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security researchers played a crucial role in incident response” (Dutch Safety Board, 2021, translation by the
author). The role of volunteer hackers was also repeatedly referred to as crucial and indispensable during
debates in the Dutch parliament (Tweede Kamer, 2022a). Since 2022, DIVD has received a temporary subsidy
to strengthen cyber resilience in non‐vital sectors.

However, the government also recognizes that the contribution of these hackers is voluntary and, therefore,
not structurally guaranteed (Dutch Safety Board, 2021). Members of parliament have called for a more
formally embedded role of volunteer hackers in cybersecurity governance (Tweede Kamer, 2022a).
However, formalizing volunteer hacker communities would not be beneficial, as it would prevent them from
continuing their activities. A government organization cannot actively scan for weaknesses without a legal
basis (Tweede Kamer, 2022a). Consequently, members of parliament requested the government to set up a
multi‐year subsidy scheme to structurally finance “ethical hacker collectives” (Tweede Kamer, 2022b).

As of 2022, volunteer hackers who search for vulnerabilities have secured a central role in the Dutch
cybersecurity landscape. They are supported by government policies and legal precedents. This new role of
hackers as allies is now firmly established within the cybersecurity community. However, the government is
currently figuring out how to ensure their voluntary contributions, as Dutch cybersecurity has become
partially dependent on their efforts.

4. Discussion

This case study has shown the role of Dutch volunteer hackers in the development of the Dutch
vulnerability disclosure policy. Since the 1980s, hackers have aimed to make the internet safer by exposing
vulnerabilities. Initially, the Dutch government viewed hacking as inherently illegal, which hindered these
efforts. Hackers’ contributions were not accepted as a form of participation, and the government
criminalized hacking, positioning hackers as part of the problem. However, over time, the government’s and
other stakeholders’ perspectives shifted. Today, the contributions of volunteer hackers to cybersecurity
governance are recognized and encouraged, albeit to a limited extent.

The hackers described in this case study can be seen as part of a public emerging to address collective
concerns. Hackers’ activities represent a form of material participation (Marres, 2012). Through their
interactions with digital technologies in private, social, and public spheres, these hackers have played a central
role in addressing cybersecurity vulnerabilities, showcasing technological citizenship. Hackers highlighted the
importance of cybersecurity across political, corporate, scientific, and public agendas, prompting solutions
from the government and private sector. While some hackers may have had political motivations, many
hackers disclosed vulnerabilities for personal development, a sense of justice, satisfaction in finding flaws,
collaboration or competition with others, or peer recognition (Jordan, 2008; Weulen Kranenbarg et al., 2018).
Despite their varied motivations, these hackers’ actions over the past 40 years have had political impacts.
Each hack to disclose vulnerabilities has contributed to raising awareness about the importance of
cybersecurity. By disclosing vulnerabilities, the hackers have initiated discussions on responsibility and
accountability for securing digital systems, making their private acts have public consequences.

By moving between private, social, and public spheres, the volunteer hackers navigated hostile institutions.
Depending on their goals and context, they could disclose vulnerabilities either directly or publicly. Public
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disclosure aimed to raise awareness and exert pressure on the affected party to take action, particularly if
no measures had been implemented. In contrast, direct disclosure was most effective when there was strong
collaboration with the recipient, such as companies with established RD or CVD policies, or when national
policies and legal frameworks permitted it.

Further, the hackers united around shared goals to strengthen their position against hostile stakeholders,
forming a social community. Although campaigns such as the “No More Free Bugs”—which raised awareness
about the unfair treatment volunteer hackers faced from the private sector—took place in the United States,
they impacted developments in the Netherlands. By establishing DIVD, hackers leveraged national policies
and legal frameworks under CVD principles. DIVD hackers addressed security gaps left by the Dutch
government and private sector, exemplifying technological citizenship in the social sphere where citizens
tackle issues neglected by the government and market (Gardenier et al., 2024). These hackers organized to
address societal cybersecurity gaps overlooked by companies and government agencies. Cybersecurity
companies often miss threats to civil society (Maschmeyer et al., 2020), and the National Cyber Security
Centre focuses only on vital infrastructure, leaving many organizations unprotected. These volunteer
hackers filled this gap. Through community building and active engagement, these hackers have gained
credibility among other cybersecurity stakeholders, enabling them to continue disclosing vulnerabilities on a
national scale. With the bug bounty industry gaining ground in the Netherlands, these hackers can also
increasingly take on this role with financial incentives.

In summary, this case illustrates that participation in the digital age spans private, public, and social spheres,
with citizens navigating these realms based on their goals and hostile or supportive institutional elements.

4.1. Vulnerability Disclosure Enabled or Constrained by Institutional Arrangements

The case study further illustrates how institutions can enable or constrain citizen participation (cf. Giddens,
1984). As shown here, participation can be uninvited (Wynne, 2007) and may face obstacles if not
recognized or endorsed by institutions. Institutions govern the behavior of individuals within a specific
domain in society, enabling certain behaviors while restricting others (Greif, 2006). The institutions of
legislation, the judiciary, science, and government have all played a role in regulating the behavior of hackers
in this case. Some institutions constrained hacking in certain periods, while other rules enabled hacking
under certain conditions in later periods. Table 1 provides an overview of how particular institutions
regulated the behavior of hackers over different periods.

During the first period, hacking was new and emerging, not confined by any policies or laws, allowing hackers
to operate freely. In the second period, hackingwas criminalized, and hackers faced severe restrictions on their
ability to disclose vulnerabilities, making it nearly impossible for them to continue their work without risking
prison sentences or fines. The prospect of a legal sanction deterred hackers from continuing to hack after
it was criminalized in 1993. This impeded the practice of vulnerability disclosure, even though hackers and
computer scientists recognized its value formaintaining cybersecurity as early as the 1980s. In the third period,
hacking became legitimized under certain conditions, enabling hackers to continue addressing collective issues
by disclosing vulnerabilities. This demonstrates that institutions can both constrain and enable citizens to deal
with the opportunities and risks of digitization.
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Table 1. Overview of how institutions regulated the behavior of hackers.

Period Hostility or support by institutions Behavior by hackers

1 Hacking is first unseen, and later criminalized by the Dutch
government. Within the computer science community, disclosing
vulnerabilities is seen as a legitimate practice.

Hackers find and disclose
vulnerabilities.

2 Hacking is criminalized, but the public value of vulnerability
disclosure is recognized through court cases, the collaboration
between hackers and the private sector, and a cybercrisis that
generated awareness for cybersecurity. This leads to new
government policy that tolerates hacking under certain conditions.

Some hackers quit hacking,
others continue to disclose
vulnerabilities, but in secret.

3 The Dutch government recognizes hackers as crucial participants in
cybersecurity governance and searches for structural support.

Hackers find and disclose
vulnerabilities according to
CVD principles.

4.2. Hackers Playing a Central Role in Legitimizing Their Participation

Importantly, hackers played a central role in legitimizing their participation by influencing the change of rules
and normswithin institutions. They engaged across private, social, and public spheres, interacting with various
institutional organizations—including legislators and the private sector—to shape vulnerability disclosure as a
legitimate form of citizen participation.

In the second period, the Dutch government’s hostility towards hackers diminished as the societal impact of
vulnerabilities and the crucial role of hackers in addressing them became clear. Over time, institutional
arrangements that initially rejected vulnerability disclosure evolved. Notably, the Dutch government was not
the primary driver of these changes. This shift resulted from developments and interactions among various
institutions, including the judiciary, the private sector, science, and the parliament. Hostility towards hackers
faded as stakeholders increasingly recognized the societal value of vulnerability disclosure: Private sector
companies began collaborating with hackers, and vulnerability disclosure remained a legitimate research
area in computer science. The judiciary’s recognition of vulnerability disclosure as a public good marked a
pivotal shift in legitimizing hackers’ contributions. Additionally, a disruptive cyber crisis further shifted the
government’s perspective on vulnerability disclosure.

This evolution aligns with the systemic approach to deliberative democracy, which assumes that
deliberation, democratic engagement, and legitimacy are distributed across various societal fora, including
legislatures, companies, universities, voluntary organizations, and the judiciary (Mansbridge et al., 2012).
It highlights that the state is not the sole agent in certifying or rejecting participation; other institutions also
play a role in the legitimization process. The case demonstrates how multiple stakeholders jointly shaped the
practice of vulnerability disclosure into a new and responsible form of citizen participation. Eventually, the
Dutch government, the private sector, and the hacker community shaped norms around vulnerability
disclosure to benefit the public good and foster technological citizenship. They explored how hacking could
strengthen cybersecurity while acknowledging the dangers posed by malicious hackers, who are, after all,
the security risk. Even well‐meaning hackers sometimes caused harm by publicly disclosing vulnerabilities,
possibly further damaging the vulnerable party. Therefore, it was essential to establish norms to guide
vulnerability disclosure and make it a responsible practice.
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Hackers’ participation over 40 years has had various effects. Politics, policymaking, technology development,
cybersecurity crises, corporate perceptions of hackers, and the judiciary have all influenced what counts as
“participation” in Dutch cybersecurity governance. This does not mean that before government policy on
vulnerability disclosure, hackers were not “participating,” or that their hacking before RD principles was not
“responsible.” Importantly, by examining the various ways hackers participate and the role of institutions in
either supporting or limiting their actions, it becomes evident that their involvement is shaped by how
institutions—such as politics, the judiciary, and science—either include, validate, or exclude citizens, all
within the context of ongoing technological advancements. As this case demonstrated, citizens play a crucial
and mutually shaping role in these developments, particularly concerning issues like vulnerability disclosure.
They drive new forms of participation to address collective issues, actively influencing how these issues are
understood and acted upon. Through their interactions with technology in private, social, and public spheres,
citizens influence the role of digital technology in society. It is essential that these diverse forms of citizen
participation are recognized and supported by institutions, enabling citizens to address their concerns and, in
doing so, promote democracy in an increasingly digital world.

How, in this case, could volunteer hackers be further supported? The Dutch government is currently searching
for a way to structurally back hackers’ participation to ensure the cyber‐security of the Netherlands, given the
country’s partial reliance on their efforts. However, this case demonstrates that institutionalizing hackers—by
making them a state entity—would undermine the initiative itself. The effectiveness of hackers in their current
role relies on their independence and volunteer nature. Rather, institutional support that can take various
shapes or forms is necessary to ensure the endurance of this form of voluntary citizen participation.

The role of hackers could be strengthened by finding ways to support their independent and voluntary work.
Legal frameworks regarding hacking could be adjusted to ensure that disclosing vulnerabilities is not treated
as a criminal offense, thus alleviating the legal risks hackers still face. For example, research into security
vulnerabilities could be framed as a right, accompanied by a responsibility to disclose findings in a manner
that enhances information security (van Daalen, 2022). Additionally, promoting the practice of CVD within
the hacking community could encourage novice hackers to follow CVD guidelines, inspired by positive peer
examples (Weulen Kranenbarg et al., 2018). Policymakers could also support bug bounty programs based on
commercial or community‐driven CVD initiatives (Zrahia, 2024). With the contributions of volunteer hackers
now recognized, it becomes possible to identify effective ways to support their constructive efforts to address
the public interest.

5. Conclusion

This article has demonstrated the role of voluntary hackers in addressing ICT vulnerabilities in the Netherlands.
Although hacking has been illegal since 1993, hackers who find and disclose vulnerabilities directly to ICT
vendors are now tolerated and play a crucial role in Dutch cybersecurity governance. The Dutch government,
the private sector, and the hacker community have collaboratively shaped the practices and norms surrounding
vulnerability disclosure, making it a practice of technological citizenship that benefits the public good.

The hackers described in this case emerged as a public to address and shape the issues caused by the
digitization of society through hacking. This case demonstrates that while citizens can play a vital role in
tackling issues related to digitization, their contributions can remain unrecognized or constrained by
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institutions. It also shows how institutions can support citizen participation when citizens’ contributions to
the governance of digitization are recognized. Furthermore, it emphasizes the crucial role that citizens play
in shaping these institutions to legitimize new forms of participation. The case of Dutch volunteer hackers
demonstrates that it is essential to acknowledge and empower citizens’ contributions to the governance
of digitization and enable technological citizenship in various domains to foster a resilient democratic
digital society.
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