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Abstract 
Traditional urban planning processes typically happen in offices and behind desks. Modern types of civic participation 
can enhance those processes by acquiring citizens’ ideas and feedback in participatory sensing approaches like “People 
as Sensors”. As such, citizen-centric planning can be achieved by analysing Volunteered Geographic Information (VGI) 
data such as Twitter tweets and posts from other social media channels. These user-generated data comprise several 
information dimensions, such as spatial and temporal information, and textual content. However, in previous research, 
these dimensions were generally examined separately in single-disciplinary approaches, which does not allow for 
holistic conclusions in urban planning. This paper introduces TwEmLab, an interdisciplinary approach towards 
extracting citizens’ emotions in different locations within a city. More concretely, we analyse tweets in three 
dimensions (space, time, and linguistics), based on similarities between each pair of tweets as defined by a specific set 
of functional relationships in each dimension. We use a graph-based semi-supervised learning algorithm to classify the 
data into discrete emotions (happiness, sadness, fear, anger/disgust, none). Our proposed solution allows tweets to be 
classified into emotion classes in a multi-parametric approach. Additionally, we created a manually annotated gold 
standard that can be used to evaluate TwEmLab’s performance. Our experimental results show that we are able to 
identify tweets carrying emotions and that our approach bears extensive potential to reveal new insights into citizens’ 
perceptions of the city. 
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1. Introduction 

Traditional urban planning processes typically take 
place in offices and behind desks, and thus oftentimes 
neither fully comply with citizens’ needs nor sufficient-
ly account for neogeographic and Web 2.0 phenomena 
like participatory planning or online participation 
(Brenner, Marcuse, & Mayer, 2012). This is increasingly 
problematic as citizen participation initiatives become 
more demanding and clearly articulate their claim for 
participation in urban planning and decision-making 
processes. The recent developments mentioned above 
are highly suitable for assessing citizens’ subjective 
emotions and observations, which are a key element in 
participatory planning (Nold, 2009). In this context, 
participatory sensing approaches like “People as Sen-
sors”, Collective Sensing and Volunteered Geographic 
Information (VGI) (Resch, 2013) can undoubtedly play a 
key role, but their potential has not been fully exhaust-
ed so far. 

These citizen-centric approaches are critical for the 
future of urban planning because the weighting pro-
cess of all public and private interests is one of the core 
elements of urban planning (Zeile, Resch, Exner, & Sagl, 
2015). It ideally considers all public and private parties 
and minimises conflicts to achieve optimal planning re-
sults, preferably for all citizens. Thus, all available 
information and knowledge sources should be consid-
ered in the planning process (Pahl-Weber, Ohlenburg, 
Seelig, von Bergmann, & Schäfer, 2013). 

The sources of user-generated data introduced 
above are therefore potentially of significant interest 
for urban planning processes. In fact, they have been 
used in a variety of disciplines throughout the last dec-
ade, ranging from urban planning and sociology to 
geoinformatics, computer science and computational 
linguistics. This is because these data inherently cover 
a range of information dimensions such as, for in-
stance, spatial and temporal information, as well as the 
textual content. In previous research these dimensions 
were generally examined separately in single-
disciplinary approaches. As such, text analysis, geospa-
tial interpolation, time series analysis, etc. have not been 
combined into a single joint method. However, using 
such separate research approaches severely limits the 
significance of the results as no holistic conclusions can 
be drawn for urban planning (see Section 2). 

A further issue in capitalising on user-generated da-
ta such as social media posts in urban planning is that 
previous approaches do not work reliably because they 
have been designed for edited text. Examples of these 
approaches include Capdevila, Arias and Arratia (2016), 
Kouloumpis, Wilson and Moore (2011), or Hauthal and 
Burghardt (2013). These previous approaches do not 
perform well with social media posts like Twitter tweets 
as these data are characterised by a higher level of un-
certainty and dimensionality (Steiger, Resch, & Zipf, 

2015). More concretely, social media posts contain a 
large portion of slang words, abbreviations, emoticons, 
irregular punctuation, “yoof speak”, or other words that 
cannot be found in standard dictionaries, which most 
previous approaches work with (Eisenstein, 2013). 

In consequence, new approaches need to be found 
to analyse user-generated text content. Rather than 
analysing text in traditional ways, such as like rule-
based methods, string comparison, word-matching, or 
phrase detection, more intelligent ways have to be de-
signed to reliably analyse social media posts. In this 
context, self-learning systems (neural networks, semi-
supervised labelling mechanisms, etc.) seem to be the 
most promising approaches (Eisenstein, 2013). This 
shift towards more complex text analysis algorithms al-
so necessitates close collaboration between 
researchers from urban planning, geoinformatics, and 
computational linguistics. 

This paper introduces a citizen-centric urban plan-
ning approach that uses tweets to assess citizens’ 
perceptions of the city and associated emotions in an 
interdisciplinary manner. More precisely, we extract 
emotions from tweets in geo-space, time, and linguistic 
space in a semi-supervised learning algorithm by label-
ling posts, i.e. by assigning a distinct emotion class (see 
next paragraph) to each post. Therefore, we leverage 
the concept of similarity, which exists in all three di-
mensions. Our proposed solution, TwEmLab (Twitter 
Emotion Labeller), constitutes a full-fledged implemen-
tation pipeline that allows for the classification of 
tweets into emotional classes in a multi-parametric ap-
proach. Our experimental results show that emotions 
can be conditionally detected in an integrated space, 
time, and linguistics method (validated through a gold 
standard) and that the approach can potentially signifi-
cantly enhance urban planning processes. In contrast 
to numerous previous approaches, our research does 
not aim to use conventional ways of assessing emo-
tions or purely map them (see Section 2). Thus, our 
paper does not deal with the general topic of emotion 
mapping, but rather presents a specific approach for 
extracting emotions from social media for use in urban 
planning. Furthermore, our integrated space-time-
linguistics approach goes beyond previous research 
methods, which have oftentimes been presented as 
“spatio-temporal analysis”, while merely being meth-
ods for emotion extraction and subsequent spatial or 
temporal analysis. 

As a basis for extracting emotions we use a modi-
fied version of the emotion model by Ekman and 
Friesen (1971), which defines six basic emotions. How-
ever, recent research found that two pairs of emotions 
can be merged into only two emotions due to their 
high similarity. This results in four basic emotions: hap-
piness, anger (including disgust), sadness, and fear 
(Jack, Garrod, & Schyns, 2014). In addition, our re-
search defines the class “none” (no emotion is present 
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or can be unambiguously detected in a tweet). Fur-
thermore, we use the subdivision of these basic 
emotions by Shaver, Schwartz, Kirson and O’Connor 
(1987), which assigns more granular emotions to the 
four emotion classes. The structure of this paper is as 
follows: This introduction is followed by a section on 
related work in emotion detection in social media 
posts and citizen-centric urban planning. Thereafter, 
we present our approach from a theoretical viewpoint, 
i.e., the process of generating a set of labelled tweets 
from unlabelled ones. Section 4 then lays out the case 
study and our results, before Section 5 presents the 
evaluation of our results together with a discussion of 
the approach and the results. Finally, the paper ends 
with a set of key conclusions. 

2. Related Work 

Our presented approach addresses the overarching 
topic of citizen-centric urban planning, for which we 
concretely developed a method for extracting emo-
tions from user-generated data, leveraging the concept 
of “similarity” in three dimensions (geo-space, time, 
linguistics). The following paragraphs describe related 
work in these areas. 

2.1. Citizen-Centric Urban Planning 

Jane Jacobs was one of the pioneers of a bottom-up 
and citizen-centric planning approach (Jacobs, 1961). 
The central questions are: How is it possible to inte-
grate all heterogeneous interests into the planning 
process? How can citizens’ perceptions of urban spaces 
be measured? How can new technological approaches 
improve the entire process? The Urban Emotions ap-
proach addresses these questions by using “human 
sensor” data, generated by social media, wearable sen-
sor technology, and participatory sensing approaches, to 
develop a method set that creates a new point of view, 
viewing the “city as an organism” (Resch, Summa, Sagl, 
Zeile, & Exner, 2015). This approach is clearly influenced 
by the work of (Castells, 1996). Batty et al. (2012) state 
that, effectively, only citizens can make a city truly “intel-
ligent” (in contrast to technologically driven 
understandings of Smart Cities), where “collective sen-
sors” (e.g. social media channels or the cell phone 
network) are used to create a better understanding of 
humans’ interactions and mobility in cities. Derived spa-
tial, temporal, and spatio-temporal patterns help to 
identify urban processes and to characterise special so-
cial-cultural movements and developments. 

2.2. Emotion Mapping 

Emotion mapping is an emerging way of collecting and 
visualising citizens’ feelings and perceptions. This field 
of research has its origins in the 1970s and tries to ex-

plain the relationship between the perception of the 
natural and the built environment (R. M. Downs & 
Meyer, 1978). In a cartographic representation, which 
is called “mental maps” or “cognitive maps”, the sub-
jective perception of people in (urban) space segments 
are visualised (R. Downs & Stea, 1974). The “Image of 
the City” describes the concepts of a cognitive repre-
sentation of space: “We are not simply observers of 
this spectacle, but are ourselves a part of it, on the 
stage with the other participants. Nearly every sense is 
in operation, and the image is the composite of them 
all” (Lynch, 1960). ”The steadily rising importance and 
the use of these maps in urban planning is addressed in 
the well-known ‘Mappiness Project’ or the work on 
Emotional Cartography” (Nold, 2009). A new approach, 
which is driven by the “quantified self” movement and 
the increasing availability of wearable sensors, is the 
analysis of physiological measurements to derive emo-
tion information (Zeile, Resch, Loidl, & Petutschnig, 
2016). However, the main goal of these efforts is to 
map and visualise emotion information, which is in 
contrast to our work where the aim is to extract emo-
tions from social media for use in urban planning. 

2.3. Extraction of Emotion Information from  
User-Generated Data 

The field of “sentiment analysis” typically deals with a 
word’s, sentence’s, or document’s polarity, i.e., wheth-
er it conveys a positive, negative, or neutral sentiment. 
Additionally, research has been conducted to deter-
mine the expressed sentiment’s strength (Liu & Zhang, 
2012). For our purpose we need a more sophisticated 
emotion model because knowing a tweet’s polarity is 
not sufficient to convey the type of emotion, which is 
vital to understanding urban processes. 

Detecting emotions from tweets focuses on classi-
fying Twitter posts according to a number of distinct 
emotions. The two approaches by Roberts, Roach, 
Johnson, Guthrie and Harabagiu (2012) and Bollen, 
Mao and Pepe (2011) analyse the results of large-scale 
events and their influence on Twitter traffic for one or 
more days. In doing so, singular small-scale variations 
of Twitter traffic might be overseen. These smaller 
events may be important for urban planning as they af-
fect smaller, local areas. Additionally, both approaches 
lack the geographic component, which is essential to 
our approach. Also, these previous efforts neglect the 
possibilities that arise for emotion detection from 
emoticon analysis. 

Another approach by Hauthal and Burghardt (2013) 
aims to detect emotions in VGI, and to map emotional 
hot spots in a city. However, the approach works on 
the basis of a simple syntactical word-matching algo-
rithm that is not able to cope with the complexity of 
unstructured text data like Twitter tweets and other 
social media posts. The same applies to López-Ornelas 



 

Urban Planning, 2016, Volume 1, Issue 2, Pages 114-127 117 

and Morales Zaragoza (2015) and McGuire and Kampf 
(2015) who only analysed Twitter hashtags, and Do, 
Lim, Kim and Choi (2016) who pursue a lexicon-based 
approach that aggregates the weighted tweet-
frequency values of words. 

Strapparava and Mihalcea (2008) evaluate different 
algorithms that work in an unsupervised manner or 
with automatically obtained training data. Although 
the news headlines analysed by the authors share cer-
tain properties with tweets, such as brevity and 
partially incomplete sentences, they cannot be directly 
compared. While newspaper headlines are a source for 
short but edited text, tweets are not. Although news 
headlines can be considered as having a spatio-
temporal dimension because they generally refer to 
current events, tweets are explicitly georeferenced and 
tagged with a timestamp. Thus, their approach inade-
quately takes the spatio-temporal dimension into 
account. 

2.4. Linguistic Similarity 

As mentioned in Section 1, our approach uses spatial, 
temporal, and linguistic similarity. Agirre, Cer, Diab and 
Gonzalez-Agirre (2012) define semantic textual similarity 
as “the degree of semantic equivalence between two 
texts”. The main difference between their approach and 
ours is that they define a similarity rating of zero be-
tween two texts as “on different topics”. In contrast to 
this, the topic does not influence the similarity score in 
the similarity metric proposed in this paper. In other 
words, the two definitions of similarity serve a different 
purpose and therefore the definition above is not appli-
cable to the task at hand. To emphasise this contrast, we 
do not define textual similarity in terms of semantics, 
but with respect to a text’s linguistic properties. 

Many common similarity metrics for documents are 
defined on the documents’ vector representations (Ba-
ba et al., 2015; Hill, Reichart, & Korhonen, 2015). 
However, because the data in our approach are not 
represented as vectors, geometric metrics are not ap-
plicable. This is due to the fact that the representation 
as a vector encodes the use of one dimension per fea-
ture, which would undermine the idea of a three-

dimensional analysis based on the different dimensions 
of Twitter data. Furthermore, a vector would result in a 
bias towards the linguistic dimension as we define nu-
merous linguistic features, but only a single parameter 
for the temporal and spatial dimensions, respectively. 
Consequently, a completely new approach to similarity 
computation is necessary in order to leverage the mul-
tiple dimensions. 

3. Method for Extracting Emotions from Unedited Text 

This section introduces our method for extracting emo-
tions from unedited text like tweets. Figure 1 illustrates 
the stepwise method overview, in which we produce a 
set of labelled tweets from raw tweets, i.e., tweets are 
assigned a distinct emotion class. This is achieved by a 
semi-supervised learning approach, which labels 
tweets on the basis of a subset of the gold standard 
(“seeds”). The following subsections describe the single 
steps in more detail. 

3.1. Data Preprocessing 

The preprocessing step removes all tweets from our 
dataset that are not useful for our actual research 
goals. Furthermore, we apply a part-of-speech (POS) 
tagger (Owoputi et al., 2013) and a lemmatisation 
method (Manning et al., 2014) to optimise the dataset 
that is used for the subsequent analysis. 

To eliminate non-relevant tweets, we first delete 
URLs and mentions of other users. This needs to be 
done because URLs are oftentimes abbreviated 
through services like bit.ly or goo.gl, and mentions, i.e., 
user names, are not unambiguous carriers of a tweet’s 
emotion. If tweets are found to be empty after this first 
step, they are excluded from the dataset. 
Second, we remove all tweets that do not contain any 
English words. According to Lui and Baldwin (2014), 
language identification of tweets is a complex problem, 
for which no perfectly accurate solution exists so far. 
To account for this shortcoming, we assessed the im-
plications of wrongly classified tweets for the gold 
standard production (see Subsection 3.2) and similarity 
computation (see Subsection 3.3). Two cases have to

 
Figure 1. Workflow of the method for extracting emotions from unedited text. 
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be distinguished when considering the case of English 
versus all other languages. i.) tweets written in a 
different language are wrongly classified as English, 
thus remaining in the dataset. Consequently, if tweets 
are written in different languages they are probably 
not linguistically similar to each other. ii.) tweets writ-
ten in English are wrongly classified as any other 
language and consequently discarded from the da-
taset. To reach the goal of eliminating non-English 
tweets, we combined two freely available state-of-the-
art language classification tools in a voting architecture 
as proposed by Lui and Baldwin (2014): lang-id.py and 
compact language detector (cld2). 

3.2. Annotation—Producing the Gold Standard 

The production of a gold standard is necessary as we 
use a semi-supervised learning (SSL) approach for label-
ling the tweets. The SSL method requires a subset of 
ground-truth data to train the system and to evaluate 
the results. We base our annotation procedure on the 
work of Roberts et al. (2012), but adapted their ap-
proach to our environment and goals. Concretely, we 
employ more annotators (5 rather than 3) and we select 
annotators with little pre-knowledge in computational 
linguistics to avoid biases. In a related approach, Bala-
bantaray, Mohammad and Sharma (2012) use seven 
emotion categories (Ekman and Friesen’s six categories 
plus “no emotion”). We leverage new research results 
from emotion psychology, which defines four emotions, 
as stated in the introduction (see Section 1). Further-
more, the authors of the related study download tweets 
and user information randomly. In contrast, we use 
tweets originating from a particular place and time, 
which makes our data more homogenous in space, time, 
and user base, and hence easier to annotate. 

In the actual annotation follows a three-phase pro-
cess. The first annotation phase is the initial instruction 
phase to achieve a general agreement on the standard 
of the annotation procedure. Before the actual annota-
tion, all annotators receive an annotation manual, 
providing all participants with the necessary infor-
mation to understand the task and to standardise the 
resulting annotations, including a tree-like emotion 
structure that contains “sub-emotions” to each of the 
basic emotions (Shaver et al., 1987). The second phase 
constitutes a test phase in which the annotators indi-
vidually label the same set of tweets. The results are 
then evaluated using the kappa metric for measuring 
the inter-annotator agreement. Concretely, we use the 
Fleiss Kappa index (Fleiss, 1971), which generalises the 
original Cohen’s Kappa (Cohen, 1960) to more than 
two annotators and classes. The basic idea behind the 
kappa metric is to not simply measure the percentile 
agreement between two or more annotators, but to 
normalise this value by the expected agreement (pro-
duced by chance). The basic formula is (po-pe)/(1−pe), 

wherein pe is the expected (chance) agreement and po 
is the observed agreement. The larger the kappa value 
is, the higher the probability that the result was not 
produced by chance (Bortz, Lienert, & Boehnke, 1990). 
The second phase is completed if the kappa results are 
sufficiently high (at least 0.68). It shall be noted that 
the value of 0.68 represents broad agreement in the 
domain of computational linguistics, but further inves-
tigation is needed as to whether a lower threshold can 
be used when annotating emotions in tweets. 

The third phase is the main annotation phase, in 
which all annotators individually annotate a different 
large set of tweets. This procedure provides a good 
compromise between ensuring high-quality annota-
tions and reducing the load on each annotator. For the 
actual annotation we used the Crowdcrafting platform, 
which was chosen because of its free and open source 
nature and because of the promise of handling the task 
distribution correctly. Annotators were asked to label 
the same 400 randomly chosen tweets, which is a sig-
nificant number to be used as a gold standard for the 
semi-supervised learning method, as widely agreed 
upon in existing literature. 

3.3. Similarity Computation and Graph Construction 

As a basis for classifying tweets according to contained 
emotions in a graph-based approach (see Subsection 
3.4) we first need to perform a similarity computation. 
In our case, the concept of similarity is defined as the 
likelihood that two tweets contain the same emotion. 
The similarity computation comprises three dimen-
sions, namely linguistic similarity, spatial similarity, and 
temporal similarity, which are combined to a single 
similarity value. As the details of the similarity compu-
tation are described in a separate research paper 
(Summa, Resch, & Strube, 2016) and because of its 
complexity, the following paragraph only provides a 
basic description of this process. 

The similarity in the spatial and temporal dimen-
sions are both formulated in exponential decay 
functions (see Subsection 4.1), in accordance with ex-
isting literature (Li, Goodchild, & Xu, 2013; Sakaki, 
Okazaki, & Matsuo, 2010). The computation of linguistic 
similarity uses the following “feature groups”: hashtags, 
POS tags, word properties (word length, uni-, bi- and tri-
grams), emojis, spelling (e.g., recurring letters), and 
punctuation (e.g., several exclamation marks). More de-
tails on how these feature groups were defined can be 
found in Summa, Resch, & Strube (2016). 

After the similarity between two tweets has been 
computed, the graph, which constitutes the input for the 
semi-supervised learning approach, is constructed. The 
graph is defined by the tweets (nodes) and the pairwise 
similarity values between tweets (weighted edges). If 
two tweets are not considered similar at all they receive 
an overall similarity score of zero, and no edge between 
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the two respective nodes is established in the graph. It 
is evident that the graph’s density strongly depends on 
the edge weight threshold, which defines how many 
edges the graph contains. This is important because 
the graph’s density (number of edges) clearly 
influences the SSL algorithm’s running time and 
memory consumption. Finally, a node without any 
edges will not be part of the graph. This property is rel-
evant for the evaluation because there is no guarantee 
that all seed and test tweets will actually be included in 
the graph. 

3.4. Graph-Based Machine Learning for Labelling 
Tweets 

For labelling the tweets (assigning an emotion to every 
tweet), we use the graph-based SSL algorithm Modified 
Adsorption (MAD), which has been found to be the 
most suitable method because “MAD is most effective 
for graphs with a high average degree, that is, graphs 
where nodes tend to connect to many other nodes” 
(Talukdar & Pereira, 2010). This is the case in our ex-
periments as we initially calculate connections 
between all tweets. Generally speaking, graph-based 
SSL algorithms operate on a graph that is formally 
defined as G = (V, E, W). The entities that are to be 
classified (tweets) are represented as nodes V, whereas 
possible connections between them are represented as 
edges E. Additionally, a matrix W stores the edges’ 
weights (Bengio, Delalleau, & Le Roux, 2006). MAD is 
an example of transductive learning, i.e., no distinct 
training and test phases are conducted, but all instanc-
es are instantly labelled (Zhu & Ghahramani, 2002). 

3.5. Evaluation Procedure 

The evaluation of our results is difficult as no compara-
ble approaches (integrated space-time-linguistics 
methods) exist so far, which in turn means that no 
standardised evaluation procedures have been defined 
yet. Furthermore, traditional evaluation metrics can only 
be applied conditionally, as they only work for single-
disciplinary approaches from geoinformatics or compu-
tational linguistics, not for integrated methods. Thus, we 
propose a two-step evaluation setup to evaluate our re-
sults: i.) measuring a single feature combination’s 
results, and ii.) comparing it to the other results. Fur-
thermore, we selected a significance test that compares 
our results against two baselines. These procedures are 
described in more detail in the following paragraphs. 

First, we chose a suitable evaluation measure: In 
general, classification tasks are evaluated by an ap-
proach to record correctly (true positive, true negative) 
and wrongly (false positive, false negative) labelled in-
stances per class and to construct a confusion matrix 
(CM) accordingly. From the CM, precision, recall, and f-
score values are calculated. After this has been com-

pleted for all classes, micro and macro averages are 
computed (see the next paragraph for details). 

We chose to use precision, recall, and f-score as 
they are invariant towards a “change of true negative 
counts” and thus do not require a well-defined nega-
tive class (Sokolova & Lapalme, 2009), which is the case 
in our approach as laid out in Subsection 5.1. Addition-
ally, our evaluation measure is applicable to a multi-
class environment like our emotion classes, which we 
achieve by taking two averages over multiple classes: 
micro and macro averages (van Asch, 2013). The micro 
average constructs a confusion matrix from all classes’ 
results and evaluates it like a single class. In contrast, 
the macro average evaluates all classes individually and 
the results’ average is taken. Consequently, micro av-
eraging is highly influenced by the larger classes’ 
results, which contribute a larger fraction of the confu-
sion matrix’s counts. In contrast, macro averaging 
treats all classes alike, not being dependent on the 
number of test samples. 

Next, we selected a suitable significance testing 
method, which computes the difference between our 
results and i.) a random baseline (assigns emotions 
randomly to tweets), and ii.) a majority baseline (as-
signs most frequent class label to all tweets). In our case, 
McNemar’s test is the best choice for testing the signifi-
cance, as underpinned by Dietterich (1998): “Given two 
classifiers CA and CB and enough data for a separate test 
set, determine which classifier will be more accurate on 
new test examples”. This definition encompasses our 
setting (enough datasets and several runs). Further-
more, McNemar’s test has an acceptable type 1 error 
(“false positives”) while being computationally inexpen-
sive, and it can handle data that are not normally 
distributed (Japkowicz, 2012), as in our case. 

4. Case Study and Results 

To test our approach presented in Section 3 we applied 
it in a case study, analysing about 200.000 Twitter 
tweets for the greater Boston area. The time period 
covers one week before and one week after the Boston 
marathon bombing. Table 1 summarises the properties 
of our dataset. 

4.1. Experiments 

In conducting our experiments, we followed three 
main steps in accordance with the methodological set-
up described in Section 3. The label distribution of the 
gold standard (manually annotated tweets) is illustrat-
ed in Table 2. It shows a strongly skewed class layout as 
the negative class (“none”) is much larger than the 
other ones – this is discussed in more detail in Subsec-
tion 5.2. The first column indicates the number of 
agreements, i.e., how many annotators labelled a 
tweet with the same emotion. 



 

Urban Planning, 2016, Volume 1, Issue 2, Pages 114-127 120 

Table 1. Dataset description summary. 

Data Description Summary 

Geographic Bounding Box (WGS84) -71.21°, 42.29°, -70.95°, 42.45° 
Time Period (UTC) 08 April 2013–22 April 2013 
Number of Georeferenced Tweets before Pre-processing 222,089 
Number of Georeferenced Tweets after Pre-processing 195,380 
Number of Unique Users 16,099 

Table 2. Gold standard: Emotion labels and number of agreements. 

  Emotion Labels 

Number of Agreements  Anger/disgust Fear Sadness Happiness None Total 
3  21 5 20 37 64 147 
4  21 1 19 50 90 181 
5  24 2 4 57 231 318 
Total  66 8 43 144 385 646 

 
Figure 2. Spatial distribution of the gold standard. 

First, we performed a seed selection, i.e., a random se-
lection of seeds from the gold standard, to make sure 
that all runs in one experiment use the exact same 
training and test dataset. Second, our algorithm calcu-
lated the optimal combination of feature groups. The 
linguistic features are selected in an iterative approach, 
i.e., feature groups are added one by one, and the best 
combination between feature groups is finally applied, 
where “best” means the highest evaluation result (see 
Subsection 3.5). Then, the optimal parameter settings 
for spatial and temporal similarity are computed anal-
ogously. Third, we carried out the labelling procedure 
with the following parameters: amount of unlabelled 
data (5,000), the number and distribution of seeds 
(happiness: 70, sadness: 20, anger/disgust: 30, fear: 4, 
none: 70), the edge weight threshold (0.5), and the 
weighting parameters for the three dimensions linguis-
tic (1.0), temporal (5.0), and spatial (5.0) similarity. 
These parameter values turned out to be the best ones 

with respect to the evaluation results (see Section 4.3), 
which were obtained by comparing different parame-
ter combinations in our empirical optimisation. 

4.2. Results 

Figure 2 shows the spatial distribution of the tweets con-
tained in the gold standard, where the icons indicate 
each tweet’s emotion label. It can be seen that the gold 
standard is randomly distributed over space, where the 
tweet density correlates with the population density 
(e.g., higher density in the inner city). This is expected as 
we drew a random sample from the entire Twitter da-
taset for the annotation procedure. The map displays 
the gold standard tweets that we used for our analysis. 

Applying our developed method to the Twitter da-
taset using the parameters described in Subsection 4.1 
produced a result that is characterised by a high concen-
tration of the labels for the emotion classes of 
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“happiness” and “none”. This is not surprising as a con-
sequence from the skewed dataset (see Subsection 5.2 
for a thorough discussion). The maps shown in Figure 3 
reveal strongly clustered “happiness” tweets (left) while 
“none” tweets (right) are more evenly dispersed over 
space—again with an apparent correlation between 
tweet density and population density. These results are 
discussed in more detail in Subsection 5.2. The number 
of unique users in our dataset is high enough to avoid 
clusters that are generated by only one person, which 
has oftentimes been a shortcoming in previous research. 

4.3. Evaluation Results 

The statistical evaluation results, which were obtained 
according to the procedure described in 0, show that 
we can reliably detect the emotion classes “happiness” 
and “none”, and that our approach performs better than 
the baselines. Table 3 summarises the evaluation results 
for each of the measures. It shall be noted that preci-
sion, recall, and f-score are computed for every emotion 
class, whereas micro and macro averages are an inte-
grated measure that consider all emotion classes, as 
described above. Following this rationale, it is evident 
that the averages are lower than the individual numbers 
of the “happiness” and “none” classes as no tweets have 
been labelled with the other three emotion classes. 
These evaluation results are discussed in Subsection 5.2. 

The most significant method to evaluate the differ-
ence in the performance of our approach versus the 
baselines is to compare macro averages. The majority 

baseline by definition scores low according to the mac-
ro-averaged evaluation metrics because the macro-
averaged metrics give equal weight to all evaluated clas-
ses. The fact that TwEmLab outperforms the majority 
baseline with respect to macro-averaged metrics is satis-
fying, but the comparison with the random baseline is 
even more meaningful in this case. This shows that the 
results are not produced by chance, but that meaningful 
similarities have been found between pairs of tweets. 

5. Discussion of the Approach and the Results 

This section discusses TwEmLab in two ways: First, in 
terms of the strengths and weaknesses of the method-
ological approach (Subsection 5.1), and second with 
respect to the obtained results (Subsection 5.2). 

5.1. Discussion of the Approach 

One central advantage of our approach is that it is vir-
tually language-independent. It does not depend on 
specialised language resources and can work with lan-
guages other than English—given that a gold standard 
is available and the dataset exclusively contains text in 
one single language. This characteristic is important 
because it makes our approach transferrable to other 
study sites, as only 40% of tweets are written in English 
language. Furthermore, our approach is generic 
enough to be applicable to georeferenced posts from 
other social media networks like Flickr, Instagram, 
Panoramio, Facebook, etc. 

  
Figure 3. Spatial distribution and density of the tweets labelled with “happiness” (left) and “none” (right). 

Table 3. Statistical evaluation results. 

Evaluation Measure Happiness None Random Baseline Majority Baseline 

Precision 0.65 0.68 n/a n/a 
n/a 
n/a 
 

Recall 0.24 0.98 n/a 
F-score 0.35 0.80 n/a 
Micro average precision 0.68 0.22 0.64 
Macro average precision 0.27 0.23 0.13 
Micro average recall 0.68 0.22 0.64 
Macro average recall 0.24 0.14 0.20 
Micro average f-score 0.68 0.22 0.64 
Macro average f-score 0.25 0.18 0.16 
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Even though the evaluation of our approach shows 
promising results (see Subsection 3.5), a number of 
simplifying assumptions had to be made. First, we as-
sume that exactly one emotion is present in a tweet, or 
none at all. From a psychological viewpoint, this may 
not necessarily be true, although the brevity of tweets 
makes them less vulnerable to changes in emotion 
compared to longer texts. Second, we assume that the 
tweets’ textual content actually refers to the time and 
place from which they were sent, which has been a 
known restriction for most previous research efforts 
using Twitter data. Finally, we assume that there is a 
causal relationship between the expressed emotion 
and the user’s environment. 

A major challenge is the construction of the gold 
standard. Although our approach using human laymen 
annotators is scientifically justified, the resulting data 
set is still not unambiguous. This is rooted in two caus-
es: i.) the way tweets are written, which makes them 
difficult to understand for other people; and ii.) the 
implications in Twitter users’ abbreviated way of ex-
pressing themselves through 140 characters long 
messages, which are hardly suitable for conveying clear 
and unambiguous messages. Thus, labelling tweets 
with an emotion from a given set is a highly subjective 
task with considerable uncertainty. For instance, 
tweets may be understood and interpreted differently 
because of ironical language or use of slang; they may 
contain more than one prevalent emotion. 

Another challenge that needs further research is 
the process of computing similarity between tweets. 
Here, we face a number of critical factors like defining 
the edge weights and finding appropriate thresholds 
for the weights. This is a particular and use case-
dependent research challenge as no generic weights 
can be defined. The value of the weights of the single 
dimensions (space, time, and linguistics) obviously in-
fluences the results, which needs to be accounted for 
in the interpretation. 

5.2. Discussion of the Results 

Our results show that we can generally detect emo-
tions in tweets using our approach in an integrated 
space-time-linguistics method. In Figure 3, the “happi-
ness” tweet map is characterised by two clusters in the 
inner city. When looking at these particular clusters we 
can see that most of these tweets are related to the 
Boston marathon bombing, as they were written in the 
days after the marathon event. From a semantic view-
point, it is interesting to observe that these tweets are 
classified as “happy”, which results from a particularity 
in the characterisation of the dataset. Many of these 
tweets contain words like “proud”, “supportive”, 
“thanks”, “love”, “strong”, “pride”, etc., which are sub-
emotions of happiness in the model by Shaver et al. 
(1987). 

This special characteristic in our results arises from 
the skewed nature of the dataset: The “none” and 
“happiness” classes are dominant (see above), and in 
many cases only “none” and “happiness” labels occur 
in our results, depending on the parameter settings. 
This is a specificity of Twitter tweets, as confirmed by a 
number of psychological and sociological studies 
(Dodds et al., 2015; Wojcik, Hovasapian, Graham, 
Motyl, & Ditto, 2015). This effect arises because a high 
fraction of sad statements are oftentimes expressed as 
positive thoughts, as shown above. This distorts the in-
put dataset and the results for emotion extraction. 

Furthermore, the emotion classes of “none” and 
“happiness” can be more easily distinguished from 
each other compared to the other emotion classes be-
cause they are “more different” from each other. This 
may be due to the fact that “happiness” is the only 
positive emotion class in the used emotion model and 
thus in the gold standard annotations. 

These distortions can probably be mitigated by a 
larger gold standard (allowing for the use of more 
seeds in all emotion classes) and by defining an appro-
priate number of seeds for each emotion class. 
Furthermore, while the emotion classes themselves are 
clearly specified, the “none” class captures different 
phenomena, such as “no emotion”, “I didn’t under-
stand the tweet”, and “I cannot decide”. Consequently, 
the negative class is not of much interest for the pro-
ject’s evaluation. 

From a purely quantitative viewpoint, our results 
prove that TwEmLab performs better than the base-
lines. This is a remarkable output given that our 
research constitutes the first approach towards a joint 
metric of computing similarity with respect to two 
tweets’ emotional content along three dimensions (lin-
guistic, temporal, and spatial), which clearly advances 
the state-of-the-art compared to previous single-
disciplinary approaches or sequential methods. 

Furthermore, our results show that it is possible to 
generate a gold standard through manual annotation 
of tweets, where the actual annotation is a subjective 
interpretation of a tweet’s emotion by the annotators. 
Just like previous approaches, we assume that a high 
inter-annotator agreement (in our case 5 agreements 
among the 5 annotators) is considered a valid output. 
Furthermore, the actual annotation procedure is labo-
rious and a high kappa index can only be achieved 
through distinct and unambiguous communication of 
the annotation task. Here, one essential research ques-
tion will be the definition of a threshold for a 
sufficiently high kappa index, as current agreements 
(0.68) have been defined for edited text analysis, not 
for social media posts. Furthermore, the annotated 
tweets could then be used in a semi-supervised learn-
ing algorithm to label all tweets. We have shown that 
our trans-disciplinary similarity metric is not only theo-
retically possible, but also proven to be suitable for 
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emotion classification. Yet, it is still to be proven how 
the results of our method can be applied to spatial 
planning processes. 

6. Use in Urban Planning 

We are confident that our results are directly usable in 
urban planning processes. Apart from proving the gen-
eral ability of our approach to detect emotions that are 
associated with places, we investigated a number of 
concrete examples. The first one is traffic-related. Here, 
we observed a number of tweets carrying different emo-
tions, including “Traffic awful today (@ Kendall Square)”, 
“Tourist traffic at Fenway already terrible”, “Holy shit 
the traffic on Comm Ave is ridiculous. Thanks to those 
goddamn shit sox or whatever that soccer team is called 
#fenway”, “So. Much. Traffic. #fuck”, “At this rate, I 
might never make it to MNSB….I hate Red Sox traffic”, 
“traffic on Mass Ave from Central Sq into Boston is grid-
lock. Avoid!”, and many more. As all of these messages 
are associated with a geolocation and a timestamp, con-
crete traffic hot spots can be identified. 

Another example is related to the Boston marathon 
bombing event itself. After the marathon bombing, the 
hashtag #BostonStrong was heavily used and often-
times infused with emotion. Interestingly, we observed 
two different kinds of emotions. First, citizens ex-
pressed their sadness and sorrow in their tweets: “All 
of the aftermath from last week is still heavy, still 
brings tears.”, “A crowded T of heavy hearts and sad 
faces, it hurts to see how shaken we are.”, or “Still di-
gesting the events from yesterday. Will be sad for the 
victims, their families & loved ones and our city for 
some time.” Second, we observed a large number of 
positive tweets, which appear in the emotion class of 
“happiness”. This is due to the fact that terms like 
pride, hope, love, optimism, and others are subsumed 
under happiness according to the emotion model by 
Shaver et al. (1987). Examples of such tweets include 
“A week ago our lives here in Boston changed forever. 
Always be thankful for the love in all of our lives. 
#blessed #bostonstrong”, “Moment Of Silence In The 
Quad Was Amazing, Thank You EC #bostonstrong”, or 
“I absolutely love all the #BostonStrong support around 
town!”. These different ways of expressing one’s emo-
tions towards a tragic event need to be accounted for 
when interpreting the results of our research. Addi-
tionally, we were able to attribute emotional tweets to 
a wide variety of concrete planning issues like dog fae-
ces on the streets, damaged pavements, or dangerous 
bicycle lanes. 

This shows that social media constitute a valuable, 
open source of information for urban planning. This is 
particularly so as urban planning is oftentimes still a 
closed communication process between local govern-
mental actors, and not an open, transparent procedure 
that integrates, discusses, and considers the require-

ments of citizens and civic interest groups. In an ideal 
planning workflow, all arguments should be collected, 
weighed against each other, and discussed in work-
shops, charrettes or other open formats to gather 
opinions and needs from citizens. However, in current 
deductive processes, which are typically initiated and 
installed by the government, citizens often do not feel 
that their requirements are heard and considered 
enough. This may be due to the fact that sectoral inter-
ests, diffuse goals, and unrealistic demands characterise 
the process (Olk, Somborski, & Stimbel, 2011). In con-
trast, public participation is increasingly promoted by 
politicians because it encourages democracy, increases 
acceptance through higher transparency, creates a more 
accurate repository of wishes and suggestions concern-
ing the planning topic, delivers better results, can 
produce a legitimation of a specific planning approach, 
and reduces the costs of a planning process (Fürst & 
Scholles, 2008; Senatsverwaltung für Stadtentwicklung 
und Umwelt Berlin, 2012). 

This is specifically important in emerging discus-
sions about how stakeholders and politicians can foster 
participation and integrate the public into decision-
making processes. The main question is how more 
people can be engaged in these processes and how 
new target groups can be involved in alternatives to 
traditional means of participation. The results of the 
research presented in this paper, i.e., a reliable method 
for extracting emotions from social media and correlat-
ing them with precise urban planning issues, will be a 
helpful mood sensor in future, to complement tradi-
tional surveys with a dynamic layer in planning 
processes. We clearly see the possibility of creating 
daily snapshots of citizens’ remarks on planning as-
pects in cities. As an example, the growing problems of 
railway project “Stuttgart 21” were reflected in social 
media before 2010, but politicians and planners did not 
realise this at an early stage. 

In addition, it will be helpful in the future to com-
pare the results of the Twitter maps with government 
expenditures. As a result of citizens’ protests, the State 
of Baden-Württemberg installed a State Counsellor for 
Civil Society and Civic Participation whose duty it is to 
improve civic participation on every level in the state 
and to integrate it into administrative processes (Erler, 
2015). Against this background, the big data source of 
social media can be seen as an invaluable complement 
to traditional planning and participation processes as 
they contain plenty of potentially useful remarks con-
cerning urban planning issues. 

In this regard, our approach can deliver new in-
sights into peoples’ thoughts and expectations 
concerning their city. In contrast to top-down process-
es, TwEmLab pursues a bottom-up and inductive 
approach. The advantages are obvious: Bottom-up 
processes are self-organising, where the data acquisi-
tion of urban phenomena is done by interested people, 
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mostly laypersons, and not by institutions (Streich, 
2011). If the citizens as “gatherers” of urban phenom-
ena are not only data producers, but also provide an 
impetus for new planning issues, our approach is at the 
core of such self-organising processes of assessing 
phenomena in urban spaces. A simple example for such 
an inductive process is the hashtag used in Twitter 
messages and other social media posts. People use 
these hashtags to mark a specific annotation to a spe-
cial event. This dynamic, together with more latent 
patterns like punctuation, spelling, words’ properties, 
and others, allows us to gain up-to-date information 
about citizens’ emotions and thoughts. Through this it 
is possible to obtain citizens’ direct feedback for urban 
planning and as a supplementary decision support tool 
for ongoing planning processes using contextual emo-
tion information. 

One particularity of this approach is that it is not 
understood as a general tool of solving all planning is-
sues, but that it can help to create another view and a 
more accurate understanding of the city as an organ-
ism. From a current viewpoint it would be beneficial if 
this new knowledge could be integrated as indicative 
information in official planning processes (Zeile et al., 
2015). From a planning perspective, the annotations of 
the emotion labels “anger”, “fear”, and “sadness” 
seem to be a valuable information source of the future. 
Our experiences show that explicit comments concern-
ing problems of the urban environment, like traffic jams 
or pollution, can be detected in tweets carrying this 
emotion. At this point, this kind of information helps to 
filter and identify planning-relevant tweets. In the fu-
ture, we expect more accurate and reliable results using 
our method that can, for instance, be used in special 
planning processes or in combination with large-scale 
projects like Boston’s “big dig”—the Central Ar-
tery/Tunnel Project (CA/T)—or “Stuttgart21”, Stuttgart’s 
controversial re-design of the area around the main 
station. 

7. Conclusions 

This paper presents the innovative, interdisciplinary 
method “TwEmLab” for identifying emotions in social 
media posts such as Twitter tweets, constituting a new 
approach towards jointly analysing the linguistic, spa-
tial, and temporal dimensions of the data. To this end, 
we constructed a set of gold standard annotations for 
tweets with a set of discrete emotion labels. TwEmLab 
assigns similarity scores to pairs of tweets according to 
their three dimensions. It constructs a graph with the 
tweets serving as nodes and the similarity scores as edge 
weights between the respective tweets. After perform-
ing graph-based semi-supervised learning in order to 
label all tweets with their appropriate emotion classes, it 
evaluates the results through precision, recall, and f-
score, as well as micro and macro averages. 

Our results show that TwEmLab is able to generally 
detect emotions in tweets with some restrictions (see 
Section 5). Although this work is the first attempt to 
combine tweets’ textual and spatio-temporal dimen-
sions into a single metric for emotion detection and 
classification, its performance is better than the base-
line’s. A central challenge revealed by our results is 
that the “happiness” and “none” labels are dispropor-
tionately overrepresented. While this is not surprising, 
as several studies from the fields of sociology and psy-
chology confirm, it still poses a significant challenge in 
identifying the other (negative) emotion classes in 
tweets.  

Concluding from the discussion of our approach 
and our results (see Section 5), we identified a number 
of open future research issues: the development of a 
structured method for defining spatial, temporal and 
linguistic weights; the definition a formal method for 
determining the required size of the gold standard 
tweets used as seeds; the exact influence of the 
skewed dataset; the derivation of a suitable kappa in-
dex threshold for the inter-annotator agreement when 
annotating tweets; and research on how to improve 
the macro-averaged f-score to increase reliability of 
the results. Finally, the influence of the dataset size on 
our results needs to be further investigated, as it is not 
yet clear if and how larger datasets correlate with bet-
ter results. 
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