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Abstract
Most cities are car-centric, allocating a privileged amount of urban space to cars at the expense of sustainable mobility like
cycling. Simultaneously, privately owned vehicles are vastly underused, wasting valuable opportunities for accommodat-
ing more people in a livable urban environment by occupying spacious parking areas. Since a data-driven quantification
and visualization of such urban mobility space inequality is lacking, here we explore how crowdsourced data can help
to advance its understanding. In particular, we describe how the open-source online platform What the Street!? uses
massive user-generated data from OpenStreetMap for the interactive exploration of city-wide mobility spaces. Using poly-
gon packing and graph algorithms, the platform rearranges all parking and mobility spaces of cars, rails, and bicycles of a
city to be directly comparable, making mobility space inequality accessible to a broad public. This crowdsourced method
confirms a prevalent imbalance between modal share and space allocation in 23 cities worldwide, typically discriminating
bicycles. Analyzing the guesses of the platform’s visitors aboutmobility space distributions, we find that this discrimination
is consistently underestimated in the public opinion. Finally, we discuss a visualized scenario in which extensive parking
areas are regained through fleets of shared, autonomous vehicles. We outline how such accessible visualization platforms
can facilitate urban planners and policy makers to reclaim road and parking space for pushing forward sustainable trans-
port solutions.

Keywords
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1. Introduction

From a geometric perspective, urbanization is a process
that packs large numbers of individuals into a limited
amount of space. Over time, all urban space is zoned and
allocated for human activities: dwelling, industry, busi-
ness, recreation, and mobility. Due to this natural con-
finement and densification, urban public space has be-

come highly contested, especially transport infrastruc-
ture, including roads, parking, sidewalks, tram tracks,
and bicycle lanes (Gössling, 2016). Historically, between
these mobility spaces, the car has been given highest pri-
ority, leading to car-centric cities, starting with its advent
in the early 20th century (Norton, 2007). In the US, the
initial medium in the struggle for transport space was
language: new terms like “pleasure traffic”, “joy rider”,
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and “jay walker” shaped the public discourse, but by the
1930s, street equilibriumhad been decided towards cars,
paving the way for the “supremacy of automobiles” (Nor-
ton, 2007). Consequently, the automobile industry has
systematically bought up and dismantled public street
car systems (Urry, 2013) and demolished disadvantaged,
usually black, neighborhoods to create space for cars
with the help of public officials. One famous example in-
cludes the construction of the Eisenhower National Sys-
tem of Interstate and Defense Highways, which consider-
ably improved travel connections between cities but de-
stroyed and fragmented living space within them (Mohl,
2002). Thus, the evolution towards car-centric cities is
a history paved with institutionalized racism and social
injustice—a process that is repeated in non-Western
parts of the world today (Martin, 2007).

1.1. The Spatial Inefficiency of Cars

Adding to the social injustice of car-centric policies,
which are still in place today and continue to create di-
vides between people who can and cannot afford a car,
cultivating the automobile as amainmode of transporta-
tion has a number of sustainability issues. We first high-
light those issues that relate to mobility space.

Due to individualistic, wasteful use of resources, pri-
vately owned cars are not used between 95% and 97.5%
of the time (Bates & Leibling, 2012; Organisation for
Economic Co-operation and Development [OECD], 2015;
Weigele, 2014). For example, privately owned cars in
Berlin are used on average 36 minutes per day. In other
words, they are not used for 1404 minutes per day, or
97.5% of the time (Weigele, 2014). These low usage rates
imply that at a typical point in time, out of the 1.2 million
registered cars in Berlin, only 30,000 are actively used on
the road, while the rest is parked. These parked cars take
up massive urban space amounting to around 14 million
square meters, the area of 64,000 medium-sized play-
grounds (15m × 15m) or over 4 Central Parks. The same
argument holds for London (Bates & Leibling, 2012) and
other cities (Shoup, 2005). Further accessible estimations
of these massive areas include: the total of all off-street
parking spaces of the USA is approximately the size of
Connecticut (Shoup, 2005); 7 million front plots in Britain
have been replaced by parking lots, amounting to around
100Hyde Parks (Bates & Leibling, 2012). Such inefficiency
comes with exorbitant economic burden—Shoup (2005)
estimates free parking in the US to correspond to a yearly
public subsidy to car drivers of at least $127 billion.

Cars have an average occupancy of 1.5 individuals
(Moriarty & Honnery, 2008).With a dimension of around
8m2, a car thus requires 5m2 per person, having a much
higher mass-to-seat ratio than bicycles or well-utilized
mass transportation. However, the striking space ineffi-
ciency of cars comes fromheightened demands on infras-
tructure space, especially parking space (Chester, Fraser,
Matute, Flower, & Pendyala, 2015; Shoup, 2005), and
from secondary effects such as increasing transport vol-

umes due to urban sprawl (Banister, 2005; Glaeser &
Kahn, 2004; Gössling, 2016; Hutton, 2013). Due to these
issues, car-centric cities have decreased benefits from
scaling (Louf & Barthelemy, 2013).

Because automobile infrastructure takes up an exces-
sive amount of urban space, we ask: Do we even know
how exactly mobility space is distributed today? If not,
can we measure how much more space is allocated to
cars than tomore sustainable forms of transportation? Is
there an “arrogance of space” (Colville-Andersen, 2013),
and how can we quantify and help to revert it?

1.2. Towards a Rigorous, Large-Scale Assessment of
Mobility Space Inequality

Although the car-centricity of today’s cities is a leitmo-
tif in the urban transport planning literature (Banister,
2005), the distribution of urban mobility space and its
“fairness” has so far not been quantified both rigorously
and on a large scale. The quantification problem can be
broken down into two steps: 1) Measure the distribution
ofmobility space between differentmodes of transporta-
tion; 2) Compare the share of allocated space with the
modal share. If share of allocated space for one mode
of transportation is substantially higher than its modal
share, the distribution is unjust, because this mode gets
more space than it “deserves” from actual usage.

A first attempt comes from Agentur für clevere
Städte (2014), who have studied the distribution of space
between cars and bicycles in 200 streets in Berlin. Agen-
tur für clevere Städte found that only 3% of the streets
have bicycle lanes, but 58% of the total transport space
is allocated for cars. With a modal share of 15%, bicycles
thus receive considerably less space, while cars, with a
modal share of 33%, are vastly over-prioritized. At the
same time, being faced with growing bicycle traffic, the
study concludes with policy recommendations to extend
bicycle infrastructure.

Another, more visual, approach comes from Colville-
Andersen (2014) who has manually assessed the distri-
bution of a few hand-picked intersections, and from vi-
sual inspection has indeed concluded an “arrogance of
space”, i.e., a privileged allocation of urban space to cars
at the expense of sustainable forms of mobility such
as cycling. Although this first attempt is visually impres-
sive, its methodology does not follow a rigorous assess-
ment of space and is not scalable. In his latest publicized
case study, Colville-Andersen (2017) directly compares
modal share with space allocation, and finds the imbal-
ance between the twomakes the issue particularly press-
ing: there is a 62% modal share for bicycles, but only 7%
of mobility space is allocated to them. On top of this,
the result is obtained for a particular street segment in
Copenhagen which is known for its bicycle-friendly plan-
ning culture. If the arrogance of space is already so ap-
parent in Copenhagen, then how bad is the situation in
cities of infrastructurally underdeveloped countries like
the US?
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Gössling, Schröder, Späth and Freytag (2016) have re-
cently quantified the inequality of urban mobility space
scientifically. This study also focuses on a few hand-
picked intersections as proof of concept in the Ger-
man city of Freiburg, but uses more rigorous methods
involving satellite images and validation through high-
resolutionmaps and on-site visits. Like Colville-Andersen
(2017), Gössling et al. (2016) find that in their case stud-
ies farmore space is given to streets and car parking than
to bicycle lanes. Similarly, they conclude that pedestri-
ans, on the other hand, receive ample space when com-
pared to their modal share. It is important to note that
having space is only a physically necessary, but not a suf-
ficient prerequisite for a formofmobility towork success-
fully; making cities walkable or bikeable requires a num-
ber of conditions to be fulfilled (Speck, 2013).

In this article, we shift the approach from such indi-
vidual, manual, and thus costly assessment of the distri-
bution ofmobility spaces (Colville-Andersen, 2014, 2017;
Gössling et al., 2016) to data-driven, crowdsourced mea-
surement. This approach has the benefit of being large-
scale and inexpensive: it is able to capture entire cities
due to the automatized computation of all mobility
spaces that have been tagged by millions of users. On
the other hand, this method comes with the disadvan-
tage of less rigor than Gössling et al. (2016) due to re-
porting biases and data quality issues, leading to less ac-
curacy on particular places. Nevertheless, the strength
of the method lies in numbers: the statistical accuracy of
assessing space inequality increaseswith scale, while the
cost is relatively negligible and scales efficiently with the
number of assessed square meters—whether we con-
sider a neighborhood, a city, or a whole urban agglom-
eration. The focus of this article, however, is not to es-
tablish increased correctness in the assessment of mo-
bility space distributions, but to explore advances in vi-
sualization, public engagement, and crowdsourced ur-
ban planning.

In this article we first present a novel method of col-
lecting and visualizing city-wide mobility spaces for pub-
lic exploration through an online platform in Sections 2
and 3. This presentation is followed by an analysis of
data collected from visitor interactions on the platform
in Section 4, providing evidence for a biased perception
of mobility space inequality. In Section 5 we add a partic-
ular note on how much parking space could be regained
if all current cars turned into a shared, public fleet of
autonomous vehicles—ignoring the feasibility and unin-
tended consequences of such a scenario.We discuss pos-
sible data and design limitations of crowdsourced data
and online platforms in Section 6, improvements and syn-
ergies between the different assessment methods and
their relevance for urban planning in Section 7. Further
sustainability issues of cars and their possible solutions
are discussed in Section 8.

2. Visualization of All Parking and Lane Spaces

To visualize the space requirements of different forms
of mobility, with moovel lab we recently developed and
launched an interactive online platform, The Mobility
Space Report: What the Street!?1. The idea of the plat-
form is to collect all mobility and parking spaces of a
whole city for each type of mobility, and to align these
spaces in a visually comparable way. At the same time,
the platform makes the “arrogance of space” accessible
to a broad public, packing all urban mobility spaces into
giant bar charts, reducing the complexity of comparing
thousands of shapes to the single dimension of compar-
ing heights. Data for parking and lane spaces originate
from OpenStreetMap (OSM), the crowdsourced open-
content alternative to commercial online maps. Due to
data availability reasons (see Section 6) only three types
of mobility were considered: cars, rails, bicycles.

2.1. Data Collection, Processing, and Selection

For each form of mobility the platform deals with two
sets of spaces: 1) parking spaces; and 2) spaces that are
used for movement. In the case of automobiles and bi-
cycles, the parking spaces are encoded by polygons. For
all three forms of mobility, the spaces that are used for
movement are given by polygonal chains (curves speci-
fied by sequences of points) and an optional width. Rail
parking consists of service tracks, also encoded by polyg-
onal chains.

All methods of data collection, data wrangling, and
the technical implementation of the visualization, includ-
ing the complete code for back and frontend, are docu-
mented and open-sourced.2 The whole process is thus
completely reproducible, and summarized in the follow-
ing paragraph. Further technical details can be found in
the repository READMEs.

Data collection was a straightforward download, ei-
ther directly from OSM, or from a content aggrega-
tor like Geofabrik.3 The geo-data was cropped with
the city limits using the OSM-specific tool osmcon-
vert. The cropped data was then loaded into a Mon-
goDB. The raw OSM data consist of a multitude of ele-
ments, including nodes, ways, and relations such as traf-
fic lights, forests, or restaurant locations. To filter this
data for the relevant car and bike parking structures,
the corresponding polygons were identified using the
amenity=parking and amenity=bicycle_parking tags, re-
spectively. For car lanes, i.e. roads, all street names were
first identified, to only select roads that are searchable
by name. Using these names, road spaces were then
selected via highway=service OR highway=residential
OR highway=primary OR highway=secondary OR high-
way=tertiary OR highway=unclassified. Bicycle lanes
were selected to include only physically separated lanes,

1 https://whatthestreet.moovellab.com
2 https://github.com/moovel/lab-what-the-street
3 www.geofabrik.de
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i.e. lanes that follow best practice implementation (see
Section 6.5) using the tags highway=cycleway OR bicy-
cle=designated OR cycleway=track. Rail space used for
movement was selected with the tags railway=mode
AND (service=crossover OR !service) where mode is one
of tram, light_rail, rail, subway, narrow_gauge, funicu-
lar,monorail. Parking rail spaces were selected using rail-
way=modeAND service!=crossover AND service. A parser
was developed to extract all relevant information on
number of lanes and widths accounting for inconsistent
or ill formatted data, to identify areas correctly. For de-
tails on data selection and biases see Section 6.

2.2. Parking Space Packing

Parking spaces come in a variety of scales and shapes,
from rectangular lots for single cars to meandering struc-
tures that accommodate many thousand vehicles. These
shapes are encoded as polygons in OSM. A straightfor-
ward way to pack these spaces densely into a rectan-
gular bin is the application of a polygon packing algo-
rithm, solving heuristically the irregular bin packing prob-
lem (López-Camacho, Ochoa, Terashima-Marín, & Burke,
2013). The platform uses the open-source package
SVGNest,4 which was initially developed for minimizing
waste when cutting shapes out of a flat material. Figure
1 (top) shows SVGNest applied to all car parking spaces of
the city of Johannesburg (rotated by 90 degrees). Due to
restrictions on computational complexity—bin packing is
NP-hard (López-Camacho et al., 2013)—SVGNest ran it-
eratively on randomly partitioned, then re-stitched, sub-
sets of the polygons, fully exhausting them. These tech-
nical steps are documented in the corresponding linked
source code. The purpose of this auxiliary heuristic is
to overcome computational limitations of SVGNestwhile
balancing aesthetics.

Visually, this process leads to the aesthetically pleas-
ing and almost seamless packing of all parking spaces as
demonstrated in Figure 1 (top). This rectangle of packed

parking spaces can then be directly compared to another
rectangle ofmobility spaces if it contains objectswith the
same density.

2.3. Lane Cutting and Coiling

For each city and mobility type the platform uses all lane
spaces. To make lane space comparable to the corre-
sponding parking space, lanes were coiled and stitched
together in a sausage-like tube, shown in Figure 1 (bot-
tom). The displayed thickness is not to scale but was cho-
sen for aesthetic consistency. However, the underlying
density of the tube was calculated using the weighted
average of all lane widths in the city, which gives it
the same density as the corresponding parking space
bar, making these two bars directly comparable through
their heights.

In the case of rails and bikes, a lane is encoded
with the “way” data structure of OSM. Ways are polyg-
onal chains, which makes rail and bicycle lanes home-
omorphic to their coiled counterparts. In other words,
they can be bent smoothly without the need for cuts
or stitches. Car lanes, on the other hand, were de-
fined by street name to be searchable. Streets are typ-
ically not simple polygonal chains, but multiple polygo-
nal chains stitched together, representing trees or even
more complex graphs that contain cycles. For example,
Figure 2 shows a street with branches. Furthermore, usu-
ally there are multiple streets in a city with the same
name. Therefore, to handle the coiling of streets, the
platform was equipped with an algorithm for the non-
continuous transformation of each street graph into a
chain of polygonal chains that can be bent smoothly. The
algorithm iterates through all connected components;
each component is traversed via Depth First Search. This
step is repeated until no piece is left, taking care to store
a minimal data structure during traversal which allows
correct reconstruction of all pieces.

Figure 1. Top: All OSM car parking spaces of Johannesburg packed into a rectangle using the polygon packing library
SVGNest. Bottom: The matching area of a segment of coiled up OSM streets of Johannesburg. The figure is rotated by
90 degrees.

4 http://svgnest.com
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Figure 2. How a street uncoils: a. coiled view on map; b. zoomed out; c. unrolled; d. split up and translation of misplaced
parts that previously exceeded the viewport in the bottom right corner—this is the original shape of the street.

2.4. Individual Exploration and Animation

As an additional way to engage visitors, all packed and
coiled objects are interactive and individually explorable.
Figure 3 illustrates the main interface, with car parking
spaces packed on the left bar and streets coiled on the
right. Information is given on the top center on the to-
tal amount of so far scrolled area, here 419,489 m2, in a
human readable way, of 2.2 Boston Common landmarks.
An individual landmark was selected for each city, e.g.
Central Park in New York City or Hyde Park in London.
Scrolling along the bars highlights individual elements
on each bar, providing additional information: neighbor-
hood (East Boston), street name (Appleton Street), and
area. When clicking on a parking space, the polygon ap-
pears on a map and rotates from the packed minimum-
width orientation into its correct map orientation, dis-

playing information on how many cars or bikes can be
accommodated approximately. When clicking on a lane,
the coiled lane appears on the map and uncoils into its
original position on the map (Figure 2), displaying infor-
mation on length and area of the lane. If the street is
not made up of a single polygonal chain, only one com-
ponent is now in place, while all other components are
attached to one end being misplaced (Figure 2c). In this
case, a second step in the animation translates the mis-
placed pieces, ensuring that all pieces of the street return
to their original place on the map (Figure 2d).

3. Visual Assessment of Space Imbalance Using the
Mobility Triangle

Parking spaces are packed and lane spaces are rolled into
bars that can be compared to each other by scrolling

Figure 3. The main interface allows scrolling through all mobility spaces, here shown for cars in the city of Boston: on the
left a segment of the bar of packed parking spaces, on the right the coiled streets with all individual elements explorable
in detail (one on each side highlighted in orange).
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through them. The timeneeded to scroll through the vast
car spaces, in contrast to the rather short bike spaces,
gives an intuitive, dynamic perception of their inequality.
However, there is amore compressed form of comparing
these spaces to each other that does not require scrolling
or comparing bar heights.

Each city has its own distribution of total car to rail to
bicycle space, given by a triple (X, Y, Z) where X+Y+Z=1.
These variables identify the Cartesian coordinate (x,y)
with y = Y*sin(π/3) and x = X + y*cot(π/3), encoding
the distribution as a single point in a ternary plot (Fig-
ure 4). A dot in the top corner of this triangle means all
mobility spaces are car spaces, a dot in the bottom left
corner means they are all rail spaces, and a dot in the
bottom right corner means they are all bicycle spaces.
A dot in the center of the triangle means that an equal
share of space is allocated to each of these three forms
of transportation.

The same coordinate transformation can be per-
formed for the city’s modal share, yielding a second data
point. Connecting both dots in the ternary plot yields the
“mobility triangle”. It shows with just two data points the
discrepancy between allocated space distribution and
how people actually move. If first and second dots coin-
cided, it would mean that city space is allocated in a fair
way towards all forms of mobility: cars, rails, and bicycles
receive the same fraction of space that they “deserve”
from their usage. To give some real-world examples, Fig-
ure 4 shows the mobility triangle for the cities of Bei-

jing, Berlin, Budapest, Copenhagen, Los Angeles, Rome,
and Tokyo. Apparently, the dots representing allocation
of space are clustered toward the top car corner of the
triangle, while the modal share dots are spread towards
the bottom and to the right, visualizing how many more
people use other forms of mobility than is allocated for
cars. We chose these specific 7 cities out of the 23 avail-
able ones5 for Figure 4 because of the visual separation
of their data points, and because they cover the most ex-
treme cases (modal share dominated by rails, bicycles,
or cars).

For comparison, we present the same data in the
form of a table (Table 1). The stark contrast in accessi-
bility highlights why visual communication is far superior
for numerical data, an insight established since at least
the 19th century:

The graphical method has considerable superiority
for the exposition of statistical facts over the tabular.
A heavy bank of figures is grievously wearisome to
the eye, and the popular mind is incapable of drawing
any useful lessons from it as of extracting sunbeams
from cucumbers. (Farquhar & Farquhar in Wainer,
2005, p. 9)

4. Empirical Evaluation of Space Inequality Perception

Before engaging platformvisitors into any of the above in-
teractive visualizations, the platform invites them on its

Figure 4. The mobility triangle expresses visually the discrepancy between mobility space distribution (“How space is allo-
cated”) andmodal share (“Howpeoplemove”) as a connected pair of dots in a ternary plot, shown for seven selected cities.

5 Themobility triangle is shown online for all 23 cities on the platform page, though with higher visual clutter. To avoid such visual clutter we recommend
to limit the number of cities displayed in the same mobility triangle plot to not more than 8.
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Table 1.Mobility space distribution versusmodal share in seven selected cities.Modal shares do not sumup to 100 because
of walking which accounts for the remainder. Some space distribution rows do not sum up to 100 due to rounding.

Space Distribution (%) Modal Share (%)

City Automobile Rail Bicycle Automobile Rail Bicycle

Beijing 68 29 13 21 26 32
Berlin 78 15 17 30 26 15
Budapest 77 21 13 20 47 11
Copenhagen 73 12 16 23 27 45
Los Angeles 92 14 14 78 11 11
Rome 88 11 11 68 24 10
Tokyo 61 35 14 12 51 14

landing page to make a guess, asking for their estimate
on howmuch space is allocated to the different forms of
mobility. This invitation is formulated via two questions:
“Who owns cityname?” (Figure 5), and “City space is lim-
ited! What do you think, how much space is allocated to
the different ways of moving through the city?”, where
cityname stands for the name of one of the currently 23
covered cities,6 and is automatically pre-selected to be
closest to the visitor’s location, estimated by IP address.
The guess is made with a set of 3 sliders linking cars, rails,
and bicycles, adding up the percentages to 100%. A guess
is recorded only if the individual moves any of the linked
sliders and makes her choice later than 8 seconds after
having arrived on the page.

The platform collected 2,436 guesses from people
across the 23 cities between the 4th and 25th of July
2017; the results are reported in Figure 6. Box plots visu-
alize the guesses versus dot markers that show space al-

location as determined by the OSM data. The data show
that people consistently overestimate the space given to
bicycles, and underestimate the space given to cars. In 22
of the 23 cities, the median of guesses for bicycle space
lies above the fraction as determined from theOSMdata.
The exception is Helsinki; however, here we suspect an
issue with OSM data or the way the platform is parsing it,
since an allocated bicycle area of 26%, much more than
the 16% in Copenhagen and 19% in Amsterdam, seems
unrealistic. We measure a similar, but inverted picture
for the perception of car space. In 22 of the 23 cities, the
median of guesses for car space lies below the fraction
as determined from the OSM data. The only exception is
Vienna, where the median of guesses is 67.5%, slightly
above the OSM fraction of 63%.

There are possible biases which call for a careful in-
terpretation of the significance of these results. First,
it is not clear how the initial configuration of the slid-

Figure 5. Using a linked set of sliders, empirical guesses on the distribution of mobility space are collected on the landing
screen from site visitors.

6 Amsterdam, Barcelona, Beijing, Berlin, Boston, Budapest, Chicago, Copenhagen, Helsinki, Hong Kong, Jakarta, Johannesburg, London, Los Angeles,
Moscow, New York City, Portland, Rome, San Francisco, Singapore, Stuttgart, Tokyo, Vienna.
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Figure 6. Guesses collected show that people consistently overestimate the space allocated for bicycles (top) and under-
estimate the space allocated for cars (bottom).

ers at 33%–33%–33% or the order “Cars-Rails-Bikes”, Fig-
ure 5, biases the guesses. It is possible that this setup
shifts choices towards amore homogeneous distribution
due to anchoring bias. There is survey-methodological re-
search on slider bias versus radio button bias (Couper,
Tourangeau, Conrad, & Singer, 2006), however with un-
clear relevance since the platform uses linked sliders.We
are not aware of survey bias research on the rarely used
linked sliders. Second, it is not clear how the loaded ques-
tion “Who owns cityname?” biases guesses. Third, most
of the individuals who arrived at the platform were re-
ferred to from media sites that covered the spatial in-
equality aspect, mostly in English or in German. The in-
dividuals in this biased sample are therefore likely al-
ready sensitive to transport injustice and should tend
towards a more informed guess than average internet
users. Fourth, on top of this sample bias, it can also be in-
ferred that most of the site visitors are WEIRD (Western,
educated, and from industrial, rich, democratic coun-
tries) because of the number of guesses being heavily
skewed towards Western locations: n > 100 guesses are
made for eachUS city and for several European cities, but
there are only n≪ 100 guesses for the other cities. (All

sample sizes are shown in brackets in Figure 6.) We do
not know how many of the site visitors are locals, i.e. liv-
ing in the city about which they make their guess, or if
they make guesses only in their IP-assigned or in multi-
ple cities, but we assume that whenever they make one
or more guesses then at least one of these is in their as-
signed city. The differences in guesses between different
cities suggests that a substantial fraction of the individ-
uals is not guessing independently of the city, but con-
sists of either locals or is sensitive towards differences
in space allocation. For example, Los Angeles, a well-
known sprawl city, has a median guessed car space of
88% (±14% SD), while this guess is less than half, 43%
(±21% SD), for Amsterdam which is known for its bicy-
cle culture. The correlation of guessed medians versus
OSM areas over all cities is ρ = 0.63 (p=0.0013) for cars.
Interestingly there is no significant correlation for bicy-
cle spaces, ρ = 0.04 (p=0.84), suggesting that most in-
dividuals judge a city by its car space (which might be
influenced by the slider order “Cars-Rails-Bikes”). The
strong correlation for cars shows that people consistently
underestimate car space even though they adjust their
guesses towards the real situation.
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To sum up, there are possible biases that could have
skewed the results in both directions, and the differences
between guesses and space allocations are not statis-
tically significant for any single city, in terms of mean
± 2 SD, due to the high variation of guesses. However,
the consistent underestimations of car spaces across the
board means that the overall result is significant: the
probability for the null hypothesis of underestimating
22/23 cases by random chance is 23*0.523 < 0.001%.
Therefore, we interpret our empirical observations as ad-
equate evidence that the issue of unequal space alloca-
tion between modes of mobility is underestimated by
most people. This result makes the issue of urban trans-
port injustice even more pressing, as car space is un-
derestimated by the general public. (Further research is
however needed to confirm this misperception and to
understand how it effects urban planning processes and
transport policy decisions either directly by biased de-
cision makers or indirectly through a biased population
that lacks motivation to assert political pressure towards
sustainable transport solutions.)

5. Exploring a Scenario on Parking Space Reduction

The last section of the platform explores the scenario in
which all privately owned cars are replaced by shared,
self-driving vehicles. Due to much more efficient use
of the vehicles, the fleet is assumed to be reduced by

90% (OECD, 2015) with parking spaces reduced by 93%
(Friedrich & Hartl, 2016). For each city, the platform
gives key statistics and a graphical impression on total
saved landmarks, from Vondelparks in Amsterdam to
Schlosspark Schönbrunns in Vienna (Figure 7). Without
information on on-street parking, the numbers shown
only account for a city’s registered vehicles and are
thus vastly underestimating the total reduced parking
area—for some US cities at least 3.3 to 7-fold (Chester
et al., 2015; Shoup, 2005). Further underestimations
come from differences in counting parking spaces. For
example, Chester et al. (2015) find that area devoted to
parking is actually 1.4 times larger than the total area
of roads in Los Angeles county. This discrepancy comes
from methodological differences: they count individual
parking spaces, including multi-story parking garages,
while the platform only considers surface area taken
up by parking. The methodological underestimation of
the platform, apart from data limitations, underlines the
huge amount of space devoted to road infrastructure
and difficulties in assessing the actual scale of it.

Although this particular scenario is based on simu-
lations in optimal settings, without discussing feasibility
nor possible unintended consequences, the visualization
provides a proof of concept how crowdsourced online
platforms could be useful for accessible urban scenario
planning (Peterson, Cumming, & Carpenter, 2003). Note
that amore recent study using data-driven simulations in

Figure 7. The spatial consequences of a scenario in which all cars in a city are replaced by an autonomous, shared fleet
of vehicles.
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Singapore reports parking space reductions through self-
driving vehicles in the order of only 50%, at the expense
of increasing total traveled kilometers by less than 2%
(Kondor, Zhang, Tachet, Santi, & Ratti, 2017). As quanti-
tative research on parking spaces is extremely sparse de-
spite its fundamental role in city planning (Chester et al.,
2015; Shoup, 2005) further research on the topic is ur-
gently needed.

6. Data and Design Limitations

The biggest limitation of crowdsourced platforms is their
data source, in this case OSM, and all the biases and
shortcomings that these sources entail.

6.1. Data Quality

OSM is one of the largest examples of volunteered ge-
ographical information (VGI) today, having over 2.8 mil-
lion registered users and over 3.4 billion contributed ge-
ographic data points (Zhang & Malczewski, 2017). Al-
though there are research gaps in defining appropriate
quality indicators, the VGI data quality literature focuses
on the following main measures: completeness, consis-
tency, and positional accuracy (Senaratne, Mobasheri,
Ali, Capineri, & Haklay, 2017).

The main completeness issue of VGI systems such as
OSM is the heterogeneity of users and records due to the
digital divide. In particular, Haklay (2010) demonstrated
the lack of coverage in non-Western parts of the world,
and within each region in rural and poorer areas:

Places that are perceived as ‘nice places’, wheremem-
bers of the middle classes have the necessary educa-
tional attainment, disposable income for equipment,
and availability of leisure time, will be covered. Places
where population is scarce or deprived are, poten-
tially, further marginalised by VGI exactly because of
the cacophony created by places which are covered.
(Haklay, 2010, p. 700)

This heterogeneity is also a major source of discrepancy
between OSM and governmental bodies like the Ord-
nance Survey that operate on the principle of universal
service. Haklay (2010) found, for example, a high vari-
ation in the coverage rate of English roads—between
46% for the poorest, and 76% for the wealthiest neigh-
borhoods. Variations in completeness also stem from a
heterogeneity of users. OSM contributions are made by
both power users and occasional users, who produce no
bias in terms of content, but a bias inmeticulousness that
varies from culture to culture (Quattrone, Capra, & De
Meo, 2015).

The issue of positional accuracy comes down to the
same argument. Haklay, Basiouka, Antoniou, and Ather
(2010) argue that Linus’ law applies to accuracy in the
case of OSM: “Given enough eyeballs, all bugs are shal-
low” (Raymond in Haklay et al., 2010, p. 70). Haklay et al.

(2010) demonstrate in a quantitative example an inverse,
nonlinear relationship between the number of contribu-
tors and average positional accuracy of the English road
network: 15 or more contributors can improve accuracy
to below 6m from a single-contributor accuracy of 11m.
Comparison between the OSM and the ordnance data
shows a quite accurate 80% overlap ofmotorway objects
between the two datasets. However, this result refers
only to covered areas, and again the problem of com-
pleteness dominates. Because of this and further issues,
Zhang and Malczewski (2017) conclude that Linus’ law is
not applicable in VGI in general.

Given these issues, any rigorous assessment of mo-
bility spaces, as collected from OSM by a visualization
platform has to proceed with utmost caution. Absolute
areas are most certainly not comparable between differ-
ent cities. For example, Jakarta has an area of 661.5 km2,
and in OSM a total car parking area of 1.37 km2. On the
other hand, Singapore, covering a similar landmass of
719.1 km2, has an OSM total of 4.23 km2 car parking
space. It is not clear whether this 3-fold discrepancy is
rooted in a lack of OSM users in Jakarta, in the way OSM
users record data, or in actual differences—OSM data of
Singapore contains a few extended parking spaces and a
large number of small-sized ones, while Jakarta does not
contain many small spaces.

If absolute areas are not comparable globally, how
can crowdsourced geographical information be useful
to assess mobility space inequality? We argue that, de-
spite the absolute differences between different cities,
the relative differences within a city should be more sta-
ble. Apart from possible cultural biases (Quattrone et al.,
2015), it seems reasonable to assume no significant dif-
ference in the biases in which the areas of car space, bi-
cycle space, or rail space are recorded by users within
the same city. Given this assumption, the central limit
theorem implies that with enough spaces sampled from
these three sources, the collected sample distribution
converges towards the distribution of all spaces, mean-
ing that the car to bicycle to rail areas sampled by OSM
will closely resemble the true distribution. However, fur-
ther research is required to assess the influence of user
heterogeneity and how VGI co-evolves with modal share
and urban space.

6.2. Missing On-Street Parking by Design

OSM does not record on-street parking in a polygonal
format, but rather includes on-street parking informa-
tion using parking:lane attributes within highway fea-
tures. Because of this limitation, the area and shape of
on-street parking is not available by design. In fact, cities
themselves often do not have an up-to-date inventory of
their parking spaces, and researchers are dependent on
manual sampling methods. Following such an approach,
Weinberger, Seaman, Johnson and Kaehny (2008) have
shown that on-street parking can be a considerable frac-
tion of all parking in a city. Therefore, by only considering
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off-street parking through the amenity=parking tags, an
OSM based tool is likely vastly under-estimating the total
car parking area within a city. In case that an OSM street
contains awidth attribute, it is not clearwhether the user
who added the tag intended to include on-street parking
space; however, we assume this not to be the case be-
cause OSM specifies on-street parking information to be
dealt via the parking:lane attribute. In case of no width
attribute, the platform uses lane information and approx-
imate fallback values for default streetwidths that do not
contain on-street parking.

6.3. Missing Pedestrian Spaces

Although OSM has a sidewalk attribute it seems to be
rarely used. Because of this lack of data, the area and
shape of pedestrian mobility spaces is not available,
apart from explicit off-street footpaths. Further, foot-
paths have no parking equivalent like the other forms
of transportation, so the design of the platform would
break. However, adding pedestrian spaces through other
data sources (see Section 7), would be desirable to under-
stand how motor-dependent or how walkable a city is.

6.4. Overlaps in Mobility Space

Different modes of transport often use overlapping
spaces. For example, buses usually use the same road
space as cars, bicycles use road space when there are no
protected bicycle lanes, or tram rails might overlap with
car space. Therefore, a unique attribution of each square
meter of mobility space to one form of transportation
is not possible. We followed a few simplifying steps that
might distort the space inequality assessment. First, bus
space was entirely ignored due to the substantial over-
lap with car space, and because it is not straightforward
to quantify these spaces from the OSM data. Instead of a
distinction into cars, public transport, and bicycles, space
was split into cars, rails, and bicycles. Second, bicycle
space was not considered whenever it neglected estab-
lished practices of physical separation from car traffic as
encoded by the cycleway=lane tag. Only physically sepa-
rated bicycle space was considered, using the tags high-
way=cycleway, bicycle=designated, and cycleway=track
(see Section 6.5). Third, possible overlaps of rail with car
spaces were ignored. It could be argued that rail infras-
tructure competes less for mobility space than overlap-
ping spaces do such as car and bicycle spaces. A possible
alternative version of the mobility triangle could there-
fore replace rail space with pedestrian space.

6.5. Protected versus Unprotected Bicycle Space

The platform only considers protected bicycle lanes, i.e.
lanes that are physically separated from vehicular traffic.
Although it is outside the scope of this article to analyze
bicycle infrastructure and cyclist injury rates, this choice
is important and deserves an explanation. We first re-

fer to the literature on bicycle infrastructure safety to
argue why this is a reasonable choice, and then show
that even if the platform were to consider both pro-
tected and unprotected bicycle lanes, it would not make
a relevant difference—both themobility triangle and the
results on infrastructure perception would stay qualita-
tively the same.

Researchers who study bicycle infrastructure and in-
juries report growing evidence on two necessary ingre-
dients for making bicycle infrastructure safe: 1) physical
separation from vehicular traffic, and 2) improved inter-
section design. For example, Teschke et al. (2012) study
injury risk in Canadian cities using a case-crossover de-
sign for statistical control viawithin-route randomization,
finding a 9 times lower injury prevalence on physically
separated cycle tracks than on reference routes. Shared
bicycle infrastructure shows no significant risk reduction.
Reynolds, Harris, Teschke, Cripton andWinters (2009) re-
view 23 papers on the topic and report that roundabouts
in particular can pose an increased risk to cyclists if cycle
tracks are not separated. Pucher and Buehler (2016) re-
view 8 recent studies and conclude that decades of evi-
dence in Europe and the US demonstrate clear evidence
that it is “crucial to provide physical separation from fast-
moving, high-volume motor vehicle traffic and better in-
tersection design” (p. 2090). These insights are not only
academic, but increasingly are incorporated into policy
guidelines such as the National Association of City Trans-
portation Officials (2017) guidelines, which now recom-
mend protected bicycle lanes as best practice except for
the special circumstance of streets with low-speed, low-
volumemotor vehicle traffic. It therefore makes sense to
not consider bicycle space that is accessible by cars, as
it cannot be considered safe for cyclists in typical traffic
conditions. Despite all the empirical evidence found so
far in favor of protected bicycle lanes, cycle tracks are per-
ceived less safe by the public than observed, while mul-
tiuse paths are perceived safer than observed (Winters
et al., 2012). Further, since the OSM data do not allow to
distinguish between properly and improperly designed
intersections and lanes, the OSM protected bicycle lanes
can only be considered a proxy for best practice imple-
mentations.

Because bicycle infrastructure safety literature is still
sparse, let us ask: Are these results robust to the issue
of protected versus unprotected bicycle lanes? To un-
derstand this question, we counted all unprotected bicy-
cle ways via cycleway=lane OR cycleway=opposite_lane
OR cycleway=share_busway from OSM and calculated
how much their count increases from the previously
considered count of protected bicycle lanes. We find
that 12 of the 23 cities add only less than 10% bicycle
ways if also unprotected ones are considered (Hong Kong
0%, Helsinki 1%, Singapore 1%, Moscow 2%, Tokyo 2%,
Rome 2%, Amsterdam 3%, Stuttgart 4%, Jakarta 5%, Bei-
jing 6%, Copenhagen 7%, Barcelona 8%). Seven cities
add between 10% and 50% (Johannesburg 15%, Port-
land 29%, Berlin 33%, London 35%, Chicago 36%, Bu-
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dapest 39%, Vienna 42%). The final four cities are all
from the US: Boston 73%, New York 160%, Los Angeles
182%, San Francisco 222%. Since these cities have an al-
ready negligible absolute area of bicycle infrastructure,
doubling or tripling it does not make any qualitative dif-
ference in the mobility triangle (Figure 4), nor in the re-
sult on misperception (Figure 6). In light of the previous
discussion of how most unprotected bicycle lanes could
be considered unsafe, it is not surprising that the West-
ern country with the strongest car culture has by far the
highest ratio of unprotected bicycle space. This prelimi-
nary observation motivates further research on whether,
how, or why societies that provide the least space for bi-
cycles are also the societies that provide the most inade-
quate space for bicycles.

6.6. Overlaps in Modal Share

Modal share is the percentage of travelers commuting
by walking, cycling, public transport, or private motor ve-
hicle. There is an issue with this distinction in the con-
text of the platform. As above, public transport incorpo-
rates buses, which share the same space as cars and can-
not be uniquely separated. Further, public transport is a
mix of bus and rail transport, which cannot be directly
compared to the mobility space of rails because of the
missing bus spaces. Therefore, a one-to-onemapping be-
tween mobility space and modal share is not possible,
and the “How people move” dot in the mobility triangle
(Figure 4) should be closer to the top corner if bus space
is taken as car space. A general issue with modal share is
its measurement via surveys by local governments with-
out standardizedmethods, implying thatmodal shares of
different cities have to be compared with caution. Here,
the platform developers gatheredmodal shares from var-
ious official sources.7 Regardless of the data source, the
contribution of the platform lies in a new visualization
tool, in particular the mobility triangle. The accuracy of
this visualization can only be as good as the accuracy of
the underlying data.

6.7. Web Design Limitations and Possibilities for
Improvements

The platform was developed by a team of 15 people in
total, coordinated by moovel Group GmbH, consisting
of user experience designers, graphic designers, web de-
signers, Javascript experts, mobility experts, and data sci-
entists. This team had to balance web design, user ex-
perience, available web technology, and data limitations.
For example, questions like “How many parking spaces
can we fit into a browser window?” or “How do we load
thousands of polygons into the browser and still make
it scrollable smoothly?” had to be solved together. Be-
cause of many such constraints, the complexity of inter-
active parts, and a finite budget, there are still several
possible avenues to improve the platform. For example,

it could be optimized for mobile view, a scale or land-
mark could already be shown during the 2-column view,
there could be a tutorial, the types of roads or rail tracks
could be distinguished, cars and busses could be merged
as a “motor” category, or many usability improvements
could be implemented such as accent-insensitive search
(“Nador utca” should return the same street as “Ná-
dor utca”). Fortunately, because the platform is open-
sourced, anybody is free to open an issue or to imple-
ment such improvements.

7. Potential Use in Urban Planning and Outlook

In the current form, the platform collects, quantifies,
makes explorable, and summarizes with visual elements
and key statistics the crowdsourced, massive data sets
composed ofmillions of singlemobility spaces fromOSM
spanning city limits. Primarily, it is useful as an educa-
tional tool for the public, to engage with the issues of
sustainable transport and transport justice, and to make
tangible how much parking space is wasted that could
be utilized more meaningfully, through non-technical
advances (policy changes) or technical advances (e.g.
shared, autonomous cars). Such public engagement has
the potential to improve public opinion and the mea-
sured misperception of sustainable transport and could
indirectly back urban policy makers to reclaim road and
parking space for pushing forward sustainable trans-
port solutions (Chester et al., 2015). A public ranking of
different cities could also come with positive competi-
tive effects.

As a direct aid for urban planners, the platform gives
a quantified overview of mobility space distributions
spanning an entire city. Although inventoried data of
such spaces may already be available to city adminis-
trations, the automatized merging and public process-
ing provides a boost in accessibility. Because it is open-
sourced with anMIT license, it can be applied to any city,
and extended or adjusted to fit particular use cases as
a visual quantification software. For example, longitudi-
nal data could be collected to compare developments in
time, to check if new policies are required or have an
impact, or to identify underdeveloped neighborhoods in
need of focused investments.

7.1. Longitudinal Extension to Study
Induced/Disappearing Traffic

The discrepancy between modal share and available
space should not be underestimated, but cast in a sys-
tems dynamics perspective. The ternary nature of the
mobility triangle is a hint at an evolutionary game the-
ory setting where three strategies are competing against
each other: extend infrastructure for car, extend infras-
tructure for rails, or extend infrastructure for bicycles.
The urban planner’s mix of strategies (choice of invest-
ments into different modes) drives the direction of the

7 For a list of sources see https://en.wikipedia.org/wiki/Modal_share
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space allocation dot, which in turn influences the modal
share dot due to induced traffic: investment into high-
ways means increased supply of road space, which in-
duces a higher modal share for cars, while investment
into protected bicycle lanes increases sustainable bicycle
traffic. Similarly, “road diets” and reducing free parking
can cause disappearing traffic (Shoup, 2005; Speck, 2013;
Weinberger et al., 2008). The impact and effectiveness
of such policies could be analyzed visually in a longitudi-
nal, possibly animated, extension of themobility triangle.
The examples of Figure 4 hint towards a non-linear rela-
tionship: in the cities of Los Angeles and Rome, where
almost all space is allocated to cars, most people are
forced to use them, and the discrepancy between space
and modal share (the distance between the two dots)
is small. In other cities, however, where there is slightly
more space for rails or bicycles, like Budapest or Copen-
hagen, the corresponding forms of transport are much
more widely used, leading to a clearly larger discrepancy.
This discrepancy suggests that already a small change
in infrastructure can provide large positive effects and
return on investment—especially considering how inex-
pensive it is to build bicycle infrastructure.

7.2. Extension of Spatial Scales

A straightforward extension of the platform would be to-
wards different spatial scales, and would give urban plan-
ners more options to explore space inequality and trans-
port policies in neighborhoods, districts, areas of inter-
est, agglomerations, or even whole countries. A freely
selectable or importable bounding polygon would make
the process maximally flexible.

7.3. Scenario Planning for Performance Targets and
Estimating Impacts

For the purpose of urban planning, themost hands-on ex-
tension would be a feature for scenario planning (Peter-
son et al., 2003). Scenarios would allow urban planners
to play through different transformations, to understand
the potential impact of new space-related policies and
how concrete performance targets can be reached. For
example, many cities struggle with inadequate housing.
A scenario planning tool could allow urban planners to
understand what happens if a percentage of parking ar-
easwere turned into housing. It also could help to answer
several questions: How would the narrowing of roads,
the addition of protected cycling lanes, or the transfor-
mation of city centers into pedestrian zones, change traf-
fic, pollution, walkability, or livability? What percentage
of space would need to be converted, and how much in-
vestment would that take, to turn a city into the spatial
equivalent of Copenhagen? How much sprawl is there
(Gervasoni, Bosch, Fenet, & Sturm, 2017)? All the estab-
lished urban planning goals and indicators could be in-
corporated, such as climate protection and pollution re-

duction, adequate and equitable access to housing and
transport, health and safety measures like Vision Zero to
reduce fatalities from collisions or the increase of daily
walking time, open space and agricultural preservation,
economic vitality, or transportation system effectiveness.

7.4. Extended Crowdsourced Data Sets

A platform like the one developed is not limited to trans-
port spaces but could become a general visual frame-
work for any kind of urban space inventorywhere objects
are encoded as polygons, collections of line segments,
or nodes. For example, the selection of spaces could be
extended to amenities, buildings, land use (Fonte et al.,
2017), natural areas, waterways, or any of the other built
or natural spatial map features of OSM. However, special
care has to be taken to fit, and possibly cut, too large el-
ements such as forests, and to determine spatial exten-
sions in case of zero- or one-dimensional map elements.
With cutting edge open-source software packages like
OSMnx, of which the platform is also making use, down-
loading, analyzing and visualizing open VGI has become
an easy task (Boeing, 2017).

For the purpose of parking and walking space as-
sessment, a desirable data extension would be on-street
parking, sidewalks, and other pedestrian spaces. This
data could come fromVGI systems other thanOSM, from
commercial platforms, or from city space inventories.
The problem with commercial platforms and official city
inventories is that data is typically not accessible to the
public. More efforts should be invested into establishing
transparency laws and open data initiatives like the New
York City OpenData project.8 Extending crowdsourced
data with data collected by governmental bodies would
have the beneficial side-effect of decreasing data com-
pleteness biases. If no up to date information is available,
parking data can also be complemented via growth sim-
ulations (Chester et al., 2015).

Implementing urban policies should not only follow
objective goals, but should first and foremost be satis-
factory for the citizens who live in the city. To balance
public and private interests, it is therefore important
to measure citizen requests and human perceptions of
urban spaces. On the one hand, requests can be mea-
sured directly through interview surveys, such as in a
recent study conducted in Germany by Gesellschaft für
Konsumforschung (2017) which showed that 87% of citi-
zens want more space for pedestrian and bicycle traffic.
On the other hand, large-scale measurement processes
can be designed efficiently by crowdsourcing (Quercia,
O’Hare, & Cramer, 2014; Salesses, Schechtner, & Hidalgo,
2013) or by extraction from user-generated social media,
allowing for “obtain[ing] citizens’ direct feedback for ur-
ban planning and as a supplementary decision support
tool for ongoing planning processes using contextual
emotion information” (Resch, Summa, Zeile, & Strube,
2016, p. 124).

8 http://opendata.cityofnewyork.us
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7.5. From Crowdsourced to Automatized Quantification

While crowdsourced data always suffers from complete-
ness biases, a potentially truly complete approach to
assess urban space distribution could come through
the recent revolution in automatized machine learn-
ing methods (LeCun, Bengio, & Hinton, 2015). In par-
ticular, visual methods like image recognition and com-
puter vision have the potential to transform urban plan-
ning through the large-scale, automatized identification
of urban patterns and dynamics using satellite (Albert,
Kaur, & Gonzalez, 2017) or street-level images (Naik,
Kominers, Raskar, Glaeser, & Hidalgo, 2017). Such au-
tomatized methods come with the need of human-level
validation—crowdsourced or in the form of precise in-
spection (Gössling et al., 2016)—combining automatized
with manual approaches. In the example of the platform,
image recognition algorithms could identify and mea-
sure all differentmobility spaces, including sidewalks and
on-street parking spots, from satellite images instead of
relying on biased user inputs.

7.6. Beyond Space Equality

When comparing allocation of urban mobility space in
absolute values, cars naturally take away more space
than any other forms due to the high per person area,
as discussed in Section 1.1. Therefore, the observed un-
equal distribution of allocated space is a consequence of
both this inherent spatial imbalance and of policy deci-
sions. Given this insight one might ask: Is our definition
of equality unfair? Shouldwe accommodate cars and cor-
rect for their inherent spatial requirements? If our aim is
tomeasure absolute allocation of space or to raise public
awareness of the issue, the answer should be a resound-
ing “No”—the function of urban transport infrastructure
is to move people, not arbitrarily large, mostly empty ve-
hicles. However, it could make sense to extend the plat-
form with a rescaling option to disentangle the contribu-
tions of inherent space and of policy decisions to under-
stand if a city is favoring cars even above their inherent
space requirements. On the other hand, treating cars at
the same level as sustainable forms of transport creates
a false equivalence and unreasonably accommodates car
culture. Besides an array of problems (see Section 8) cars
are infinitelymore deadly than pedestrians or bicycles, in
terms of pollution and as road hazard, and should there-
fore be reasonably discriminated against in any discus-
sion of equality. Adding this correcting weight to space
equality considerations would mean not only going from
a) the status quo of prioritizing cars over sustainable mo-
bility to b) a position where sustainable mobility is on
an equal footing with cars, but to c) a prioritization of
sustainable mobility over cars. Such reversal of prioritiza-
tion could ultimately lead to a closer measure of fairness
that accounts for human life and the way how citizens
are treated, i.e. to optimize for livable cities through a
human-centric concept of space equity.

8. Further Issues with and Suggested Solutions for
Car-centric Cities

Beyond the spatial inefficiency of cars discussed in Section
1.1., there are a number of further sustainability issues, of
which we highlight a few here. For a detailed discussion
on the related three dimensions of transport injustice—
exposure to traffic risks and pollutants, distribution of
space, and the valuation of time—see Gössling (2016).

8.1. Pollution

Every year, ambient air pollution causes 3 million deaths
worldwide (World Health Organization [WHO], 2017).
The largest contributor to such pollutant-related mortal-
ities is road transportation, dominated by cars, causing a
large number of PM2.5-related deaths andozone-related
early deaths as an inherent by-product of combustion
processes (Molina&Molina, 2004; Caiazzo, Ashok,Waitz,
Yim, & Barrett, 2013). A further major problem of vehic-
ular pollution is the rising concentration of greenhouse
gases in the atmosphere, contributing to climate change
(Moriarty & Honnery, 2008).

For dealing with local health hazards, policy efforts
such as a series of European Emission Standards are on-
going to reduce PM emissions of vehicle engines (Piock
et al., 2011). Concerning greenhouse gases, a wide mix
of technical solutions for improving fuel efficiency in cars
has been developed and discussed, including alternative
fuels, hydrogen fuel-celled vehicles or hybrid electric ve-
hicles (Moriarty & Honnery, 2008). While fuel efficiency
has the potential to be improved by a factor of 4 over
the following decades (Åkerman & Höjer, 2006), Mori-
arty and Honnery (2013) argue that, despite such tech-
nical advances, an implementation of “green cars” is not
a reasonable solution on a global scale, as several key
variables cannot be assumed to be constant. For exam-
ple, the observed growth of motorization and decrease
of car occupancy rates will counteract all technical ef-
forts spent on optimizing fuel efficiency—whether on
the tank-to-wheel or well-to-tank level. Therefore, fea-
sible solutions should be non-technical such as trans-
port policy changes to reduce passenger travel levels
(Moriarty & Honnery, 2013). However, a recent exam-
ple in China shows how massive government subsidies
and non-monetary incentives can also provide a non-
technical solution to boost the explosive adoption of
electric vehicles (Wang, Sperling, Tal, & Fang, 2017). In
any case, aggressive, visionary policymaking and consid-
erable investments will be needed to achieve success
(Fulton, Mason, & Meroux, 2017). How frictionless such
policies could be implemented in individualistic Western
societies is an open question.

8.2. Road Fatalities

The ninth leading cause of death globally is road traffic
crashes, causing 1.25 million people to die every year
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(WHO, 2015). Road fatalities are facilitated by a combina-
tion of poor safety regulations and inadequate road and
vehicle standards, preferentially putting at risk the most
vulnerable road users:motorcyclists, pedestrians, and cy-
clists (WHO, 2015). Recent social psychology research
on driver attitudes analyzed the competition for mobility
space from the perspective of social dominance theory,
further showing that “drivers might view bicyclists as not
just a momentary annoyance, but a threat to their social
identity as a driver” (Goddard, 2017, p. 17), suggesting
a “significant influence on bicycling uptake and bicyclist
safety” (Goddard, 2017, p. 152) on top of the inherent
physical risks.

In a future where all cars are fully autonomous, the
yearly 1.25 million traffic fatalities could become a thing
of the past, or could at least be severely reduced (Lit-
man, 2017a). Although such hopes are mostly based on
speculation, recent disengagement self-reports from au-
tonomous car testing programs show a trend towards
improved technological capabilities (Davies, 2017). How-
ever, the fundamental question is: How feasible is the
diffusion of self-driving technology globally, and is that
preferable to prioritizing infrastructure for the already
proven, low-risk forms of mobility? Further, how is tech-
nology that was tested in ideal, Western conditions, per-
forming in sub-optimal infrastructure and traffic condi-
tions that exist in most parts of the world (WHO, 2015)?
Answers to these questions are yet unclear.

8.3. Lack of Health Benefits

Vehicular mobility does not enjoy the extensive advan-
tages of walking and in particular of cycling which in-
cludes fitness benefits and benefits in cardiovascular risk
factors (Oja et al., 2011). As Gössling and Choi (2015)
have demonstrated via cost-benefit analysis, this is also
an economic argument: taking into account health ben-
efits from cycling together with costs on climate change
and road crashes, car driving is six times more costly to
society (Euro 0.50/km) than cycling (Euro 0.08/km). Al-
though an extra health benefit should not have to be a
requirement for designing transport infrastructure, mak-
ing people sit less still during their travels can be an ef-
fective health intervention, especially relevant in today’s
global obesity epidemic (Frank, Andresen, & Schmid,
2004). There is no obvious solution to the car’s lack of
health benefits.

8.4. Usage Inefficiency: Sharing and Self-Driving Cars

There are two main ingredients to how usage ineffi-
ciency (see Section 1.1) could be overcome. First, fo-
cus on increasing occupancy rates through sharing. Al-
though formal ride sharing programs in the US have a
long history of failure (Moriarty & Honnery, 2008), strict
high-occupancy policies in Jakarta have shown drastic
improvements on city-wide traffic (Hanna, Kreindler, &
Olken, 2017), again demonstrating the power of non-

technical solutions. Apart from such centralized policies,
memberships in formal car and ride sharing programs
are increasing in Western countries (Shaheen & Cohen,
2007) and are becoming socially acceptable on a large
scale through recent advances in information technol-
ogy and the widespread use of smart phones (Ratti & Bi-
derman, 2017), coupled with changes in behavior that
seeks access to mobility instead of ownership of a ve-
hicle (Botsman & Rogers, 2010). The boom of car shar-
ing in the last decade shows that services like car2go,
where one shared vehicle can replace up to 11 privately
owned vehicles (Martin & Shaheen, 2016), could replace
a substantial part of current vehicles in the long run, sig-
nificantly reducing the need for parking. On the level
of taxis, ride sharing scenarios have already been imple-
mented, and their potential benefits have been quan-
tified rigorously—yielding substantial possible improve-
ments in terms of reducing trips and pollution (Santi
et al., 2014). Although in individualistic societies consis-
tent success of ride sharing might be difficult to achieve
due to locked in user expectations (Epprecht, Von Wirth,
Stünzi, & Blumer, 2014), Didi Chuxing self-reported mas-
sive savings in China in the order of 510 million liters of
fuel over a year (World Economic Forum, 2016).

The second ingredient to better usage efficiency
could come in the form of autonomous cars. If all existing
vehicles were turned into a self-driving, public fleet, cars
would not be bound to a specific human driver anymore,
allowing to serve the emergingmobility needs of citizens
on the fly, and to even complete freight transport during
off-peak times. Combined with the possibility to share,
simulated optimal scenarios suggest that the same ve-
hicular mobility needs of today could be delivered with
a 70% to 90% smaller fleet (OECD, 2015; Spieser et al.,
2014). This more efficient use of cars could mean a re-
duction of massive amounts of parking space, up to 93%
in the case of Stuttgart (Friedrich & Hartl, 2016). At the
same time, these scenarios also show that the overall
volume of car travel would likely increase due to repo-
sitioning and service trips (OECD, 2015). Although pub-
lic test drives of self-driving cars are being already de-
ployed (Davies, 2017), the acceptance (Epprecht et al.,
2014) and large-scale impact on society, with possible
substitution and rebound effects, will likely not be clear
until considerable numbers are tested in actual use (Ratti
& Biderman, 2017).

8.5. No Solution for Spatial Inefficiency

Unfortunately, there is no solution for the issue of spatial
inefficiency, making the car the least sustainable form of
transportation (Banister, 2005). Although spatial ineffi-
ciency might be reduced by sharing and more efficient
space use on the road through reduced response times
of autonomous vehicles by velocity matching, swarming
(Ulbrich, Rotter, & Rojas, 2016), and automatized inter-
section design (Ratti & Biderman, 2017; Tachet et al.,
2016), these efforts would be counteracted by the global
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increase in motorization, following the same arguments
as above (Moriarty & Honnery, 2013). At the same time,
increasing the efficiency of cars induces traffic, further
reinforcing rather than curbing unsustainable car-centric
city planning (Fulton, Mason, & Meroux, 2017). The
sprawling space requirements of the car ultimately ren-
ders it inferior, even if implemented in the most efficient
form, i.e. being environmentally-friendly, public, shared,
and autonomous. Thus, for a sustainable urban future, it
is paramount to focus on policy solutions and to prioritize
the proven methods of mobility: walking, cycling, and
mass transit. Such solutions, in particular those aimed
at reclaiming space to make cities less car-dependent
and more livable, include road diets, abolishing mini-
mum parking requirements and free parking (Chester
et al., 2015; Shoup, 2005), or localized car bans if feasi-
ble (Speck, 2013) that take into account behavioral re-
sponses to be effective (Guerra & Millard-Ball, 2017). Al-
though the high level of car use in cities today is uneco-
nomic and unsustainable, limited numbers of cars might
remain useful in special scenarios such as providing mo-
bility for elderly or disabled people (Kamruzzaman, Yigit-
canlar, Yang, &Mohamed, 2016). In practice, pricing poli-
cies could be easily designed to correct the existing mar-
ket distortions that currently over-subsidize cars, incor-
porating congestion, roadway costs, accident risk, park-
ing, pollution, and fuel externalities, towardsmultimodal
and socially optimal transport markets (Gössling, 2015;
Litman, 2017b).

9. Conclusion

In this article we explored the spatial implications of
almost a century of car-centric urban planning. In par-
ticular we focused on how to measure and visualize
the inequality of urban mobility spaces on a large scale
through crowdsourced data gathered via OSM. We de-
scribed how the recently developed open-source online
platform What the Street!? packs and coils all of a city’s
mobility spaces of cars, rails, and bicycles, and com-
pares these spaces with each other and with their modal
shares, making easily accessible the worldwide privi-
leged allocation of urban space towards cars. The plat-
form also highlights the massive spaces wasted through
parking caused by inefficient use of cars. Finally, we an-
alyzed guesses from site visitors, showing that this in-
equality of space is commonly underestimated. This bi-
ased perception of space possibly reinforces conserva-
tive, unsustainable transport planning. We showed how
open volunteered geographic information enables pub-
lic engagement with the issue of urban transport in-
equality, and how it could become a vital part of fu-
ture planning tools, complementing traditional and auto-
matic methods of urban land use assessment and trans-
port planning.

We have added a spatial perspective to themounting
evidence that car-centric urban planning—which treats
the city as a linear machine (Batty, 2013)—is one of the

20th century’s most impactful tragedies of the commons
come true. It is responsible for a good part of the unfold-
ing global catastrophe of climate change and has created
cities with substandard living conditions stuck in gridlock.
Initially being an issue of transport inequality that ben-
efited the car industry and a privileged, vehicle-owning
segment of the population at the expense of the poor,
the paralysis of cities through the inefficiency of vehicu-
lar traffic has since long started to hurt all citizens alike.
This outcome calls for the benefits of applying the sci-
entific method on an all-encompassing basis instead of
relying on myopic transport engineering (Speck, 2013)
to make urban transport planning sustainable: 1) gather
and analyze data, 2) understand which mix of mobility
forms works best for the whole city in the long term, and
3) allocate space and develop infrastructure as needed.
Most importantly, this process needs to be agnostic, i.e.
without unreasonable prioritization of one form of mo-
bility over others.

Although technical approaches like shared, self-
driving cars could free up massive parking spaces, they
alone will not make urban transport sustainable. Such
technical fixes bring at best temporary benefits, are in-
feasible to implement globally, and carry the danger of
reinforcing the status quo ofmonocultural, car-centric ur-
ban planning and its negative consequences. With the
majority of people now living in cities, along increas-
ing worldwide urbanization and motorization, it is high
time to reverse the systemic misdevelopments of 20th

century urban planning with bold policy making that im-
plements sustainable, society-wide optimal, urban trans-
port systems.
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1. Introduction

1.1. Twitter, Sentiment Analysis and Urban Green Space

Sentiment analysis describes the field of study con-
cerned with analysing the opinions, attitudes and emo-
tions of individuals towards entities such as products,

services, organisations, locations and events (Liu, 2012).
Over the last two decades, the field has become increas-
ingly active given the vast real-world applications to a
plethora of disciplines, such as politics, economics, busi-
ness, healthcare and urban planning. Increased engage-
mentwith sentiment analysis has also coincidedwith the
rapid growth in social networks, without which a lot of

Urban Planning, 2018, Volume 3, Issue 1, Pages 21–33 21



the recent research would not have been possible. For
the first time in human history researchers have access
to huge volumes of freely accessible data published by
individuals online.

The increase in social media sites such as Twitter has
led to the internet becoming a place of increased ex-
pression and opinion sharing on a vast range of topics
(Pak & Paroubek, 2010). This phenomenon is providing
new sources of text which can be used to gauge public
opinion through sentiment analysis (Zhang, Riddhiman,
Dekhil, Hsu, & Liu, 2011). Recent studies have indicated
the potential and versatility of tweets in examining emo-
tions. These include: a variety of economic (Bollen, Mao,
& Zeng, 2011; Chung & Liu, 2011; Jansen, Zhang, So-
bel, & Chowdury, 2009) and social (Thelwall, 2014) con-
texts, examining emotional responses to specific events,
such as political elections (Bruns & Burgess, 2011; Tu-
masjan, Sprenger, Sandner, & Welpe, 2010; Wang, Can,
Kazemzadeh, Bar, & Narayanan, 2012), natural disas-
ters (Mandel et al., 2012; Shalunts, Backfried, & Prinz,
2014) and terrorism events (Cheong & Lee, 2011); and
exploring new ways to measure happiness (Dodds, Har-
ris, Kloumann, Bliss, & Danforth, 2011; Mitchell, Frank,
Harris, Dodds, & Danforth, 2013; Quercia, Ellis, Capra, &
Crowcroft, 2012). Recent research by Roberts, Sadler and
Chapman (in press) identified how Twitter data can be
successfully used to identify both emotions in tweets;
and the cause of these emotions, in relation to green
space experience. Following the success of this work,
this study investigates the use of three different meth-
ods of sentiment analysis in this context. In doing so,
different methodologies are explored and their limita-
tions discussed.

The information made available by individuals in
their tweets has the potential to provide insights into
how urban landscapes are perceived by individuals as
they navigate them. The urban landscape is being experi-
enced by an increasing number of individuals as global ur-
ban populations continue to expand (UN Habitat, 2016),
leading some to question the long-term sustainability
of cities (Grimm, Grove, Pickett, & Redman, 2000). Un-
derstanding how individuals are responding and relating
to city landscapes is a key element for facilitating their
design, implementation and management. Urban green
spaces in cities provide the opportunity for individuals
to have contact with the natural environment (Daniel
et al., 2012), a fundamental influence on human well-
being (Fuller & Gaston, 2009; Kellert &Wilson, 1995;Wil-
son, 1984), while the benefits associatedwith nature and
green spaces are a vital component of the ecosystem ser-
vices they provide to human populations (Costanza et al.,
1997; Daily, 1997; Ehrlich & Ehrlich, 1981; MEA, 2005).
Despite broad agreement that these cultural ecosystem
services are beneficial to urban dwellers (World Health
Organisation, 2017) there remains limited methodolog-
ical progress in capturing the transfer and receipt of
these services to populations, largely due to their intan-
gible nature and difficulty in assigning economic value

to the benefits they provide (Daniel et al., 2012; Milcu,
Hanspach, Abson, & Fischer, 2013). Studies have only
recently emerged that consider the effect of number
and duration of encounters on ecosystem service receipt
(Shanahan, Fuller, Bush, Lin, & Gaston, 2015; Shanahan,
Lin, Gaston, Bush, & Fuller, 2014), and at present they re-
main small scale and highly contextualised. Twitter data
have the potential to offer a wider spatial and temporal
lens through which responses of people to urban green
spaces can be captured.

While environmental cues have a significant impact
on how individuals respond to and experience space (Ul-
rich, 1983), a wide range of other factors are also influen-
tial, includingweather conditions, group dynamics, types
of activities and what people observe happening around
them. These factors are hard to study successfully due to
limitations on experiment size and cohort selection, so
capturing their high spatial and temporal variability has
proved challenging (Cohen et al., 2009). As a result, stud-
ies lack explorations of the emotional responses of peo-
ple to urban green spaces and the range of sentiments
they can elicit in individuals. Twitter data offers the po-
tential to overcome these limitations and can provide in-
formation about how individuals feel while experiencing
urban green spaces. The information provided in tweets
also has the potential to contextualise why an individ-
ual may be experiencing certain emotions and what ac-
tivities they are engaging in that result in the given re-
sponse. Such information has significant utility for urban
planning. For example, data which provides evidence for
the beneficial effects of urban green spaces for urban
dwellers can be used to justify their continued presence
in the urban landscape amidst intense development pres-
sures. Furthermore, the successful identification of the
causes of positive and negative emotions experienced by
users of urban green space using Twitter data (Roberts
et al., in press), could be used to develop an evidence
base from the which planners can create and manage
green spaces to promote positive emotional experiences
and minimise and remove features which cause nega-
tive responses.

Despite the benefits Twitter data offers to re-
searchers, sentiment analysis studies obtained from
tweets are not common, especially in an urban context.
Nonetheless, studies have utilised tweet text to inves-
tigate how public mood varies both spatially (Bertrand,
Bialik, Virdee, Gros, & Bar-Yam, 2013) and temporally
(Martinez & González, 2013) in urban areas, and to com-
pare how the positivity of Twitter posts by urban cit-
izens varies between different cities (Hollander et al.,
2016). Others have used Twitter data alongside addi-
tional sources (such as biosensors) to assess how individ-
uals perceive and emotionally respond to cities (Resch,
Summa, Zeile, & Strube, 2016), in order to develop more
citizen centric approaches to urban planning. For tweets
to be a useful source of emotional data to urban planners,
methods of sentiment analysis are requiredwhich enable
the fast, accurate and replicable annotation of tweets.
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1.2. Methods of Sentiment Analysis

The possibility of accurately extracting emotions from
tweets has been demonstrated in recent studies (e.g.,
Roberts, Roach, Johnson, Guthrie, & Harabagiu, 2012),
which have classified tweets according to a range of read-
ily identifiable and distinct emotions. However, working
with such an informal text genre presents new challenges
for language processing as the language used by the twit-
ter community is often informal with creative punctua-
tion and spelling, slang, abbreviations and URLs (Rosen-
thal, Ritter, Nakov, & Stoyanov, 2014). The use of emoti-
cons/emojis also provides an additional challenge for an-
alysts as the emotions they convey can be highly subjec-
tive and often context dependent. Debate on how to de-
velop methods which address these challenges and cap-
ture the fullest range of responses possible, and how
best to mine people’s opinions and sentiments is an in-
creasing body of literature.

To compensate for the range of challenges inher-
ent in using Twitter data, approaches to identifying sen-
timent and emotion are varied, but can broadly be
placed into three commonplace methodologies. Firstly,
manual annotation requires human annotators to cat-
egorise tweets into emotion categories (Jansen et al.,
2009; Roberts et al., in press). Fully automated annota-
tion can also be undertaken, relying on algorithms and
rules to annotate the emotion in tweets. Many differ-
ent approaches to fully automated annotation exist, but
methods typically rely on n-gram analysis (Barbosa &
Feng, 2010) to annotate the emotion in a tweet. Signif-
icant limitations have been identified with using both
manual and automated sentiment analysis on tweets
(and are discussed in detail in subsequent sections). As
a result, novel methodologies are being developed to
progress tweet sentiment analysis. This study presents
one such method, drawing on semi-supervised or ma-
chine learning annotation. There are a number of ma-
chine learning techniques which can be employed to an-
notate tweets including Naïve Bayes classification (Go,
Bhayani, & Huang, 2009; Pak & Paroubek, 2010), maxi-
mumentropy classification (Go et al., 2009), graph based
propagation algorithms (Resch et al., 2016) and seman-
tic orientation (Turney, 2002). The method presented
herein relies on a graph based semi-supervised learning
algorithm (Resch et al., 2016) and is described in full in
Section 2.5. The variety of approaches undertakenwithin
these threemethodological approaches reflects the com-
plexity inherent in the task.

This article uses tweets relating to urban green
spaces to evaluate three different sentiment analysis
methods, focusing on the variation in sentiment they in-
dicate, in order to facilitate discussion around the lim-
itations and benefits of each approach. However, this
article does not attempt to identify the most effective
method for tweets. Instead, the aims of this article
are twofold:

1) To compare the outcomes of manual, fully auto-
mated and semi-supervised learning methods of
sentiment analysis on the same corpus of tweets;

2) To evaluate each method in the context of urban
green space research.

The three methods of sentiment analysis presented
and compared herein have been chosen as each one
is derived from one of the three broad methodologies
of sentiment analysis: manual, automated and semi-
automated. In this way, a comparison can be made be-
tween these differing methodologies in the context of
urban green space research; and their potential contri-
bution in providing ways for urban planners to engage
meaningfully with social media derived data.

2. Methodology

2.1. Case Study Location

The tweets collated for analysis relate to 60 urban green
spaces located in Birmingham, United Kingdom (Fig-
ure 1). With a population of approximately 1.1 million
people (Office for National Statistics, 2014) the 600 pub-
lic parks, open spaces and nature reserves within the
Birmingham metropolitan area (Birmingham City Coun-
cil, 2016) provide an important resource for urban citi-
zens in terms of their contribution to cultural ecosystem
service provision.

The 60 green spaces were chosen to reflect the diver-
sity of spaces found across the city in terms of their size,
habitat type, available facilities and amenities and loca-
tions within different types of neighbourhoods. Along-
side 46 parks, 14 linear green featureswere also included
for investigation consisting of the footpaths along 4 rivers
and 7 canals and 3 cycle ways.

2.2. Tweet Corpus Creation

The tweets used in this study were obtained via Twitters
publically accessible REST API. The REST API provides ac-
cess to a 1% sample of tweets published by users with
public profiles, and allows queries to be used to search
for specific tweets. Searchesmade using the REST API are
based on relevance and therefore this source of tweets
was most appropriate for use in this article. To create
the tweet corpus used in this study, English language
tweets were downloaded every 10 days from the REST
API. During preparation for the tweet data collection var-
ious different time scales were used to collect tweets
to ascertain the most effective frequency for harvesting
tweets. Tests were carried out over a three month trial
period to look atwhich frequencyworked best to harvest
tweets in terms of minimising duplications and ensuring
sufficient capture of the available tweets. Frequencies of
3, 5, 7 and 10 days were tested. This showed that using
frequencies of 3, 5 and 7 days were too frequent and re-
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Figure 1. The locations of the green space study sites included in this article.

sulted in large duplications and made unnecessary pre-
processing work to remove the duplications. Using the
10 day frequency, there was no lack of tweets compared
to searching every 7 days, and given the benefits of this
frequency in harvesting the tweets this frequency was
used throughout the subsequent data collection period
ensuring maximal temporal coverage over a period of
12 months, from June 2015 to May 2016. A search query
was used to ensure that the tweets downloaded related
to one of the 60 sites included in the study. Therefore,
each tweet in the corpus contains specific reference to
one of the sixty green spaces included in the sample. Any
duplicated tweets were removed during pre-processing.
In this way, a corpus of 10268 tweets was generated for
use in this study.

2.3. Manual Annotation

During manual annotation, tweets were first assigned
into one of three categories: positive, negative or neu-

tral. This annotation was based on the presence of emo-
tive words, emoticons/emojis or meaning. Subsequently,
the positive and negative tweets were categorised into
distinct emotions. The higher level emotions chosen in-
cluded five of Ekman’s basic emotions (anger, disgust,
fear, sadness and happiness (Ekman, 1999; Ekman &
Friesen, 1971)), in line with previous research using Twit-
ter data (Roberts et al., 2012; Resch et al., 2016). These
emotions are arranged into the ontology shown in Fig-
ure 2. In this study, beauty was included an additional
sub-category to the positive tweets but outside of the
emotions to account for the large amount of tweets ref-
erencing the beauty of nature and the landscape (as to
be expected for green space). Each tweet could only be
assigned into one of these emotion categories based on
the strongest present emotion.

Five annotators were used to annotate a random
sample of 1,000 tweets, in order to ensure there was suf-
ficient agreement between different annotators in how
tweets were categorised. A metric of comparison was

EMOTION

NEGATIVE

FEAR ANGER/DISGUST BEAUTYHAPPINESSSADNESS

POSITIVE

Figure 2. High level emotion ontology for the emotions used in manual and semi-automated tweet annotation.
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derived (K = 0.666) suggesting sufficient agreement to
assume inter-annotator reliability (Landis & Koch, 1977).
Given the identification of sufficient inter-annotator re-
liability between annotators, and the time required for
the task, the remaining tweets were annotated by one
annotator. To the authors’ knowledge this is largest man-
ually annotated dataset of sentiment present in tweets,
providing a robust test set against which other methods
can be compared.

2.4. Fully Automated Annotation

For the automated method, an Affective Norms for En-
glish Words (ANEW) resource was used as the basis for
emotion annotation. The ANEW resource utilised here
derives from Warriner, Kuperman and Brysbaert (2013)
in which over 13,000 English lemmas were assigned va-
lence scores. Using an automated process these scores
were used to annotate the valency of each tweet in the
corpus. After assigning each word in each tweet with
a valence score, an average valence score was created
for each tweet based on the number of words present.
Thresholds were then used to place the tweets into
positive, neutral and negative categories. Following the
thresholds used by Warriner et al. (2013) tweets with
scores of ≥6.0 were categorised as positive, scores be-
tween 5.9 and 4.9were categorised as neutral and scores
of ≤4.9 were categorised as being negative. Given there
remains no robust way to determine specific emotions
from numeric scores, this method only annotated the
tweets in terms of their positivity as opposed to anno-
tating each with a discrete emotion. The implications of
this are discussed in greater detail further on.

2.5. Graph Based Semi-Supervised Learning Annotation

In this method (Resch et al., 2016), a sample of manu-
ally annotated tweets was used to train a graph based
semi-supervised learning algorithmwhich annotated the
remaining tweets. A sample of 1,000 tweets from the
corpus, known as the gold standard, were annotated
manually (as described in Section 2.3) and used to train
and evaluate the annotation algorithm. This was done
to compromise between manual and automated analy-
sis and capture the benefits of each, namely the accu-
racy of manual annotation and the quickness of auto-
mated annotation.

In order to classify tweets according to the emo-
tions they contain a similarity computation was first un-
dertaken, where similarity is defined as the likelihood
that two tweets contain the same emotion. The simi-
larity computation comprises three dimensions; linguis-
tic similarity (defined through proven emotion emotion-
related linguistic features such as co-occurring words,
part-of-speech tags, punctuation, spelling, emojis and
n-grams), spatial similarity and temporal similarity (de-
fined through spatial and temporal decay functions ac-
cording to recent literature). It should be noted that the

results presented in this article only used the linguistic
feature groups because not all tweets were geolocated,
thus lacked the necessary spatial information.

Once the similarity between tweets has been com-
puted, the graph, which creates the input for the semi-
supervised learning approach is constructed and is de-
fined by the tweets (nodes) and pairwise similarity
values (weighted edges). Assigning emotions to the
tweets was undertaken by applying the graph-based
semi-supervised learning algorithmModified Absorption
(MAD) using a subset of the gold standard (training
dataset) as this method is found to be most effective
for graphs where nodes connect to many other nodes
(Talukdar & Pereira, 2010). The assigned emotions were
then validated using the rest of the gold standard (test
dataset) through computing statistical measures includ-
ing precision, recall, f-measure and micro average preci-
sion. The results prove to be better than random andma-
jority baselines which in the understanding of the field of
computational linguistics, demonstrates that the meth-
ods works well. The developed algorithm outperform-
ing themajority baseline is considered assuring, whereas
the better performance compared to random baseline
provides strong evidence that the method works well
because it demonstrates that the results are not pro-
duced by chance, but that significant similarities have
been found between pairs of tweets.

Once each tweet had been assigned a discrete emo-
tion using this method, it was then possible to reverse
the process and place the tweets into positive, neu-
tral and negative categories using the same ontology as
shown in the manual method.

2.6. Analysis

Following presentation of the relevant descriptive statis-
tics for eachmethod, various statistical tests were under-
taken to assess the significance of any differences in the
assignment of the number of positive, neutral and nega-
tive tweets by each of the three methods. Fleiss and Co-
hen Kappa Indexes were then generated to assess inter-
method reliability of tweet assignment into each cate-
gory between the three methods alongside percentage
agreement assessments of the threemethods in their an-
notation of each individual tweet.

3. Results

3.1. Assignment of the Tweets into Positive, Neutral and
Negative Categories

Variation existed in the numbers of tweets assigned to
into the ‘positive’, ‘neutral’ and ‘negative’ categories by
each of the methods (Figure 3). Although for all three
methods, the majority of tweets were placed into the
‘neutral’ category, categorisation of tweets into ‘positive’
and ‘negative’ categories showed to bemore variable be-
tween the three methods (Table 1).
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Figure 3. The number of tweets assigned by each method into positive, neutral and negative categories with standard
error bars displayed. N (Number of tweets analysed) = 10268, for all methods.

Table 1. The percentage (%) of tweets assigned by each method to positive, neutral and negative categories.

Manual Automated Semi-Automated

Positive 24.4 18.2 25.1
Neutral 68.8 83.0 72.5
Negative 16.8 18.8 12.4

Given that all three methods show some similarity
in the numbers of tweets assigned to each category
(Figure 3), statistical analysis was undertaken to inves-
tigate the significance of the differences identified be-
tween the three methods of classification for all three
classes: ‘positive’, ‘negative’ and ‘neutral’. Given that
the assumption of homogeneity of variance was not
met by the ‘positive’ datasets, a Welch ANOVA test was
used and identified significant difference in the num-
ber of tweets annotated as positive by each of the
threemethods (F(2,17.867)=39.343,p<0.001). Post hoc
Tukey analysis identified specific significant differences
between manual and automated analysis (p < 0.001)
and automated and semi-automated analysis (p= 0.001).
There was no significant difference in the number of
tweets annotated as ‘positive’ by the manual and semi-
automatedmethods (p= 0.76). Using a one-way ANOVA,
no significant differences were identified between the
number of tweets classified as being ‘neutral’ by each
method (F(2,33)=3.216, p = 0.053). Finally, a Kruskal-
Wallis H test, given the violated assumption of normal-

ity, identified significant differences between the num-
ber of tweets classified as ‘negative’ by the three meth-
ods (χ2(2)=16.176, p < 0.001) . These were largest be-
tween the automated and semi-automated annotations
of negativity.

By making adjustment to the thresholds (Table 2)
used to assign the automated tweet scores into the ‘pos-
itive’, ‘neutral’ and ‘negative’ categories, it was possible
to generate very similar outputs for the manual and fully
automated methods (Figure 4), and identify no signifi-
cant differences in the number of tweets each method
assigned to each category.

3.2. Inter-Method Reliability

Consideration of inter-method reliability however,
shows amore complex picture. A Fleiss Kappa Index iden-
tified very little inter-method agreement (k = 0.0445)
between the three methods, highlighting that the anno-
tation of each individual tweet into the three different
categories by eachmethod differed substantially. Indeed,

Table 2. Original and adjusted thresholds used to assign automated tweet scores into positive, neutral and negative cate-
gories.

Original threshold adapted fromWarriner et al. (2013) Adjusted threshold

Positive assigned tweets ≥6.0 ≥5.73
Neutral assigned tweets ≥5.0 ≥4.931
Negative assigned tweets ≤4.99 ≤4.93

Urban Planning, 2018, Volume 3, Issue 1, Pages 21–33 26



Figure 4. Comparisons of the numbers of tweets assigned to positive, neutral and negative categories by the manual and
automated methods using two different thresholds.

only 44.5% of tweets were found to have been assigned
the same category by all three methods, with 5.5% of
tweets being assigned different categories by all three
methods, indicating wide misallocation.

The relatively high percentage agreement compared
to the low Fleiss Kappa Index is due to a large number
of tweets being annotated as neutral by all three meth-
ods. Indeed, further investigation of the 44.5% of tweets
which were annotated the same by all three methods re-
vealed the vast majority to have been assigned to the
‘neutral’ category (98.1%). However, annotations of pos-
itive and negative tweets were less similar, suggesting
thatwhere emotionswere present, themethods showed
more variance in identifying them, either annotating
them as neutral or with the incorrect polarity of posi-
tivity. Positive and negative annotation agreement be-
tween all three methods was extremely low at 1.9% and
0% respectively.

Interestingly, the low percentage in the agreement
of tweets remained following the adjustment of the au-
tomated thresholds. The adjusted threshold annotations
showed most similarity with the manual annotations.
Again, however, only 56.8% of tweets were placed in the
same category by bothmethods; showing that despite in-
creasing similarity in number of tweets assigned to each
category by eachmethod, altering the thresholds used to
assign tweets into ‘positive’, ‘neutral’ and ‘negative’ cate-
gories had no effect on increasing the percentage agree-
ment of tweet assignment between themanual and fully
automated methods.

Cohen Kappa tests were undertaken to see if the
inter-method reliability was higher between any two
specified annotationmethods. The highest inter-method
reliability was found to be between themanual and semi-
automated methods (K = 0.136), compared to similarity
between manual and automated (K = 0.0814), and semi-
automated and automated methods (K = –0.00784).
However, all these Kappa Indices are low (McHugh,

2012) and there remains large variation in the way each
method assigns individual tweets into ‘positive’, ‘neutral’
or ‘negative’ categories, despite the appearance of simi-
larity in Figure 3.

3.3. Quality Control Using Character Emojis

By way of a quality control measure, assessment was un-
dertaken on just the tweets containing objective charac-
ter emojis for the manual and semi-automated methods
(automated annotation did not include character emo-
jis in the lexicon). This was done as tweets containing
such characters clearly belonged to either the positive
or negative categories. All tweets containing positive or
negative character emojis were assigned as ‘positive’ or
‘negative’ respectively by the manual method indicat-
ing a complete success rate of allocating these tweets
into the correct emotion category. Compared to this, the
ability of the semi-automated method was less success-
ful. 54.4% of tweets containing positive character emojis
were misallocated by the semi-automated method as ei-
ther ‘neutral’ or ‘negative’; while 75% of the tweets con-
taining negative character emojis were misallocated as
‘neutral’ or ‘positive’.

3.4. Assignment of Tweets into Discrete Emotion
Categories

Using the manual and semi-automated methods of an-
notation it was possible to assign tweets into a number
of emotion categories. A comparison of the number of
tweets assigned into each of these categories again high-
lights substantial variation between the methods (Fig-
ure 5). Both methods showed variation in the number
of tweets they identified as belonging to each emotion
category. Substantially higher numbers of tweets were
annotated as anger/disgust, fear and beauty by the man-
ual method compared to the semi-automated method.
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Figure 5. The number of tweets assigned by the manual and semi-automated methods into discrete emotion categories.

Percentage agreement between the two methods
was found to be 44.5% when undertaken on all tweets.
However, when tweets which were allocated as ‘neutral’
by both methods were removed, this figure falls substan-
tially to 3.91%. This indicates that the methods show
higher levels of variance when allocating an emotion to
a tweet as opposed to just identifying the presence of an
emotion, and that the presence of neutrality in a dataset
can affect how the results of agreement between the as-
signment of tweets can first appear. A Cohen’s Kappa In-
dex of 0.0157 further emphasises the low level of agree-
ment in allocation of tweets to discrete emotions.

4. Discussion

4.1. Comparison of the Outputs of Manual, Automated
and Semi-Automated Analysis

The results presented show that detecting sentiments
from tweets is a highly complex task, and importantly,
that the method of analysis employed determines the
categorisation of positivity, neutrality or negativity, de-
spite using the same corpus of tweets. Moreover, the
comparison of the manual and semi-automatic meth-
ods illustrated considerable variability in Ekman’s spe-
cific emotion classes.

All three methods were found to assign variable yet
similar numbers of tweets into the positive, neutral and
negative categories, with themajority of tweets being an-
notated as neutral, followed by smaller numbers of pos-
itive and negative tweets respectively. Despite this anal-
ysis suggesting similarities between the three methods,
assessment of inter-method reliability found percentile
agreement between the assignment of tweets into the
three categories by the methods to be only 444.5%.

The adjustment of thresholds used to assign au-
tomated tweet scores into positive, neutral and neg-
ative categories improved the similarity in the num-

ber of tweets assigned to each category between the
manual and fully automated methods; however, it did
not improve the percentage agreement between the
two methods.

Manual annotation has previously been cited as pro-
viding the most reliable method of sentiment analysis,
given that human annotators have the best chance of
identifying the emotion present in a tweet (Saif, Fernez,
He, & Alani, 2013). However, a dataset resulting from
manual annotation is not unambiguous given that la-
belling tweets with an emotion remains a subjective task
(Resch et al., 2016). Different human annotators may
interpret the same text differently for many reasons—
for example, sarcasm, slang or ambiguous use of emo-
jis. This issue is also relevant for the semi-supervised
learningmethod used here, given that the ‘gold standard’
tweet dataset used to train the algorithm relied on initial
manual annotation of 1,000 tweets. To ensure that an-
notation was reliable between human annotators, a met-
ric of comparison was derived suggesting agreement be-
tween them to be sufficient to assume inter-annotator
reliability (Landis & Koch, 1977). Kappa Indexes enable
the assessment of inter-annotator reliability between
manual annotators and allow the variation in annotation
by different annotators to be quantified.

Setting aside inherent subjectivity, the most signifi-
cant limitation of manual sentiment analysis of tweets
is the researcher time needed to examine each tweet.
Given that Twitter generates large volumes of tweets in
very short time periods, manual annotation is simply not
viable. For this reason, automated and semi-automated
methods are often employed.

Automated methods of sentiment analysis offer a
quick and easymeans of annotating large tweet datasets.
Methodologically, however, there remains no robust
way to derive discrete emotions from numeric scores,
thus the granularity of the automated method demon-
strated herein is limited to assessment of positivity
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rather than identifying specific emotions from tweet text.
In this study, a large lexicon of words was used to en-
hance the reliability in the scores generated for each
tweet. Despite this, the limitations seem to outweigh
the benefits. Low inter-method reliability was prevalent
and there was a particularly low percentage agreement
between annotations of positive and negative suggest-
ing that this method is unlikely to reliably identify the
correct polarity of sentiment in tweet text. Additionally,
while the large lexicon used provides robustness for scor-
ing words, it does not include emojis which are increas-
ingly common ways to express sentiment in short so-
cialmedia posts (Pavalanathan&Eisenstein, 2015). Previ-
ous research has shown that emojis can be successfully
used to inform automated analysis of tweets (Go et al.,
2009). Indeed, the creation of an emoji lexicon in which
each is given a score would be of significant use to fu-
ture research and enable the combined use of words and
emojis in the annotation of sentiment from tweet text.
Such an undertaken would need to overcome the chal-
lenge of interpreting emojis in their different representa-
tional forms:

Unicode (e.g. “U+1F642”), Kaomojis (e.g. “(◕‿◕)”), a
sequence of ASCII characters (e.g. “:-)”) or a specific code
used by Twitter (e.g., “<ed><a0><bd><ed><b2><af>” or
“<ed><U+00A0><U+00BC><ed><U+00BC><U+009E>”).

An issue of spatial variation in language use was also
identified associated with the automated method of an-
notation. Despite the large lexicon used, it cannot ac-
count for regional/local dialect. Given the location for
this study was Birmingham, where some language used
by local populations is not used elsewhere, these words
will not have been included and scored and a proportion
of sentiment in the tweets, albeit small, will not have
been captured by this method. Provided that manual
annotators are native to the language and region from
which the tweets have been captured, this should not be
an insurmountable issue.

The semi-automatedmethod generated similar num-
bers of neutral, positive and negative tweets as the other
two methods. However, Kappa Indices indicate that the
placement of individual tweets into each of these cate-
gories showed low levels of agreement. Differenceswere
also identified in how semi-automated annotation as-
signed tweets to discrete emotion categories, when com-
pared to manual annotation. The notion of beauty is not
a basic emotion as defined in emotion psychology; in-
deed, it is usually subsumedunder happiness. Thismakes
it difficult for the algorithm to identify beauty in written
text because it is often expressed in comparatively sub-
tle terms.

For the experiment presented in this article, it was
possible to identify a limitation in the semi-supervised
method, in that the full range of emojis in the dataset
could not be captured by the algorithm. The method is
designed for character-wise emojis (e.g. “:-)”), however
unicode emojis arewidely used alongside character-wise
emojis in tweet texts. In fact, the semi-supervised learn-

ing method was not able to interpret unicode emojis, in-
creasing the likelihood that essential elements of tweets
were missed by this method, diluting the precision of as-
signing emotions and polarities.

The quality control measure, which used character
emojis to assess the allocation of tweets into the correct
category, highlighted that the semi-automated method
was often unable to recognise emotion, despite these
being included in the assessment of linguistic similarity
undertaken during analysis.

The parameter choices of semi-automated ap-
proaches make such methods highly sensitive; the num-
ber of seeds used, the seed distribution, details of similar-
ity computation, edgeweight threshold and the emotion
categories used strongly influence the results. A signifi-
cant issue is that no formalisedmethod exists to perform
an a priori estimation for these parameters. In most
cases, ‘optimal’ parameter settings can only be found
through empirical experiments, which in turn means it
cannot be stated with certainty how good any results
are in relation to the best achievable results. Thus, the
parameter choices require a substantial amount of ex-
pert knowledge and experience, particularly because
random permutations cannot be performed due to the
computational complexity of the algorithms. This opens
up debate as to how a training dataset should be gener-
ated. In this article, 1,000 tweets were randomly chosen.
It may be more appropriate to actively identify tweets
which cover all the discrete emotion categories so the
algorithm can learn most effectively.

Finally, in this article, for all the methods of emotion
annotation used, it was assumed that one tweet contains
a maximum of one emotion. However, in reality tweets
can be inherently more complex and contain a variety of
emotions over a short space of characters. This is a find-
ing that future methods looking to classify the emotion
in tweet text will need to consider and overcome to pro-
vide the most accurate interpretation of the emotional
information that tweets contain.

4.2. Implications of These Findings for Urban Planners

The availability of emotional data to urban planners has
significant utility in the creation, management and jus-
tification of urban green spaces which promote positive
emotional experiences andminimise featureswhichmay
elicit negative emotional responses (Roberts et al., in
press). The provision of such emotional data through so-
cial networks, such as Twitter, provides the opportunity
for planners to gain access to this information in inexpen-
sive, time efficient and replicable ways. However, in or-
der to be used meaningful, methodologies are required
which can accurately annotate any emotion present in a
tweet relating to an urban green space.

This article has identified that challenges remain to
this end. Indeed, none of the three methods presented
herein are appropriate in their current form to provide
sentiment analysis of tweet text for urban planners.
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Whilst manual analysis can be used to accurately iden-
tify any emotion present, the amount of time taken to
undertake thismethod on a large corpus of tweetsmakes
it unsuitable in the context of urban planning where re-
sources and individuals are often limited.

Similarly, the current inability of automated and
semi-automated methods to accurately identify emo-
tion, make them dubious approaches to employ where
the identification of such emotion and their causes could
have significant implications for the management and
creation of green spaces.

However, the authors tentatively suggest that pursu-
ing a semi-automated method, like the one presented
herein is the most appropriate way forward. The devel-
opment of amethod throughwhich the accuracy of man-
ual annotation can be achieved, in much shorter time is
doubtless of interest to urban planners. This is of partic-
ular relevance because manual annotation of tweets is a
time-consuming and expensive method. This article sug-
gests that the development of a gold standard training
data set should be a priority, enabling algorithms to learn
the variety and complexity with which emotions can be
conveyed in tweets.

Without a doubt, Twitter data presents a useful and
abundant source of easily accessible emotion informa-
tion which is generated by users as they experience spe-
cific urban green spaces. Such a source of data presents
vast opportunities for urban planners; however there
remains a need for increased innovation and develop-
ment in themethodologies whichwould enable this data
source to be engaged with most effectively.

5. Conclusion

This paper has presented a comparison of three ap-
proaches to sentiment analysis undertaken to collate the
sentiment and emotion present in tweet text. Despite
their utility, significant differences exist in the outcomes
of three methods of sentiment analysis on the same cor-
pus of tweets. The discrepancies in how tweet text is
analysed by different methods is thus a critical consider-
ation for future research.

It was possible to identify differences in positivity
annotation between all three methods in terms of the
numbers of tweets assigned to each category as well as
inter-method reliability in assignment. Using the man-
ual and semi-automated methods, discrete emotions
can be annotated, but again significant differences were
identified in this process, particularly for beauty and
anger/disgust tweets.

Overall, whilst this article is positive about the role of
Twitter in providing a useful and substantial data source
for urban planners on which to undertake sentiment
analysis, it suggests caution is needed in interpreting the
outputs of sentiment analysis and an understanding of
the process can help place the results in an appropri-
ate context. A critical discussion of the limitations iden-
tified through the undertaking of all three methods in

this research has been presented. In doing so, it adds
to the debate surrounding annotation of sentiment and
emotion from tweets and identifies methodological con-
straints which should be taken into account in future
work. Given the utility of the sentiment information cap-
tured by tweets relating to urban green space for plan-
ners and decision makers, it is of important that an effi-
cient and reliable method is established through which
these can be identified and annotated. Despite its relia-
bility, manual annotation is unfeasible for large volumes
of data. However, automated and semi-automatedmeth-
ods are hampered by a number of limitations associated
with each, and this work shows that methodological pro-
gression is necessary before either can be used robustly
to annotate sentiments from large tweet datasets.

The findings presented here suggest that automated
methods of sentiment analysis are not able to accurately
identify the emotion present in tweet text and that man-
ual analysis, whilst accurate, is impractical for use on
large tweet corpi given the time taken to undertake such
analysis. As a result, this research suggests that future at-
tempts to developmethods of sentiment analysis should
focus on semi-automatedmethods, with particular focus
given to how the gold standard dataset is selected. Suc-
cessful algorithms should aim to include Unicode as well
as character emojis in order to best capture the emotion
represented by these in tweets.
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1. Introduction

Games and gamified applications are often described
as being a magic bullet in current governance debates,
with their aim to attract citizens to engage with city mat-
ters and planning questions, to participate in decision-
making, and to improve the overall process of public par-
ticipation. Public engagement is dominated by concep-
tual and practical difficulties, it is still framed in the dom-
inant rhetoric of mainly involving the citizens who are

‘affected’ by the plans, and it takes place within time-
frames set by the respective planning procedures and
contracting organisation (Horelli, 2002). Thus, an increas-
ing number of people perceive participation as pointless
and rarely able to resolve conflicts or influence decision-
making (Innes & Booher, 2010). Instead of attending an-
other community meeting people would rather spend
their ‘leisure-time’ on activities they appreciate and truly
enjoy (Lerner, 2014). Other authors emphasise that cit-
izens still engage but the ways of communication have
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changed drastically, complementing and partly even re-
placing community meetings and co-located participa-
tory action with digital tools and social media (Ekman
& Amnå, 2012; Gordon & Mihailidis, 2016; Hay, 2007;
Kleinhans, van Ham, & Evans-Cowley, 2015; Macafee &
De Simone, 2012; Marichal, 2013; Skocpol, 1997; Tufekci
&Wilson, 2012). In different planning and design-related
disciplines, digital tools for online participation, such
as e-democracy portals, online consultations, e-voting,
crowdsourcing, blogging, social network platforms, mo-
bile apps, community GIS, and online deliberation, have
gained increased attention as instruments to involve cit-
izens and actor groups who either are too busy or not
interested to participate in co-located meetings (e.g.,
Ahmed, Mehdi, Moreton, & Elmaghraby, 2015; Belluci
et al., 2015; Kelley & Johnston, 2011; Prandi, Roccetti, Sa-
lomoni, Nisi, & Jardim Nunes, 2017).

Such tools have raised expectations of the potential
to overcome barriers to public participation such as the
lack of long-term engagement, inclusion, and empower-
ment of underrepresented actor groups, as well as more
broadly tomake the process of public participationmore
pleasant and enjoyable. The vivid academic debate on
the development and benefits of novel formats and tools,
especially on games and gamified environments and
tools (e.g., Devisch, Poplin, & Sofronie, 2016; Medema,
Furber, Adamowski, Zhou, & Mayer, 2016; Poplin, 2014;
Tolmie, Chamberlain, & Benford, 2014), strongly focuses
on the ‘supply side’ of the issue. The term ‘supply’ ad-
dresses the conceptual framing, design and develop-
ment, and experimental testing of serious games and
tools in public participation and urban governance, typ-
ically within the context of a research project or a living
lab. Less attention is paid to the ‘demand side’: the in-
vestigation of the actual practises, experiences, expecta-
tions, and barriers to implementing and facilitating such
tools in the daily, regular work practice. In this article we
target this gap, by investigating the experiences of plan-
ning professionalswith novel formats, namely games and
gamified applications in their daily practice, addressing
the following research questions: (i) which formats actu-
ally form part of the daily practice in participatory urban
planning processes?; (ii) which benefits and advantages
do facilitators identify in working with such formats?;
and (iii) what are barriers which impede the willingness
and ability to work with and facilitate such formats?

The article is organised as follows: in Section 2 we
introduce the academic debate around games and gam-
ified applications in addressing long-standing challenges
relating to civic participation in urban planning and out-
line how games and gamified applications have been
used in urban planning and governance so far. Section 3
describes the methodological approach and the three
case study cities. In Section 4 we present and discuss
our findings regarding the current state of participation
in the three case study cities as well as the perceived
benefits and obstacles in employing games and gami-
fied applications within participatory planning settings.

Finally, in Section 5 we return to our research objectives
to conclude that games and gamified applications could
claim a larger share of the tools employed within par-
ticipatory planning processes, when their development
process is based on co-creation with the participating
publics, when they are simple and developed with care-
ful use of the available resources, andwhen process facil-
itators are better educated and better able to judge the
situations in which such tools could be implemented as
part of the planning process.

2. Serious Games and Gamified Applications in
Participatory Planning Practice

Civic engagement and citizen participation can be
broadly defined as the sum of political and social prac-
tices, by which individuals engage with and influence
public affairs, beyond their direct private environment
(Gordon, Balwin-Philippi, & Balestra, 2013; Parés &
March, 2013; Raphael, Bachen, Lynn, Balwin-Philippi, &
McKee, 2010). Engagement and participation has be-
come an inherent part of urban planning and gover-
nance, and is facilitated by different tools and meth-
ods, well beyond its traditional expressions of voting
and attending town hall meetings (Gordon & Mihailidis,
2016). Participatory methods are used to address a va-
riety of aspects in urban planning and architectural de-
sign, including design issues, stakeholder negotiations
and deliberation, and enabling self-organisation (Glick,
2012; Grahan & Marvin, 2001; Krasny, 2013; Uitermark
&Duyvendak, 2008). Experimentingwith novel tools and
technologies, such as mobile apps, social media, games
and gamified environments are efforts to both, diver-
sify the media used for civic engagement, support the
creation of different results, and at least partially ad-
dress persistent common underlying problems (Rowe &
Frewer, 2000; Shipley & Utz, 2012), such as the often-
downplayed undercurrent of social conflict and power
struggles (Fainstein, 2000; Sandercock, 1994), the in-
equality of bargaining power among various stakehold-
ers (Lane, 2005) or deal-brokering behind closed doors
(Innes & Booher, 2004), the overrepresentation of the
so-called usual suspects and extreme viewpoints (Fior-
ina, 1999); the difficulties of including socioeconomically
disadvantaged groups, the lack of expertise and motiva-
tion among citizens, high drop-out rates, as well as the
lack of trust in the government’s ability to make good
use of the participatory processes (Brown & Chin, 2013;
Irvin & Stansbury, 2004; Tonkens, 2014). A broad range
of digital media and tools enter the field of civic partici-
pation because of their ability to incorporate larger vol-
umes of data and information of different types (visual,
textual, sound, etc.) and to present them in user-friendly
formats to raise awareness and engage a broader audi-
ence (Gramberger, 2001; Kleinhans et al., 2015). Provid-
ing information and participation opportunities for dis-
tributed and remote citizens has also entered govern-
mental offices and public bodies, often resulting in the

Urban Planning, 2018, Volume 3, Issue 1, Pages 34–46 35



establishment of ‘innovation offices’ responsible for an
increasing number of digital online services and newly
developed or redesigned, more easily accessible engage-
ment tools (Conroy & Evans-Cowley, 2005; Gordon &
Mihailidis, 2016). Even though the ‘supply’ of new for-
mats demonstrates an extensive variety of new tools, the
experimentation with and adoption of novel participa-
tory formats by the ‘demand side’ is not straightforward.
Many planners address the lack of sufficient education
and training in participatory methods (Ekman & Amnå,
2012; Handley &Howell-Moroney, 2010; Innes & Booher,
2004). Others report on the limitations posed by existing
regulatory frameworks which enforce the use of specific
methods and fail to follow the pace of technological de-
velopment of innovative engagement tools (Houghton,
Miller, & Foth, 2014). Within public administration, lack
of time, knowledge, and desire are also debated as being
important reasons for non-participation (Yang & Calla-
han, 2007).

In urban planning, the use of games in particular has
a profound history since the 1960s (Abt, 1969; Duke,
1975), and has remained a popular tool for spatial mod-
elling and simulation, and public participation (Devisch
et al., 2016; Mayer, 2009; Poplin, 2012). Even though a
universally shared definition of what constitutes a ‘game’
is lacking, there is agreement that games are a form of
structured play (Salen & Zimmerman, 2004). That means
that games include sets of rules that enable and restrain
the players’ pursuit of a predetermined goal. ‘Serious
games’ is amore recent field of game studies focusing on
games that also include educational goals, instead of ex-
clusively being for amusement (Abt, 1969). Early applica-
tions of serious games in urban planning focused mainly
on ways to overcome challenges on the level of under-
standing and modelling urban dynamics, addressing top-
ics such as land use, transportation, ecology, and man-
agement of natural resources. One of Abt’s first urban
games was ‘Corridor’ (Abt, 1969), a computer-assisted
simulation game, to explore the technological, economic
and political constraints on the development of an al-
ternative transportation plan for the Northeast Corri-
dor, between Boston and Washington D.C. In the 1960’s
and 70’s Jay Forrester’s (1969) work on urban dynam-
ics inspired a series of urban simulation games, such as
the games developed by Meadows and Randers for the
Club of Rome, and even the popular city-building game
SimCity (Mayer, 2009). ‘Climate Hope City’ (Blockworks,
2015) and ‘Port of the Future’ (Deltares, 2016) are con-
temporary simulation games, addressing challenges of
resourcemanagement, urban power grid simulations, re-
newable energy and decision making. Even though sim-
ulation and modelling still play a pivotal role in urban
planning and policy games, the potential of games to cre-
ate environments for learning, negotiation, deliberation
and collaboration among players is attracting increas-
ingly more attention, which is also informed by the ris-
ing interest in gamification (Devisch et al., 2016; Gordon
& Baldwin-Philippi, 2014; Poplin, 2012; Tan, 2014). Many

recent games provide ample opportunities for analogue
and digital social interaction among players. The DuBes
Game (van Bueren, Mayer, Bots, & Seijdel, 2007), for ex-
ample, is explicitly organised around two workshop ses-
sions where players assume different stakeholder roles
and negotiate an agenda for sustainable urban renewal.
‘Age of Energy’ (Clicks and Links, 2015) in an app-based
game where players compete against their neighbours
to save energy in real life. In such games, we ascertain a
shift of focus from spatial understanding towards social
aspects of playing in hybrid game-real-world settings.

Deterding et al. (2011) stress the importance of
a strict distinction between gamification, and (serious)
games. While games are considered to trigger the ex-
periential and behavioural qualities of gameplay, gami-
fied applications are notably centred around the use of
specific game elements invoking gameful (ludic) quali-
ties (Deterding, Dixon, Khaled, & Nacke, 2011). Gamifi-
cation describes “the use of game design elements in
non-game contexts” (Deterding, Dixon, Khaled, & Nacke,
2011). Gamification came to prominence in the early
2010’s, mainly as enhanced advertising and marketing
practices, where game elements such as points, badges
and leaderboards were used to motivate audiences to
engage with certain applications or brands (Huotari &
Hamari, 2011; Lindqvist, Cranshaw, Wiese, Hong, & Zim-
merman, 2011; Zichermann & Cunningham, 2011). Gam-
ification has been contested by several researchers espe-
cially within game studies, as reducing games to simple
point collection (Robertson, 2010), as a form of exploita-
tion (Bogost, 2011, 2014), and as a face-saving mech-
anism preventing deeper engagement (DiSalvo & Mor-
rison, 2011). Gamification is often applied in participa-
tory urban planning by using game elements to enable
citizens to debate or give feedback on specific plans
and to propose ideas for small-scale projects. For ex-
ample, in Participatory Chinatown (Gordon, 2010), citi-
zens were able to virtually walk around Boston’s China-
town and comment on the proposed developments. In
‘Neighborland’ (Parham, Parham,&Chang, 2011) civic or-
ganizations can inform and engage citizens about their
projects, run surveys, and ask people to comment and
propose ideas.

The interest of urban scholars in serious games and
gamified applications stems from games’ specific abil-
ity to balance entertainment and learning (Abdul Jabbar
& Felicia, 2015; Boyle, Connolly, Hainey, & Boyle, 2012;
Whitton, 2011). The learning aspects of gaming have
more recently been associated with a series of benefits
for participation and civic engagement, such as raising
awareness, increasing literacy on specific topics, devel-
oping (complex) problem solving skills, the ability to test
difficult scenarios within a safe environment, and to es-
tablish networks and coalitions (e.g., Crookall, 2010; Er-
hel & Jamet, 2013; Gee, 2005; Granic, Lobel, & Engels,
2014; Luederitz et al., 2016; Shaffer, Squire, Halverson,
& Gee, 2005). In this article, we investigate how exper-
imentation with games and gamified applications takes
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place in participatory urban planning practice, the bene-
fits as seen by planners and facilitators, aswell as barriers
which they are confronted with in their daily work.

3. Methodological Approach and Introduction to the
Case Studies

The experiences and expectations of urban planners in
using serious games and gamified applications to sup-
port participatory urban planning practices were stud-
ied in the cities of Groningen (NL), Vienna (AT) and Genk
(BE). The case study selection is based on the research
project that this work is embedded in. The three cities
cover a broad spectrum of spatial and socio-cultural set-
tings. Even though we expected to see diverse applica-
tions of participatory processes due to the different insti-
tutional, spatial, socio-economic and cultural conditions,
and the broad variety of experiences and expectations
resulting from the broad cultural and institutional con-
texts, we were able to combine the observations from
the three cities due to the commonalities observed re-

garding the organisation and facilitation of participatory
processes as well as the tools that were used during such
processes (Table 1).

The article is based on an explorative case study re-
search (Scholz & Tietje, 2002; Yin, 2013) following a two
stages approach, combining an initial online explorative
survey with guideline-based expert interviews. The sur-
vey was used to collect background information, to sys-
tematically map the participatory approaches, tools and
methods currently in use within planning processes, as
well as to identify which topics were addressed, which
audiences were included, and the perceived impact of
participation on the planning processes. The survey also
covered the participants’ general experience with games
and gamified applications in the three cities and deliv-
ered the basis for the interview guidelines. Interviews
were carried out in English, in Groningen and Genk,
and in German in Vienna and all were based on the
same guidelines. The expert interviews (Groningen: 8,
Vienna: 7, Genk: 9), covered professionals within the
fields of public administration (10 interviews), research

Table 1. Overview of the three case studies and the participatory methods used in Vienna, Genk and Groningen, based on
the expert interviews and document analysis.

City Vienna (AT) Genk (BE) Groningen (NL)

Current focus regarding Urban planning, community development, mobility, energy transition, carbon
planning & development footprint, local economy

Process planning & District service, area Neighbourhood Process management,
design renewal office, agenda 21 management (Wijk public servants

office management)

Implementation: Large variety: focus on traditional, well-established methods, like focus groups or
methods facilitated brainstorming techniques, partly extended by social media platforms

Workshops, brainstorming Brainstorming Meetings, discussion
techniques, focus groups, techniques, rounds, information
public interventions meetings/discussion distribution

rounds

Resource restrictions on Time, knowledge, language Time, knowledge, Knowledge, know
participant level barriers, educationally language barriers, how/technical capacity,

deprived groups & low- cultural restrictions language barriers
income groups, cultural (present but not
restrictions (hard-to-reach- perceived)
groups)

Diversity Underrepresentation of non-European groups, adults/working population (well
represented) and elderly people (65+) tendency towards over-representation

Digital tools Participatory GIS, mobile Photography, filming, Surveys (online), social
apps, quizzes, online forums quizzes, online forums, media monitoring,
and feedback forms, tv, tv, radio, project website photography, filming,
radio, project website online reaction forms, tv,

radio, project website

Games and gamified Board games, explorative Educational games, Gamified participatory
applications board games for idea games in a business GIS, city development

development, role playing, context, urban games, game
street games story-collecting birds
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(3 interviews) and facilitators of public participation pro-
cesses, such as civic engagement offices or district re-
newal agencies (11 interviews). The expert interviews
made an in depth exploration of the variety of participa-
tory projects and engagement processes that the inter-
viewees employed in their daily practices, the perceived
value of using participatory processes, the diversity of
methods and (digital) tools that were used, as well as
the problems they encountered. Based on their previ-
ously declared familiarity with games and gamified appli-
cations, the interviews explored either their experiences
of employing such tools and their (positive or negative)
evaluation of the reasons for not engaging with alterna-
tive formats, aswell as their expectations. The interviews
were transcribed, coded and analysed using qualitative
content analysis (Gläser & Laudel, 2010; Mayring, 2015).

Participatory processes and tools have been anal-
ysed using Horelli’s (2002) methodological scheme of
participatory planning, conceptualizing it as an evolution-
ary process that unfolds over time and consists of five
generic steps, in which multiple tools can be used to fa-
cilitate communicative transactions among participants
in specific environmental, organizational, economic, cul-
tural and temporal contexts: (i) initiation of the project,
(ii) planning and design, (iii) implementation, (iv) evalu-
ation and research, and (v) maintenance (Horelli, 2002).
These phases are interconnected by a continuous mon-
itoring, providing feedback on the progress, quality and
results of the process. Facilitating tools are structured in
four categories based on their potential to enable com-
municative transactions: (i) diagnostic tools enable the
determination of existing resources, mapping of the con-
text and definition of the desired outcomes of the pro-
cess; (ii) expressive tools enable participants to commu-
nicate their ideas and express themselves; (iii) organiza-
tional tools are those that underlie the organization of
the process, including the creation of events, and (iv) po-
litical tools address common goal setting and power dif-
ferences (Horelli, 2002).

4. Current State of Use of Games and Gamified
Applications in Participatory Settings in Vienna,
Groningen and Genk

The identified commonalities among the three case
study cities notably surpass their differences in the scope
of tools used in participatory settings (Tables 1 and 2).
These commonalities allow the establishment of the ‘de-
mand side’ regarding employment of games and gami-
fied applications. Most participatory projects mentioned
by the interviewees were linked to urban planning, in-
frastructure development, community development and
the local economy, andwere initiated and commissioned
by a governmental organisation. The projects also varied
in scale, ranging from street level to neighbourhood and
city-wide, as well as infrastructure, urban policy, and ur-
ban design. For the most part, these are projects that
are considered to be highly relevant to citizens’ daily

life, such as community building processes, projects di-
rectly linked to the (spatial) quality of the neighbour-
hood and quality of life, and big infrastructure projects
that are expected to affect a large population over an ex-
tended period of time. Municipalities, groups of organi-
sations and activist initiatives play an important role in
launching topics, raising awareness, and initializing par-
ticipatory projects. However, civic participation is often
outsourced to intermediary organisations and planning
agencies. Thus, the demand for newways of engagement
stems not only from the decision-making bodies, but also
from these intermediaries and other initiating stakehold-
ers.

A broad variety of tools and methods are already in
use across all four categories of Horelli’s (2002) frame-
work (Table 2). A great deal of emphasis is placed on the
initiation, and the planning and design phase, where the
large majority of tools are concentrated. These are the
most intensive phases of the participation process be-
cause they will enable the project to proceed smoothly.
Comparatively little attention is paid to the evaluation
phase, with a few instances of feedback being sought fol-
lowing the success of the projects, with fewer tools be-
ing used during the implementation and maintenance
phases. These phases are often considered ‘technical’,
in the sense of their being able to be carried out in a
straightforward way by expert professionals, and thus
are thought to not require broader public engagement.
A large number of tools are classified as organizational:
these are mostly tools that provide project information,
information about the development process, and the
state of works to the public. Exhibitions, guided tours,
and leaflets tools are the only tools which have a signifi-
cant presence during the implementation phase, these
being tools which provide information but collect no
feedback. The political category has the least number
of tools available to it; there being very few tools used
that address commongoals and power differences of par-
ticipating actors which points to the lesser importance
given to questioning the predefined conceptual struc-
tures of the planning processes. Finally, regarding the
nature of the tools, even though digital tools are consis-
tently present throughout the process and across all cat-
egories, non-digital tools continue to dominate the daily
participatory planning practice.

The facilitators and planners generally choose the
tools and methods they feel the most comfortable with,
resulting in the prevalence of non-digital methods and
tools: “real games in the narrower sense are not used.
Well, we have—we use more traditional methods, such
as moderations and surveys and such” (VIE-JG). Even
though the more ‘traditional’ formats implied in this
quote remain the majority, experimentation with new
media and digital tools also exists. The use of these tools
happens either very early in the process with the aim to
initiate and support an active and positive start of the
participatory process (e.g., activation of participants, get-
ting acquainted, capacity building on the planning pro-
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Table 2. Overview of tools used in participatory processes in the three case study cities, following Horelli (2002).

TO
O
LS

PLANNING PROCESS

Initiation Planning & Implementation Evaluation & Maintenance
Design Research

Diagnostic Non-digital Surveys Surveys
(offline), (offline)
interviews

Digital Surveys Surveys
(online), (online),
social media social
monitoring, media
photography, monitoring
filming,
participatory
GIS

Expressive Non-digital Interviews, Architectural Interviews
focus groups, models,
consultation interviews,
meetings, focus groups,
workshops, consultation
activation meetings,
games, games,
quizzes workshops,

brainstorming

Digital Mobile apps, Mobile apps, Mobile apps, Online
games, online forums online forums and
quizzes and feedback forums and feedback

forms, games reaction forms
forms

Organizational Non-digital Local press, Guided tours, Guided tours, Policy
policy exhibitions, exhibitions, info documents
documents info points, points, on-site and
and reports, on-site info info panels, reports,
brochures and panels, brochures and letters
flyers, press brochures flyers
conferences, and flyers,
letters letters

Digital Tv, radio, Project Project Project Project
project website website website website
website,

Political Non-digital Fund-raising Participatory Co-financing Citizen
budgeting panels

cesses), or later in the process to produce content in the
planning and design phase (e.g., developing a proposal
for a park, strategy development for a harbour). As for
the production of content, the focus is on using a vari-
ety of expressive tools for the development of planning
proposals (e.g., neighbourhood parks and squares in Vi-
enna), urban strategic plans (e.g., port redevelopment in
Rotterdam), and for considering perspectives andwishes
from various stakeholders and actors:

We used it in a part of the former harbour, not so
much for urban planning, more to get an urban strat-
egy and to make a deal with all participants because
there were private owners, the central Dutch govern-
ment, the city, all kinds of parties who had some role
in this whole area. (GRO-ES)

With regards to the process, we see that especially in
early stages of participatory processes gamified applica-
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tions are facilitated, targeting activation, allowing partic-
ipants to become acquainted with one another, or devel-
oping the knowledge required to enter the participation
process: “Rather ‘activation-games’ and also quizzes for
knowledge creation about the carbon footprint or mo-
bility” (VIE-SH). New media and digital tools are used
regularly to motivate and inform participants, but also
at later stages they can lower threshold for participa-
tion, acting as icebreakers and facilitating social interac-
tion within the group of participants: “it’s an extra way
for people to get in, I think….It’s a way of connecting
with others” (GRO-AH) or “But you can see all kinds of
groups processes going on….It’s not only about the plan
or the development but also about the interaction in the
group” (GRO-ES).

4.1. Experienced Benefits of Games and Gamified
Applications in Participatory Processes

We illustrated that so-called ‘traditional’ methods for
civic engagement in participatory urban planning coex-
ist with experimentation using novel media, tools, and
games. Three main perspectives emerged from the case
studies showing the perceived benefits of using games
and gamified applications for participatory processes:
(i) to illustrate complex urban issues and make the com-
plexity more tangible, (ii) to evoke social learning and
capacity building, and (iii) to make the participatory pro-
cesses ‘lighter’ and easier to attend.

As to our first point regarding the illustration of com-
plex urban issues, serious games are experienced as suit-
able formats to illustrate the complexity of urbanmatters
and to make them more tangible. The real-world com-
plexities are then mirrored in the artificial game context.
Hence, relations or outcomes of decision-making pro-
cesses that in the ‘real-world’ are difficult to experience
become visible in the game. Topics such as energy transi-
tion, urban planning and urban matters include multiple
tiers of policy, a broad variety of actors, conflicting poli-
cies, and they touch on politically and societally charged
topics: “Perhaps one can say, themore complex the issue
is, themore likely the game can achieve something” (VIE-
MF) or “Everything can be more accessible via the use
of games, certainly mostly the politically and societally
loaded topics.” (GEN-LA).

Instigating learning and capacity building (Gugerell,
Jauschneg, Platzer, & Berger, 2017), communicating and
understanding conflicting interests of various stakehold-
ers and actor groups are considered pivotal, and games
are seen as being significant tools:

It was about complexity [of the project, A/N] and
to make people, participants realise what the inter-
ests of the other participants were and to get to the
bottom of these interests….You give people different
roles they don’t have in real life. (GRO-ES)

The quote sheds light on the importance of games
as communication and negotiation environments, where
different perspectives and viewpoints can be shared, dis-
cussed, deconstructed, and negotiated by the players.
Within the game setting “you get people in a situation
that they are willing to look differently to this map and
so they get away a little bit from their sometimes very
small private interests” (GRO-ES) and:

Trying to explore and to immerse oneself into a topic—
and you explore and experience many things, that
one should consider. But you also get to know the
‘other side’, it’s—yeah—also a communicative pro-
cess. (VIE-MF)

It illustrates that games as artificial contexts allow ac-
tors to step out of their everyday realities and explore al-
ternative perspectives and possible practices. Hence the
second reported benefit is that playing games not only
supports visualizing complex planning issues but also in-
stigates processes of social learning and civic capacity
building. In the interviews, capacity building was framed
as obtaining skills and knowledge of the planning pro-
cesses and related administrative procedures of the pub-
lic administration and planning departments: “So people
can learn how to get involved in the process and also
in projects” (GRO-JKK). But games are particularly val-
ued for triggering, facilitating, and consolidating learn-
ing processes:

Games were used as a consolidation of other learn-
ing processes: in a heuristic way, heuristic meaning as
a structuring aid for the discovery of certain types of
knowledge, or discovery of their own strengths and
weaknesses in a particular set. (GEN-VVdS)

The material suggests a strong interest in game com-
ponents and approaches that support negotiation and
deliberation, with a particular focus on collaborative
settings:

You have to collaboratively reach the goal [in the
game, A/N]. Thus, the game is very similar to a partic-
ipatory process….That there is a winner in the game?
No, I believe that’s not favourable—because it contra-
dicts the participatory idea: I do not want a winner. I
do not want that the strongest, quickest or smartest
will dominate and prevail. (VIE-MF)

Those multiplayer, collaborative games involve a strong
social component, contrary to playing alone or against a
computer. Multiplayer games are based on interaction
with other people (e.g., debating about different inter-
ests, exploring a strategy, praising the achievement of
other players), but for games to be appealing and fun,
they also need competitive elements that make playing
with (not necessarily against) other players challenging
(see also Wendel & Konert, 2016):
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Everyone can allocate a point to his favourite mea-
sure—and in the end there is somebody winning—
therefore it also has a competitive element….That
means that all of them endeavour, because some-
times the topics are also a bit ‘dry’. (VIE-JG)

Hence, instigating and supporting different types of col-
laboration, such as building shared knowledge, resolv-
ing conflicts and different interests, motivation and joint
goal achievement (Guzzetti, Snyder, Glass, & Gamas,
1993) appear as a major requirement throughout our re-
search. A balance between collaboration and competi-
tion appears to be a preferable game setting for media
and tools that are used in such participatory approaches.

Finally, the reference towards ‘dry’ topics points to-
wards another important benefit addressed in the in-
terviews: games and gamified applications are expected
to make participatory processes lighter and more enjoy-
able: “The advantage of using games is the low threshold,
low design, people buy easily into it, they go along with
them. Creates a relaxed, fun atmosphere, that is some-
thing that is appreciated by the people.” (GEN-PV). By
doing so, they are expected to improve the overall qual-
ity of the participatory process by ‘playful deliberation’
(VIE-JG), ‘playful engagement’ (VIE-FM) and by increas-
ing the ‘fun-factor’: “I believe, the fun-factor is crucial,
when you think through andworkwith games. Very often
the games are so serious—too serious, that I even think
bymyself ‘there are fun elementsmissing’” (VIE-MF) and
“because it’s something playful, something where the
people get a kick out of it” (VIE-SH). Thus, we see the
practical importance of balancing serious games with an
equilibrium of serious content and game-fun (Harteveld,
2011; Iten & Petko, 2016; Malone & Lepper, 1987) that
results in a joyful gameand learning experience (Gugerell
et al., 2017). However, it is crucial to stress that though
serious games primarily serve ‘non-entertainment’ pur-
poses, they still need to be fun and entertaining to a cer-
tain degree to meet both the needs of planning practice
and the participants’ expectations.

4.2. Perceived Barriers to the Use of Games and
Gamified Applications in Participatory Settings

Both urban planners and process facilitators shared an
enthusiasm towards the use of games and gamified ap-
plications, with external process facilitators being slightly
more open in adopting these new formats than the plan-
ners. However, despite the generally positive attitude to-
wards games and gamified applications in participatory
urban planning approaches, in all case study cities, simi-
lar barriers and challenges seem to impede their regular
use. In our research, three main barriers are identified:
(i) the modest gaming experience of the facilitators and
the planning departments, (ii) a resource scarcity that
limits the development of and engagement with such
tools, and finally (iii) the fear of reluctant adults to make
a fool of themselves.

In all case study cities, the professional experience
with games or even gamified environments is modest
to limited, with only about a third of the interviewees
having previously used games or gamified applications
in participatory processes. This limited practical experi-
ence reduces the understanding of the potential value
of such games in participatory processes. This percep-
tion is not only limited to planners and facilitators but
is present in senior and high ranking representatives of
the public administration:

Personally, I am not from the gaming generation. So,
gaming is kind of alien to me….And unfortunately,
most of my colleagues are of my age. I’m almost 50
and I am on the average of the municipality, so we
have a very old population. As a consequence, there
is not a lot of knowledge about gaming, I would ac-
tually say there is not enough knowledge. And I think
that most people in our government see gaming, you
know, as video gaming, doing stuff, shooting peo-
ple…crashing cars, stuff like that…but gaming as part
of a participation process: I don’t think thatmany peo-
ple have ever thought about that. (GRO-JKK)

The modest experience with games also makes it hard to
assess and estimate resources needed and expenditure
for the development and facilitation of games. “The drive
to be efficient and not having a lot ofmoney to get things
done, I think prohibits us from taking this step to experi-
ment with [games, N/A]” (GRO-ES). This quote illustrates
a possible tension between resource availability, appli-
cability, and repeatability of developed games or game
components and the expected benefits on the participa-
tory process itself. Time and budget constraints, paired
with the expectation that games require a more elab-
orate development process, compared to ‘traditional’
methods, are decisive impediments to the development
and facilitation of games in planning practice: “it takes
a lot of time and thinking to develop a game” (GRO-
ES) and “Digital games are really time-consuming to pro-
duce” (GEN-LB). This constraint is reinforced by the argu-
ment that games are mostly tailored to specific spatial
contexts or regulatory frameworks and thus cannot be
adapted to other topics or conditions: “Regarding games
we are not active at all, because it’s too cumbersome—
and for each case it would be necessary to develop some-
thing separately or be able to convert it” (VIE-MF) or “Yes,
for the game development, you must invest something
and then I need the option to use it more often—and it
only pays off, if I—ok for every Agenda [Agenda21, A/N]
action on the topic I can use it at least ten times” (VIE-
SH). There is also a certain ‘mystification’ of the game
design process; because of their lack of training and con-
fidence, planners question whether games can actually
be suitably designed to achieve their goals: “You can de-
sign games in so many different ways to so many differ-
ent objectives, to include and diffuse so many different
kinds of knowledge….It is so flexible in format and this
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represents as well a challenge because to design in that
space something that really works, it is not given” (GEN-
PV) and “There is no proof that serious games can pro-
duce behaviour changes.” (GEN-LB).

Finally, another central concern regarding the
broader implementation of games and gamified appli-
cations were difficulties with the adult participant group,
whichmakes up themajority of those in the participatory
processes that were examined.While games are thought
of as being suitable tools to attract participants and to
“get people enthusiastic” (GRO-AH) serious concerns are
also being voiced regarding their broader use. While
games and gamified applications are known to work well
in collaborative practices with children, teenagers and
young adults, serious concerns regarding their applica-
bility with adults were addressed: “My experience is,
that it’s [playing games, N/A] fantastic for kids; adults
dare only rarely to engage—ok, it depends on the setting.
Frankly, I have hesitations, how far you are offering that,
or not” (VIE-SH) and “The risks in using games are that
people see it as childish, there is always a balance you
should make in addressing something playfully, without
leaving the impression that what you are doing is mere
entertainment.” (GEN-LA). Those concerns were shared
by about a fifth of the interviewees, who expressed their
difficult experiences with sceptical and reluctant adults.
Facilitators are concerned that participants would either
torpedo, leave or discredit the entire process by ques-
tioning its seriousness:

They [participants, N/A] then often said ‘that’s ut-
ter nonsense’ and ‘what the heck are you doing
here’…and with the adults, once one person left. She
said, ‘that’s childish and immature and I don’t par-
ticipate in such a thing’. That happened on the first
evening—and she did not come back afterwards”
(VIE-MR)

On the other hand, the research also indicates that if this
initial reluctance can be broken, adults will also engage
in game activities:

I think most people were beforehand quite reluc-
tant because they didn’t come for a game, but they
came for a serious discussion….But what you see is
that more participants, in the end, say ‘oh! now I un-
derstand why he or she is doing that’….Like I said,
most people are reluctant because they say ‘I am not
here to play a game. I am here for serious business’
(GRO-ES)

and “When playing the game, at the beginning, partici-
pants are always a bit reluctant, they are a bit afraid of
using colours, images, saying their opinion etc.” (GEN-LH).
Other facilitators are more willing to abandon the tool
because they are too concerned: “Well, M. and H. were
very consequent in that regard, they continued with the
group-games, but—well, I would not have continued to

play them, I would have given up.” (VIE-MR). The mate-
rial illustrates that adults are considered a difficult age
group to engage with via games and gamified activities
in participatory processes, due to their expectation that
they should be participating in and negotiating in ‘seri-
ous business’. The issue of this being an unusual format
and medium that is regularly associated with entertain-
ment and children, does not align with the fact that the
average (video) gamer is 35 years old for men and 44
for women (Entertainment Software Association, 2016).
However, it clearly indicates that the concern of the fa-
cilitators and the reluctance of this age group must be
sufficiently considered in both the game design and the
participatory process.

5. Conclusions

Even though games and gamified applications are not the
panacea to the longstanding issues of civic participation,
they do open up new possibilities for engagement and
contribute to the diversification of methods and tools
available to the facilitators of these processes. Despite
the vivid academic debate on serious games and gamifi-
cation in various planning contexts (Abt, 1969; Devisch et
al., 2016; Gordon & Baldwin-Philippi, 2014; Mayer, 2009;
Poplin, 2012; Tan, 2014), our research indicates a notable
gap between research and practice. The analysis shows
that experimentation with games and gamified applica-
tions indeed takes place in planning practice and urban
governance, but to amuch lesser extent thanwas initially
expected, and it should be noted that there are serious
concerns regarding their overall applicability.

Facilitators and planners acknowledge the value and
benefits of games, to aid the understanding of com-
plex matters, trigger focus group discussion, and to il-
lustrate and support decision-making processes. Hence
our research aligns with scholars such as Gee (2005) and
Crookall (2010) who illustrate the value of games for
learning and capacity building processes. However, mod-
est experience and knowledge, limited resources, and
a lack of adaptability of games for differing occasions,
cases, and audiences pose impediments to the broader
facilitation and use of games in participatory processes.
The insufficient education and lack of training of pro-
cess facilitators cover a variety of participatory methods
(Innes & Booher, 2004). With specific regard to games
and gamified applications, facilitators’ lack of experience
results in an inability to clearly estimate their potential
and the ways they can assist the participatory practice.
The research illustrates that planners and policy-makers
do not make a clear distinction between games and gam-
ified applications and use these terms interchangeably,
which leads to a certain fuzziness in the practices they
adopt and which often results in either disappointment
following their application, or to the exclusion of such
tools from the participatory process altogether. Conse-
quently, the conscious identification and selection of dig-
ital tools and formats for participatory processes is com-
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promised by this fuzziness, adding another layer of con-
ditioning of the participatory practices by the precon-
ceptions and modestly-informed decisions of facilitators.
Hence, capacity building of facilitators regarding the new
formats which are available can support the emergence
of a culture of experimentation with a range of tools and
digital media, including games.

To counter the mentioned lack of financial resources
and time, the development of smaller game components
andmini-gamesmight be a suitable response towards an
efficient use of games under such resource constraints.
Mini-games can be advantageous for participatory prac-
tices because they are easier to balance between generic
(to be adaptable to various occasions and projects) and
specific (to the address the particular case and position
in the process), combining in one tool the two separate
attributes that Gordon et al. (2013) have identified. This
quality makes it easier for mini-games to both meet the
expectations and to fit in the rather tight budgets of plan-
ning practice. Finally, for the development and facilita-
tion of games, adult users need particular attention paid
to them: engaging adults in co-design and participatory
game design processes might be beneficial to address
this user group’s reservations, while also contributing to
the relevance and local embeddedness of the game or
gamified application.
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1. Introduction

In this article we focus on the applications of urban com-
puting in Smart Cities Planning practice (as proposed
by (Batty et al., 2012)). They suggest that there is a
need for a paradigm-shift in urban planning, from focus
on the built environment problems to social problems
such as deprivation, and their relations to space, spa-
tial distributions and spatial planning. Considering the
complexity of cities, they imply that there is a need to
develop “a new science of human [spatial] behaviour”.

This paradigm shift towards developing new [spatial] sci-
ences of cities can be facilitated by the so-called urban
computing practices, e.g., by facilitating access to large
datasets on human spatial behaviour. This article seeks
to illustrate what are the essential means of urban com-
puting practice from a methodological point of view, i.e.,
computational requirements for 1) developing scientific
knowledge in the form of validated analytic/simulation
models using spatial data and spatial relations; and 2) in-
forming planning actions using the insight gained from
analytic/simulation models on effectiveness of actions.
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1.1. What is Urban Computing?

It is difficult, and perhaps even futile, to provide a com-
prehensive definition of the emerging fields of Urban
Computing (e.g., as referred to in Kindberg, Chalmers,
& Paulos, 2007; Zheng, Capra, Wolfson, & Yang, 2014)
and the closely related field of Urban Informatics (e.g.,
as referred to in Foth, Choi, & Satchell, 2011). These
two are umbrella terms for describing diverse practices
involving geo-spatial data analysis related to cities and
citizens. While the former has a technical connotation
related to sensing, analysis and actuation technologies
(Kindberg et al., 2007), the latter is more focused on
the computational social sciences applied to analysis of
cities. Without attempting to provide a comprehensive
definition, we choose to use the term urban comput-
ing with a broader scope to refer to all data-intensive
‘computational workflows’ that can be used for improv-
ing urban planning and urban decision-making by pro-
viding the means of data acquisition, analysis and simu-
lation, e.g., to reduce traffic congestion or energy con-
sumption. From a technical point of view, urban com-
puting can involve acquisition, integration, and analysis
of (big) data generated by diverse sources such as sens-
ing technologies and large-scale computing infrastruc-
tures in the context of urban spaces. The volume, velocity
and variety of such data often requires the use of cloud
computing infrastructure and software services (Hashem
et al., 2015). Urban Computing is applicable in a variety
of fields, namely:

• environmental studies (e.g., Shang, Zheng, Tong,
Chang, & Yu, 2014; Zheng, Liu, & Hsieh, 2013);

• modelling energy use/generation (e.g., Simão,
Densham, & Haklay, 2009);

• transport modelling (e.g., Zheng, Liu, Yuan, & Xie,
2011);

• monitoring health (e.g., Varshney, 2007);
• epidemiology (e.g., Lopez, Gunasekaran,Murugan,

Kaur, & Abbas, 2015);
• social informatics (e.g., Foth, Forlano, Satchell,

Gibbs, & Donath, 2011; Pires & Crooks, 2017);
• criminology (e.g., Bogomolov et al., 2014); and
• participatory planning (e.g., Robinson & Johnson,

2016; Tenney & Sieber, 2016).

1.2. Why Is Urban Computing needed in Urban
Planning?

In Urban Planning, we are often interested in analysing
the so-calledwhat-if scenarios using simulations and pro-
jections (Batty & Torrens, 2001). Traditionally, the geo-
spatial analysis of intervention scenarios, urban plans,
and urban data is done by means of Geographic Infor-
mation Systems (GIS), Planning Support Systems (PSS;
see Batty, 2007; Harris & Batty, 1993) and Spatial Deci-
sion Support Systems (SDSS). The PSS and SDSS systems
are typically stand-alone desktop applications that have

a database, a library of computational methods for geo-
spatial data processing, and an interface. Despite the
technical similarities in using a spatial database, the two
categories are different in that the SDSS are geared to-
wards operational decision-making whereas the PSS are
geared towards strategic planning that often involves
land-use planning and thus requiring the consideration
of land-use transport interactions (the distinction be-
tween PSS and SDSS from Geertman & Stillwell, 2009).
In these systems, there exist some workflows for spa-
tial analysis of urban data, which do not require new
ground-breaking technology. However, the prospect of
urban computing is the potentials of theweb-based com-
puting platforms for developing a new generation of
shareable and editable geo-spatial data processing work-
flows for informing decisions in urban planning. From ur-
ban computing applications listed in Section 1.1, it can
be seen that so far urban computing technologies have
been mostly applied in the operational and managerial
contexts (based on the definition of urban planning ac-
tions; Couclelis, 2005). For a wider adoption of urban
computing practices in strategic urban planning, urban
computing platforms must provide the essential means
of analysis and simulation procedures needed in PSS.

Although most of the scholarly works in the area of
PSS are focused on land-use change, there are other as-
pects of urban dynamics that could be modelled com-
putationally; that is to say, the broader discussion is on
what changes can be explained, anticipated, and taken
into account when making strategic decisions on spatial
plans, this broader field of research and development
is called Urban Modelling (Batty, 2009). Considering the
nature of outcomes of planning processes, (e.g., land-
use plans) we can observe that the spatial relations be-
tween land-use distributions and a variety of phenom-
ena need to be considered while making strategic plan-
ning decisions: for instance, land-use and transport inter-
actions and their effects on energy use in transport (see
Keirstead, Jennings, & Sivakumar, 2012) and the effect of
land-use distribution on bio-diversity and the use of nat-
ural resources (especially water) should ideally be con-
sidered when proposing plans. From a pragmatic point
of view, however, the adoption of PSS in practice is not
high (Geertman & Stillwell, 2009):

It is disturbing, in fact, to observe the extent to which
new computer-based support systems are developed
by researchers to the point of adoption but are never
implemented in planning practice or policy making.
Similarly, there is evidence to indicate that systems
which are made operational are not extensively used,
after the initial novelty has passed, by those planning
organizations for which they have been developed in
the first instance. In terms of application, it is pos-
sible to point to more failures than successes, i.e.,
to more cases where systems have not been imple-
mented than examples where they are used routinely.
Moreover, many state-of-the-art systems appear to
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take a long time to reach the ‘market’ and this is often
a process requiring considerable financial resources.

We suggest that the research and development cul-
ture of Spatial Planning and Decision Support Systems
(SPDSS, terminology of Geertman & Stillwell, 2009) must
adopt open-source and agile development principles for
effective ‘market’ uptake and ensuring the viability of
the R&D products (Crowston & Howison, 2005; Hey
& Payne, 2015; Pressman & Roger, 2009; von Krogh,
2003). By adopting urban computing practices, utiliza-
tion of scientific knowledge in planning practice will be
eased; because web-based computing platforms facili-
tate rapid prototyping, development, release, sharing,
and test of SPDSS (incorporating a variety of Urban [Anal-
ysis/Simulation] Models).

1.3. Problem Statement

Although much can be said about the graphical user in-
terfaces of GIS applications, we do not focus on them;
because these interfaces are generally geared towards
manual operations. Instead our focus is on the essential

means for developing ‘geo-spatial computing workflows’.
Workflows can be as simple as routines of sequential ac-
tions ormore sophisticated procedureswith flow-control
mechanisms, which are better known as algorithms (see
Figures 1 and 2 for workflow examples). There are two
types of challenges in using the currently available GIS
desktop applications for innovative inter-disciplinary re-
search in Urban Computing applied in Urban Planning
(i.e., Design and Development of Web-Based SPDSS):

• Data-Related Challenges:

– Data-Availability: how easy is it to acquire a
relevant dataset?

– Data-Interoperability: how easy is it to
read/write datasets from/to file formats?

– Data-Mergeability: how easy is it to overlay
multiple datasets?

• Workflow-Related Challenges:

– Workflow Comprehensibility: to what extent
is the whole workflow understandable?

Figure 1. Two examples of geo-spatial data processing workflows from QGIS Processing Modeller1 (top) and ArcGIS Model
Builder2 (bottom), respectively made for calculating area of water within 25 metres of urban roads (tutorial), and finding
suitable locations for urban parks (tutorial).

1 http://gracilis.carleton.ca/CUOSGwiki/index.php/Automating_Vector_and_Raster_Workflows_using_the_Graphical_Modeler_in_QGIS#Introductions
2 http://resources.esri.com/help/9.3/ArcGISengine/java/doc/bab90fcc-320b-4b33-902d-a00afd18cfcb.htm
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– Workflow Editability: how easy is it to modify
the workflow explicitly?

– Workflow Repeatability: how easy is to re-
peat a certain data processing workflow?

– Workflow Shareability: how easy is it to share
a workflow from one system to another?

– Workflow Scalability: how easy is to process
large datasets with a workflow?

– Workflow Sustainability: to what extent is
the workflow modular and recyclable?

A rather neglected matter about SPDSS is the very so-
cial/human process of developing them. These systems
can be developed by Research Software Engineers.3

A typical research software developer is not necessar-
ily a software engineer, but usually a domain-specific
researcher who can develop software or computational
workflows. A typical research software engineer, often
does not have themeans of a software vendor to develop
a large application with a custom-made GUI. The core of
the work of research software development is on devel-
oping analytic workflows.4

2. What Do We Need for Urban Computing?

We argue that there are three determining factors to
consider with regards to ‘the suitability of a computing
technology for urban computing’, i.e., the availability and
quality of:

1. Visual Data Flow Programming
2. Spatial Computing Libraries
3. Internet of Things (IoT) APIs5

2.1. Visual Dataflow Programming

It is well known that the time spent on research and
development is often much more valuable than the
computation time. Therefore, we need to consider hu-
man interface requirements with regards to the ease of
ideation-development-test cycles (prototyping). We pro-
pose that using a dataflow programming platform, the
user can interact with the platform knowing only a com-
mon programming language to edit the nodes (blocks
of code) and only a handful of UI manoeuvres to get
started; without the problem of learning a sophisticated
UI. In processing big data, there are two generic ap-
proaches, namely: batch processing and real-time pro-
cessing (Hashem et al., 2015). Considering the real-time
data processing requirement, especially in dealing with
managerial and operational planning actions, we can
conclude that the Dataflow Programming6 is an appro-
priate paradigm for setting up an R&D/prototyping envi-
ronment (Blackstock & Lea, 2014; Szydlo, Brzoza-Woch,

Sendorek,Windak, &Gniady, 2017). Considering that the
sustainability and the repeatability of the workflow, it is
practical to adopt a modularization and standardization
approach to workflow development. Standardization is
important for reusability. Specifically, the code-blocks
(alias nodes, blocks, or subsystems) of a workflow must
input and output data in formats readable for one an-
other. Of course, having a visual overview of the work-
flow is of high added value, as it makes the workflow as
intuitive as a flowchart. The idea of a visual dataflow pro-
gramming language is to represent the high-level logic
of a program/workflow as a graph of nodes, which are
blocks of (reusable/shareable) code. The representation
of the high-level logic as a graph makes it easy to fo-
cus on the complex big-picture for a group of developers
working on aworkflow. Instead of developing a complete
software application with a graphical user interface, a re-
search software engineer can focus on the core of the
workflow, model the workflow, test it, share it, and re-
lease it as a functional prototype.

If the workflow description language is a (de facto)
standard, the intended user does not need to learn a new
interface to interact with the workflow. In other words,
instead of focusing on optimizing a new software appli-
cation in terms of its interface and the computational ef-
ficiency, more attention can be paid to the effectiveness
of the workflow itself. In addition, if the workflow is also
cloud-based, then it will be easier to share them and col-
laborate on-line in real-time.

In short, adopting a visual cloud-based dataflow pro-
cessing language (and ecosystem) brings about a few
advantages:

• Automation of repetitive tasks for data cleansing,
validation, etc.;

• Informal and yet sustainable standardization
based on common-practices and bottom-up emer-
gence of workflow patterns7;

• Sharing workflow pattern solutions instead of re-
inventing the wheel;

• The possibility of interdisciplinary collaboration;
• Ultimate modularization of workflows based on

sharing nodes/blocks of code;
• Agile development-test-release cycles;
• Promotion of Open-Source development practices

and therefore rapid progress;
• Ensuring re-usability and repeatability of

workflow-based practices such as spatial analyses;
• Saving time by significantly reducing the time and

effort in re-inventing interfaces;
• Raising the level of comprehensibility of analytic

workflows by providing a glass-box view of the pro-
cess (as opposed to black-box SPDSS); and

• The possibility of public participation in planning
3 http://rse.ac.uk/who/
4 http://www.commonwl.org/
5 Application Programming Interfaces.
6 https://stackoverflow.com/questions/461796/dataflow-programming-languages/2035582
7 http://www.workflowpatterns.com/
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Figure 2. Data processing workflow examples, respectively from top left, clockwise, node-RED, editable by JavaScript (pic-
ture from Boyd, 2015), QGIS Graphical Modeller8, Anaconda Orange39, and ArcGIS Model Builder10, all of which offer
Python APIs. The GIS dataflow programming environments make it easy to automate routines, share them, and use stan-
dard modules; however, the installation procedures, their domain specific nature and their UI make them much less ac-
cessible than the two all-purpose data-flow programming environments shown.

processes by means of rapid development and in-
tegration of apps (e.g., using Node-RED11, a visual
data-flow programming tool for wiring together
hardware devices, APIs and online services, see
Figure 2).

2.2. Spatial Computing Libraries

Here we provide an overview of the requirements of
a software application for urban computing; and focus
on the specific functionalities that deal with geo-spatial
data. Geo-spatial data can be analysed in at least five spa-
tial forms from the most concrete to the most abstract:

• Geographical Data Models: geographically posi-
tioned points, lines, polygons, and polyhedrons;

• Geometrical Data Models: points, lines, polygons,
and polyhedrons (in local coordinate systems);

• Topological Data Models: vertices, edges, faces,
and bodies (algebraic\combinatorial topology);

• Graphical Data Models: objects and links (Graph
Theory); and

• Spectral Data Models: eigenvectors and eigenval-
ues.

The use of the last category of data models is rela-
tively newer than the other types of the models and is
used for modelling the dynamics of diffusion flows and
Markov Processes in networks (Nourian, 2016; Nourian,
Rezvani, Sariyildiz, & van der Hoeven, 2016; Volchenkov
& Blanchard, 2007; Wei & Yao, 2014). Performing spec-
tral analyses requires using a computational linear alge-
bra library such as NumPy12. Generally, considering the
inter-disciplinary nature of urban computing, evident in
the breadth and variety of practices mentioned in Sec-
tion 1.1, we propose that scientific and numerical com-

8 https://docs.qgis.org/2.8/en/docs/user_manual/processing/modeler.html?highlight=workflow
9 https://orange.biolab.si/screenshots/
10 http://pro.arcgis.com/en/pro-app/help/analysis/geoprocessing/modelbuilder/what-is-modelbuilder-.htm
11 https://nodered.org
12 http://www.numpy.org/
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puting libraries must be available in an ideal platform for
urban computing.

In Table 1, we have shown the computational mod-
ules required to make spatial analysis and spatial simu-
lation models, which are, in other words, the essential
data-models and operations in geo-spatial data process-
ing for urban computing. Central to this schema are the
three distinct ways of modelling space as:

• Manifolds13 (often approximated as simplicial
complexes);

• Grids (a.k.a. 2D/3D raster data models, see Zla-
tanova, Nourian, Gonçalves, & Vo, 2016);

• Networks (a.k.a. [directed/weighted] graphs).

In Figure 3, we have categorized the specifically required
functionalities for spatial computing as to the previ-
ously introduced fields of application of urban comput-
ing. There we have shown an overview of exemplary
types of analysis or simulation models for planning sup-
port workflows, their typical goals and required data
models related to the previously listed areas of applica-
tions of urban computing.

2.3. IoT APIs

IoT for smart environment is defined by (Gubbi, Buyya,
Marusic, & Palaniswami, 2013) as follows:

Table 1. A list of typical goals, required spatial data types, and analytic (mathematical) or simulation (computational) mod-
elling approaches of urban computing.

Goal Typically Required 3D? Exemplary/Potentially
Spatial Data Models Applicable Modelling

Methodologies

[Land-Use &] understanding road network lines, possibly Discrete-Choice Modelling,
Transport potentials land-polygons, beneficial Gravity Models, Agent-Based
Modelling (accessibility) and cellular phone Modelling (ABM), Cellular

predicting the network data, GPS Automata (CA), Markov Chains,
dynamics of mobility trajectories, etc. Operations Research
[& land-use change]

Sociometrics & understanding demographic data probably Markov Chains, Markov Chain
Econometrics potentials, and attributed to building, unnecessary Monte Carlo (MCMC), Network

dynamics of social block, district, city, or Centrality, Artificial Intelligence,
and economic region polygons, Statistical Modelling, Predictive
interactions crowd-sourced geo- Analytics

tagged data points, etc.

Criminology & understanding road-networks, possibly Statistical Modelling, Predictive
Crime potentials, and demographics beneficial Analytics, Agent-Based
Prevention dynamics of crime attributed to building, Modelling (ABM), Cellular

in cities & city polygons, geo- Automata (CA), Markov Chains,
tagged (positioned) Monte Carlo Simulation
spatial crime data, etc.

Energy understanding 3D polyhedral models necessary Solar Irradiance Simulation
Modelling potentials, and of buildings, point (requiring geometric

dynamics of clouds intersections), Computational
energy use and Fluid Dynamics (CFD, requiring
[renewable] energy raster and vector fields and
generation differential operators), Monte

Carlo Methods

Environmental understanding aerial photos, point necessary Analytic Models and Simulation
Modelling potentials, and clouds, vector maps, Models (e.g., CA and ABM),

dynamics of raster maps Complex System Dynamics,
environmental Hydrology, Complex Adaptive
threats & Systems
opportunities (air
pollution, noise,
vegetation, etc.)

13 http://mathworld.wolfram.com/Manifold.html
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Figure 3. Essential mapping operations and data models required for geo-spatial computing.

Interconnection of sensing and actuating devices pro-
viding the ability to share information across plat-
forms through a unified framework, developing a
common operating picture for enabling innovative ap-
plications. This is achieved by seamless large scale
sensing, data analytics and information representa-
tion using cutting edge ubiquitous sensing and cloud
computing.

IoT applications can be used for acquisition of data from
sensors. They can also be used to directly control some
dynamics of cities such as traffic lights. The devices
needed for enabling control of physical things are called
actuators or actuating devices. The electronic devices
that can connect sensors and actuators to internet could
be micro-controllers or micro-computers, some of which
are open devices popular among amateur enthusiasts
such as Arduino14 and Raspberry Pi15. The capabilities of
a computing technology for interactingwith such devices
can be a key factor inmaking itmore pervasive among en-
thusiast makers and academic software developers, due
to the accessibility of such devices in terms of low prices
and ease of learning.

Operational planning actions can especially benefit
from actuators and sensors in urban environments. For
instance, traffic lights can be actuated (controlled) by a
controller systemconnected tomanyof both sensors and
actuators in real-times (thus having a real-time overview
of a city) continuously analysing the data coming from
sensors sensing the volume of traffic. In other words,
IoT devices can facilitate (real-time) operational plan-
ning actions. With regards to the IoT potentials for Ur-
ban Computing, it is logical to assume that Web-based
GIS services (alias webmapping) are necessary for urban
computing. In addition, moving all workflows from desk-
top applications to web-based platforms makes it eas-

ier to share (standardized) workflows and collaborate on
them. In the next section we focus on the potentials of
four programming languages for setting up web-based
computational workflows for geo-spatial data analytics
and simulations.

3. Promising Technologies for Urban Computing

We have identified a few promising technologies for ur-
ban computing, based on Python, Java, JavaScript and
R-Spatial languages. From a practical perspective, we
consider their potential in terms of ease of prototyping,
geo-spatial mapping, 3D visualization, handling big data,
and numerical computing (computational linear algebra).
From amathematical/computational point of view, all re-
quiredmodels mentioned in Figure 3 can be rather easily
developed on top of a robust computational linear alge-
bra library. Apart from numerical capabilities, we argue
that for a research software engineer, the visualization
and mapping capabilities are essential to consider while
making technical choices.

3.1. Python

This programming language is used for example in the
Geoda-Web16, that is the web-based version of CAST17

with its spatial analysis library PySal18 seems to be a
promising open-source project. Python is the de facto
language of open-source development in the field of Geo
information science, e.g., in QGIS, Rasterio19 and Fiona20.
Python provides a wide range of libraries for numerical
and scientific computing such as NumPy, SciPy and Pan-
das, which facilitates development. Interactive develop-
ment environments such as IPython (Interactive Python)
(Perez & Granger, 2007) and web-based Jupyter note-
books (Shen, 2014) seems to be a promising technology

14 https://www.arduino.cc/
15 https://www.raspberrypi.org
16 http://spatial.uchicago.edu/geoda-web
17 https://geodacenter.github.io/CAST/
18 http://pysal.readthedocs.io/en/latest/users/tutorials/dynamics.html
19 https://github.com/mapbox/rasterio
20 https://github.com/Toblerity/Fiona
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for prototyping and interactive computing. Some univer-
sities have started facilitating the use of Jupyter inter-
active documents as a common means of exchanging
reproducible research products, e.g., on JupyterHub21,
NBViewer22, or SURF-sara (Templon & Bot, 2016) pro-
vide hosting and viewing services for sharing Jupyter
notebooks. A few options which stand out for simple
3D visualization in Python are: MatPlotLib23, Mayavi24 or
VisPy25, while more high-performance applications can
be built in OpenGL using PyOpenGL26. Web mapping in
Python is possible by means of GeoDjango27.

3.2. Java

This programming language is used for example in a
web-GIS for environmental analyses by (Zavala-Romero
et al., 2014). The FIWARE platform (Zahariadis et al.,
2014) offers an “Application MashUp Generic Enabler”,
i.e., the WireCloud28 for visual programming and proto-
typing web applications. Another flow-based program-
ming environment for Java development supported by
Apache Hadoop29 is NiFi30. Java can also provide for
interactivity and 3D visualization. The OpenGeoSpatial
foundation (aka OSGeo31) also provides an open source
GIS toolkit for Java called GeoTools32. Considering the
might of Hadoop for big data analytics and the support
of OSGeo Java seems to be a fertile language for ur-
ban computing. One option for 3D visualization in Java
is JogAmp33, while a more advanced option is JOGL34.

3.3. JavaScript

This programming language is used for example in Open-
Layers35 and Carto36 SaaS (Software as a Service, for-

merly known as CartoDB37) to provide user-friendlyWeb-
GIS tools, which can moreover be deployed as desk-
top applications with tools like Electron38. However, nei-
ther of them supports explicit workflow development.
The other promising JavaScript platform for spatial anal-
ysis is MapBox39, which offers access to the Turf li-
brary40. Node-RED (Blackstock & Lea, 2014), based on
IBM BlueMix (a.k.a. IBM Cloud)41, seems to be a promis-
ing technology in terms of visual programming and the
ease of prototyping IoT applications. Node-RED is dis-
tributed as part of an open-source software ecosystem
called node package manager or NPM42, that is man-
aged by the Node.js43 foundation. Interactive visualiza-
tion in web-browsers is well supported in JavaScript,
and arguably more advanced than comparable libraries
in Python, thanks to the D3.js library, by Mike Bo-
stock44 (Bostock, Ogievetsky, & Heer, 2011). In addition
to D3 for interactive graphics, there is three.js45 for We-
bGL rendering in the browser. Other JavaScript libraries
which should not go unnoticed for urban computing are
Leaflet46 (mobile-friendly interactive maps providing ac-
cess to OSM47) and Cesium48, the latter providing for
quality 3D visualization.

3.4. R Spatial

R is a programming language that is part of the R Project
for Statistical Computing49, which includes a complete
set of vector algebra operations and functions to cre-
ate graphics such as plots. The statistical functions in R
are much more complete than those available in other
languages (e.g., Python). The R Spatial50 functionality
includes the more relevant parts for urban computing,
such as representations for raster and vector data, deal-

21 https://github.com/jupyterhub
22 https://nbviewer.jupyter.org
23 https://matplotlib.org/index.html
24 http://docs.enthought.com/mayavi/mayavi
25 http://vispy.org/index.html
26 http://pyopengl.sourceforge.net
27 https://docs.djangoproject.com/en/dev/ref/contrib/gis/
28 https://catalogue.fiware.org/enablers/application-mashup-wirecloud
29 http://hadoop.apache.org
30 https://hortonworks.com/apache/nifi
31 http://www.osgeo.org
32 http://www.geotools.org
33 http://jogamp.org
34 http://jogamp.org
35 http://openlayers.org
36 https://carto.com/blog/how-to-use-spatial-analysis-in-your-site-planning-process
37 https://cartodb.github.io/training/intermediate/columbia-sipa.html
38 https://electronjs.org
39 https://www.mapbox.com/help/how-analysis-works
40 http://turfjs.org
41 https://www.ibm.com/cloud
42 https://www.npmjs.com
43 https://nodejs.org/en
44 https://bl.ocks.org/mbostock
45 https://threejs.org
46 http://leafletjs.com
47 http://www.openstreetmap.org
48 https://cesiumjs.org
49 https://www.r-project.org
50 http://www.rspatial.org
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ing with coordinate systems and creating 2D maps. Spa-
tial.ly51 shows several examples of the more advances vi-
sualisation functions in R, including 3D visualisation and
animated globes. Shiny52 is a tool to build web apps with
R. There are also other ways in which web sessions of
R can be deployed, such as with Rweb53 and rApache54.
Similar to Python, Jupyter notebooks can also be used
thanks to the IRkernel55.

4. Conclusion

In response to this question: “What are the essential
means for urban computing?”, we have provided an
overview of specific data models and functionalities re-
quired in dealing with geo-spatial data processing (spa-
tial analysis and spatial simulation), referred to as spatial
computing in Figure 3 and Table 1, which we deem as
the essential means for urban computing. We have con-
sidered four programming languages and their promis-
ing aspects for urban computing. They all come with
their own advantages and shortcomings. It is difficult
(and perhaps futile) to point to one of these languages
as the most promising language for urban computing.
We stress that these technologies are not mutually ex-
clusive, but they can (in some cases) be used in combi-
nation with each other. For example, a web-based GIS
system could use a Python backend with Flask56 and a
JavaScript frontendwith a 3D visualiser based on Cesium,
or a processing pipeline could use Python to fetch data
from the web using a tool like BeautifulSoup57, use Java
to parse and process the data, use R to do statistical anal-
ysis on it, and then visualize the results in a browser us-
ing JavaScript. However, it can be said that each of them
is stronger in a certain direction, respectively: Java in
server-side tools, R Spatial in statistical and mathemati-
cal operations, Python in the availability of GIS tools, and
JavaScript in IoT and web visualisation. Their respective
strengths can be combined by using the best language
for each task.

In addition, it is perhaps noteworthy to mention
that in the related field of computer-aided design (CAD),
there is an active movement towards development of
visual programming languages and connecting them to-
gether by means of a cloud platform, e.g., Flux58, initially
sponsored by Google59. Considering the attractiveness
of aligning urban design and urban planning actions, it
would be ideal to work in an environment where plan-
ners, designers, and research software engineers could

all work and share their workflows, for example, a 3D
city modelling SaaS such as Möbius60 (Janssen, Li, & Mo-
hanty, 2016), Tygron61 or CityZenith62 could potentially
become such a shared development environment.
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1. Introduction

Urban contextual factors, both social and physical, have
impacts on the observed variabilities of a wide range of
phenomena as, for example: the distributions of socio-
spatial inequalities (Rae, 2012), the spatial incidences of
public health problems such as obesity (Townshend &

Lake, 2009) andmental health (Cutrona,Wallace, &Wes-
ner, 2006; Miles, Coutts, & Mohamadi, 2011), local dif-
ferences in patterns of physical activity (Timperio et al.,
2010) and mobility (Crane, 2000), or still the spatial dis-
tributions of crime occurrences (Charron, 2009). In more
general terms, the whole body of literature in the field
of ‘neighbourhood effects’, departs from the hypothesis
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that local urban contexts have significant impacts on the
life of residents, and seeks to assess such hypothesis (van
Ham &Manley, 2012).

Nevertheless, any research aiming at identifying po-
tential links between urban contextual factors and other
variables of interest, must necessarily face at least two
initial problems. The first is how to quantify urban con-
texts at both social and physical levels. The methodolo-
gies currently employed for those purposes have several
limitations, and the need for robust quantitative meth-
ods has been acknowledged by several authors (Cum-
mins, Macintyre, Davidson, & Ellaway, 2005; Gambaro,
Joshi, Lupton, Fenton, & Lennon, 2016; Lupton, 2003).
The second problem concerns the criteria for generating
context-informed samples of urban areas. As van Ham
andManley (2012) note, quantitative studies using large
randomized probability samples have been shown to be
far less effective than qualitative studies (i.e., focusing on
the experiences and perceptions of residents), in detect-
ing contextual or neighbourhood effects. Qualitative re-
search, however, due to its laborious inquiry processes,
demands sampling strategies aimed at creating small yet
information-rich samples; that is, purposively selected
samples. Purposive sampling strategies are quite differ-
ent from those of probabilistic sampling, seeking not gen-
eralization or randomness, but the well-informed selec-
tion of very specific cases, capable of maximizing the
chances of observing phenomena of interest. They are
also less well-known and understood than probabilistic
sampling strategies, even though they are more suitable
in certain circumstances (e.g., when the studied popula-
tion is small) andmore effective when used in qualitative
research (Patton, 1990).

This article develops a unified methodological frame-
work for the quantification, measurement and sampling
of urban contexts, based on both social and physical
characteristics, using GIS. The framework was devised
within the scope of a community-based, participative
research project “Visualising Inequality in Community
Networks to Enhance Participatory Planning” (O’Brien,
Garcia Vélez, & Austwick, 2017; O’Brien et al., 2016),
supported by Leverhulme Trust Research Project Grant,
where it was used for characterizing the socio-economic
andmorphological contexts of all state-sector secondary
schools in the Liverpool City Region (Merseyside, UK).
However, the framework was designed from the out-
set so as to remain applicable in any research exercise
demanding quantitative contextual characterizations of
a given class of urban features (e.g., urban neighbour-
hoods, the surroundings of institutional buildings or des-
ignated public spaces). These quantitative characteriza-
tions may be then used to support the generation of pur-
posive samples of local urban areas, informed by a rigor-
ous and detailed characterization of their social and phys-
ical differences.

The objective of this article is, therefore, method-
ological. It aims at contributing to the fields of urban
and neighbourhood studies, by providing enhanced con-

text characterization and sampling tools, with a particu-
lar focus on purposive sampling strategies. Such tools can
be used for several research purposes, namely: a) sup-
porting qualitative, participatory urban research designs,
by providing quantitative contextual characterizations of
the studied areas, against which qualitative findings may
be assessed and interpreted; b) for supporting studies on
the complex interactions between social phenomena and
the built environment, by enabling the purposive sam-
pling of urban areas with specific combinations of social
and physical characteristics; and c) generating samples of
local urban areas controlling for their social and physical
characteristics, in order to avoid potential confounding
effects on the study of other variables of interest.

The article is organized as follows: in Section 2we dis-
cuss the limitations of the current urban contextual char-
acterization methods and how to overcome or mitigate
such limitations. We then present a unified methodolog-
ical framework for characterizing and sampling urban
contexts. We end this section by briefly describing the
abovementioned research project, as a background to
illustrating the application of the methodology. The ap-
plication of methods is discussed in the following three
sections, which constitute the main body of the article.
We conclude by summarizing the outputs of the pro-
posed methods.

2. Methodological Framework

Quantitative characterizations of urban contexts are
usually carried out at two different levels: social and
physical. At the social level, such characterizations usu-
ally rely on statistical indicators, spanning several socio-
economic and demographic dimensions, commonly ag-
gregated into individual administrative divisions of vary-
ing geographies (e.g., census tracts). Although of obvi-
ous convenience, due to the wide availability of census
data and the pre-defined nature of administrative bound-
aries, such approach raises several methodological is-
sues (Caughy, Leonard, Beron, & Murdoch, 2013; Kim,
Ali, Sur, Khatib, & Wierzba, 2012; Lebel, Pampalon, & Vil-
leneuve, 2007).

Firstly, there is no guarantee that the boundaries
of extant administrative geographies will indeed corre-
spond to meaningful spatial or social units of analysis,
within the context of each study. However, given the ‘off
the shelf’ availability of administrative boundaries, re-
searchers often use those whose average size better ap-
proximates their research objectives. Secondly, because
census data are aggregated into administrative units of
varying sizes and boundaries, individual units’ attributes
are prone to be biased by theModifiable Areal Unit Prob-
lem (MAUP; Openshaw, 1983), both through its scale ef-
fects (i.e., sensitivity to levels of aggregation) and zon-
ing effects (i.e., sensitivity to the shapes of aggregation
units). And thirdly, administrative units are usually char-
acterized and sampled accordingly only to their individ-
ual attributes, without regard to their wider spatial em-
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bedment (i.e., not taking into account their neighbours’
characteristics). However, because individual attributes
may be biased by the MAUP, their use as only character-
ization criterion may not be the best option.

At the physical level, urban contexts are commonly
described through broad morphological indicators (e.g.,
residential density, functional diversity or the total area
of green spaces). These indicators are measured and
aggregated also at the level of pre-defined administra-
tive units (Charron, 2009; Inoue, Stickley, Yazawa, &
Shirai, 2016; MacDonald, Wise, & Harris, 2008; Miles
et al., 2011; Townshend& Lake, 2009). Besides being also
prone toMAUP (due to the zoning effect), such indicators
are rather coarse descriptions of the built environment
and may not be sufficiently detailed for detecting poten-
tial statistical associations between different urban mor-
phologies and other variables. On the other hand, ur-
ban typomorphologies (Vernez-Moudon, 1994) can be of
great interest for characterizing physical urban contexts,
because they allow identifying comparable and/or con-
trasting built environments. But urban typomorpholo-
gies are commonly identified visually and described only
through semantic and graphical means. Constructed in
this way, they are difficult to generalise and use outside
of their original observation setting. Nevertheless, there
is also today a growing body of research dedicated to
quantitative methods for the detailed description and
classification of urban form, using geocomputation and
algorithmic classification methods; see, for example, the
work of Gil, Beirao, Montenegro and Duarte (2011) and
of Hamaina, Leduc and Moreau (2012). However, to the
best of our knowledge, these algorithmic methods have
never been applied in neighbourhood or community-
based studies, requiring the support of urban physical
characterizations.

These quantification shortcomings can affect the
identification and sampling of relevant cases, among the
variability of social and physical urban contexts. An im-
portant decision in studies of local urban communities
or neighbourhoods, particularly in the case of qualita-
tive research, is the selection of the cases to be studied.
In qualitative research, as opposed to purely quantita-
tive research, the generation of samples is often done
purposefully, i.e., in a non-random manner, identifying
information-rich cases, in the light of the specific phe-
nomena under investigation (Patton, 1990). Such sam-
ples should not include toomany cases (for logistical and
financial reasons) and should meet defined conditions
determined by the phenomena under study or by the
question being asked. However, if the quantitative meth-
ods adopted for characterizing specific cases are biased
in the first place, purposive sample generation based on
their results may obviously be jeopardized.

The methodological framework proposed in this ar-
ticle (Figure 1) tries to overcome the abovementioned
problems. The framework is divided into two analytical
tracks—concerning social and physical urban contexts—
which are organised into three steps: ‘data prepara-

tion’, ‘quantification’ and ‘characterization’. The data pro-
duced by the two tracks are joined at the end, supporting
the generation of purposive samples of local urban areas
based on their contextual characteristics.

At the social level and in order to avoid or mitigate
the effects of the MAUP, we propose to change focus
from the specific values of the variables at each spatial
unit (which is the level at which MAUP occurs) to an-
other type of quantitative property, namely the degree
of local spatial autocorrelation (LSA) of each spatial unit
(regarding the variable under study). This approach has
two advantages. Firstly, it mitigates the zoning effects
of the MAUP because only the degree of LSA is taken
into account for characterizing each spatial unit, towhich
is associated a probability of it being observed simply
by chance. Thus, the selection of spatial units based on
the significance of their degree of LSA on a given socio-
economic variable, ensures that the unit selected is actu-
ally embedded in a (non-random) spatial cluster of sim-
ilar values. Secondly, it also avoids the scale effects of
the MAUP, because LSA may be assessed across several
spatial scales, allowing the selection of units that show
consistent behaviours across scales. In order to charac-
terize spatial units by their degree of spatial autocor-
relation, we use Local Indicators of Spatial Association
(LISA; Anselin, 1995), which are geo-statistical methods
devised for that purpose. LISA methods and their appli-
cation are detailed in Section 3.

Regarding the characterization of physical contexts,
we move from the coarse descriptions of urban form
mentioned previously, to more discriminant methods
of quantitative morphological characterization. In the
field of urban morphology there has been recently in-
creasing interest in the development of quantitative
methods for measuring and classifying urban forms
(Barthelemy, 2015; Dibble et al., 2017; Gil et al., 2011;
Hamaina et al., 2012; Marshall, 2005; Pont & Haupt,
2010; Serra, Gil, & Pinho, 2016), using available vec-
tor datasets of street networks and building footprints,
analysing their morphological information through geo-
computation and subjecting it to unsupervised classifica-
tion algorithms. This algorithmic approach produces con-
sistent and quantitatively defined morphological classifi-
cations, which are automatically derived only from the
morphological data, providing objective criteria for accu-
rately describing similarities and differences in local ur-
ban morphologies.

The proposed method adopts a number of morpho-
metric indicators, describing three dimensions of urban
form: the network of open space, the geometry of ur-
ban blocks and that of building footprints. These indi-
cators are quantified in GIS, using open source vector
datasets for each study area. The resulting morphologi-
cal data are subsequently subjected to unsupervised hier-
archical classification, in order to reduce their variability
to a manageable number of clusters, representing actual
and measurable morphological cleavages between the
studied areas. These methods are described in Section 4.
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•   Generate purposive samples based on
•   contextual chatacteris�cs.

•   Create summary tables of social and
•   physical contextual data.

•   Classify study areas through cluster analysis
•   of morphological indicators (unsupervised
•   classifica�on).

•   Clip morphological datasets with chosen
•   boundaries.

•   Choose study area around each feature or
•   use predefined boundaries.

Physical and morphological data

vector datasets (e.g. street-network data,
buildings footprints, block polygons)

ANALYSIS OF PHYSICAL CONTEXTSANALYSIS OF SOCIAL CONTEXTS

DATA PREPARATION

QUANTIFICATION

CHARACTERIZATION

SAMPLING

•   Compute morphological indicators for each
•   of the study areas.

•   Choose morphological indicators for
•   describing: streets, blocks and buildings.

GEOLOCATED URBAN FEATURES

(e.g. neighbourhoods, ins�tu�onal buildings,
public spaces, other urban features)

Socio-economic and demographic data

tabular datasets (e.g. census data)
vector datasets (e.g. census tracts)

•   Compute LISA (GI* and local Moran’s I)
•   sta�s�cs for the several distance bands.

•   Choose range of distance bands for
•   assessing local spa�al autocorrela�on.

•   Retrieve LISA results for each spa�al unit
•   containing a feature, along all distance
•   bands.

•   Flag spa�al units (e.g. census tracts)
•   containing features to be contextualized.

•   Join tabular and vector datasets.

Figure 1. Proposed methodological framework, divided into two analysis tracks, each of which is organised into three
stages and a synthesis in order to derive purposive samples.

Finally, the results of both characterization meth-
ods are summarized through simple data visualization
schemes (i.e., summary tables), allowing for the quick
identification of relevant cases, according to several
purposive sampling strategies (Patton, 1990), aimed at
answering specific research questions. These sampling
strategies and the corresponding samples are described
in detail in Section 5.

We end this section by providing a succinct descrip-
tion of the research project “Visualizing Inequalities in
Community Networks”, in the context of which the pro-
posed methodological framework was developed, and
whose data we use here for illustration purposes. The
project consisted of community-based, qualitative re-
search, in part carried out in Liverpool, Merseyside, UK
(Figure 2). Themain objective was to gain an understand-
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Figure 2. Distribution of the 77 secondary schools in the study area, over LSOA geography.

ing of how people make use of spatial assets in their
vicinities, in order to conceptualize their local commu-
nity formations. In addition, the project sought to under-
stand how the characteristics of the built environment
enabled or hindered individual community conceptual-
izations, and how this might vary across different social
and physical urban contexts.

The study focused on the 77 state-sector secondary
schools within Liverpool City Region (Figure 1), a region
which presents among the UK’s widest socio-economic
inequalities (LCC, 2015). From the 77 schools, a small
sample (n = 16) was chosen (23% of the total) based on
the following criteria (by order of relevance): a) the re-
sponsiveness of secondary school teachers to our invi-
tation to participate in the study; and b) the inclusion
of schools with contrasting social and physical urban
contexts. Qualitative data for the project’s research pur-
poses, described in detail elsewhere (O’Brien et al., 2017;
O’Brien et al., 2016), was gathered through participatory
workshops carried out in the 16 selected schools, involv-
ing 246 secondary school-age children, aged from 11 to
19 years.

The methods described in this article had a twofold
purpose. Firstly, to provide quantitative information of
the social and physical urban contexts of all 77 schools,
so that that responded positively to the invitation could
be evaluated regarding criterion b), above. Secondly, to
use the quantitative data as benchmark against which
the qualitative data gathered through participatory re-
search activities could be interpreted.

3. Characterizing Urban Socio-Economic Contexts

In order to characterize the socio-economic contexts of
all 77 Merseyside secondary schools, we started from a
convenience definition of boundaries, namely those of
the lower super output areas (LSOAs) where each school
is located (Figure 2). LSOAs are geo-located units devised
by the UK’s Office of National Statistics (ONS) to repre-
sent population aggregations by place of residence of
around 1500 inhabitants. LSOAs do not represent any
meaningful definition of ‘neighbourhoods’ or of ‘urban
communities’, but they do allow for relatively stable local
area analyses because they are designed to have similar
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population sizes and be as socially homogenous as possi-
ble (ONS, 2011).

We load all LSOAs into aGISwithin and intersected by
a 25 km radius circular boundary, centered on the Liver-
pool City Region polygonal centroid (Figure 1). As an indi-
cator of their socio-economic composition, we associate
each LSOA with its corresponding score in the ‘Income
Deprivation’ domain of the Index ofMultiple Deprivation
(IMD), the official measure of relative deprivation in Eng-
land (DCLG, 2015). IMD is a composite index, constructed
byweighting indicators for seven domains of deprivation,
of which ‘Income’ and ‘Employment’ carry the greatest
weight (22.5% each).We use the ‘Income’ domain scores
instead of IMD scores, because they are meaningful and
interpretable (corresponding to the percentage of the
income-deprived population in each LSOA). In contrast,
IMD scores are highly transformed and not compara-
ble (IMD scores should be ranked or classified in quan-
tiles) (DCLG, 2015). IMD ‘Income’ scores, aswell as LSOAs
boundaries, are provided as open datasets by the ONS.

As previously explained, we are specifically inter-
ested in the spatial embeddedness of each LSOA within
potentially larger geographical patterns of income depri-
vation or lack thereof. For this purpose, we use a set of
spatial statistics based on the concept of spatial auto-
correlation, known under the broad designation of LISA
(Anselin, 1995). LISA methods determine the degree to
which a geographical feature (e.g., a given LSOA) has a
particularly high or low score, according to the attribute
itself and to the location of the feature in question. In
this way, we can evaluate the degree towhich a school lo-
catedwithin a high-, medium- or low-deprivation LSOA is
also locatedwithin a larger area of relative deprivation or
affluence. Moreover, spatial embeddedness may be as-
sessed for neighbourhoods of varying sizes around each
feature. As argued in Section 2, shifting the focus from in-
dividual scores to the LSA of those scores, mitigates both
the zoning and scale effects of the MAUP.

We apply two LISA methods: the Gi* statistic (Ord
& Getis, 1995) and the Local Moran’s I statistic (Anselin,
1995), also known as ‘hot spot analysis’ and ‘cluster and
outlier analysis’, after their respective implementations
in ArcGIS 10 (ESRI, 2011). These methods allow compar-
ing each LSOA’s ‘Income’ score with those of its neigh-
bours. When those scores are similarly high or low (i.e.,
when there is local spatial autocorrelation between a
given feature and its neighbours) and when that simili-
tude attains a given degree of statistical significance (i.e.,
a low probability of occurring by chance), both methods
retrieve a signal of spatial clustering (i.e., a significantly
high or low Z-score, associated with a certain p-value).
Both methods also require the choosing of a given dis-
tance band in order to define which neighbouring fea-
tures are included in the calculations.

The main difference between the two methods con-
cerns the inclusion of the value of the feature under anal-
ysis in the calculations of the local mean. In the case of
hot/cold spot analysis (Gi*), the local mean is calculated

by taking the values of the feature under analysis and
those of the features within its neighbourhood; this lo-
calmean is then compared to the globalmean (i.e., of the
entire study area). If significantly different (i.e., yielding a
large positive or negative Z-score), the feature is catego-
rized as being part of a hot or cold spot. The output, for
each distance band, is therefore a set of hot and/or cold
spots, with varying confidence levels (CL, 90%, 95% and
99%) and/or a set of areas without significant clustering
(i.e., CL < 90%) of both high or low scores.

In cluster and outlier analysis (local Moran’s I) the
process is similar, but only the values of the neighbouring
features, and not the value of the feature under analysis,
are considered. Again, this local mean is compared to the
global one, in order to ascertain if they differ significantly.
However, the resulting value of the statistic (I) indicates
if the feature under consideration also differs from the
local mean or not. If the value of I is positive, the fea-
ture under analysis has neighbouring features with sim-
ilar values and is therefore part of a cluster (of high or
low values). If the value of I is negative, the feature un-
der analysis has a value that is dissimilar from the local
mean and is therefore a local outlier.

We use both LISA methods simultaneously, because
they produce slightly different, but complementary out-
puts. Analysis was run at a range of increasing fixed-
distance bands, namely 0.5 km, 1 km, 1.5 km, 2 km,
2.5 km and 3 km. This approach allows us to study the
clustering of ‘Income’ scores across several spatial scales,
without the need to define some fixed, discretionary size
for the neighbourhood of each feature. The output maps
of both methods (Figures 3 and 4) show similar patterns,
with high and low ‘Income’ scores clustering very clearly,
revealing the existence of strong socio-economic cleav-
ages within the study area. Central urban areas tend to
display high values of deprivation, while peripheral ur-
ban centres and rural areas show concentrations of low
deprivation. Deprived areas show significant clustering
immediately at 0.5 km,whereas non-deprived areas start
to cluster at larger scales (from 1 km on), reflecting the
different sizes of central and peripheral LSOAs (depriva-
tion is predominant in smaller and more central LSOAs).

Figure 5 shows the socio-economic contexts of each
of the 77 schools. For each LSOA containing a secondary
school (the columns, in Figure 5), we record its ‘Income’
score and the rank of that score, regarding the set of 77
secondary schools. We recall that low ‘Income’ scores
mean low deprivation, thus the LSOA ranked first is also
the most deprived. Furthermore, we also record the sta-
tus of each LSOA regarding the spatial clustering of ‘In-
come’ scores, as categorized by the two LISA methods
across the distance bands mentioned before.

Regarding the results of hot/cold spots analysis (Gi*)
and for each distance band (the lines, in Figure 5), each
LSOA containing a school may: 1) be part of an area with
non-significant clustering of ‘Income’ scores (white cells);
2) be part of a cold spot of ‘Income’ scores (blue cells:
light blue 90% CL, medium blue 95% CL and dark blue
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Figure 3. Hot/cold spot analysis of Income scores for the study area.

Figure 4. Cluster/outlier analysis of Income scores for the study area.
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Figure 5. Socio-economic contexts of the 77 secondary schools.

99% CL); and 3) be part of a hot spot of ‘Income’ scores
(red cells: light red 90% CL, medium red 95% CL and dark
red 99% CL).

Similarly, regarding the results of cluster/outlier anal-
ysis (local Moran’s I) and for each distance band, each
LSOA containing a school may: 1) be part of an area with
non-significant clustering of ‘Income’ scores (white cells);
2) be part of a cluster of low ‘Income’ scores (light blue
cells, 95% CL); 3) be part of a cluster of high ‘Income’
scores (light red cells, 95% CL). In the maps of Figure 4
there are several LSOAs that are spatial outliers, but none
of the 77 schools is located in these.

Figure 5 shows that there is indeed strong variability
in the socio-economic contexts of the secondary schools
in the Merseyside. In a number of cases, the school’s
socio-economic context does not show any significant
clustering of either high or low ‘Income’ scores (e.g.,
cases 1, 4 or 6) and could be deemed uncharacteristic
study targets. Nevertheless, some of these cases do cor-
respond to LSOA that have either high individual scores
(e.g., cases 17 and 71) or low individual scores (e.g., cases
7 and 16), in spite of not being part of spatial clusters of
neither high nor low scores. We also observe a number
of schools within areas where there is a very consistent
clustering of high (e.g., cases 5, 27 or 34) and of low (e.g.,
cases 35, 39 or 46) scores, at almost all spatial scales.
These schools are deeply embedded into consistent ar-
eas of high and low deprivation and would, therefore,
constitute good study targets.

We also noted cases where the categorization pro-
duced by the two LISA methods is not consistent. For ex-
ample, cases 8, 11 or 44, are part of cold/hot spots as

defined by Gi*, but not of clusters of low/high scores, as
defined by local Moran’s I. These differences happen be-
cause of the different calculations used in the two meth-
ods, but they also speak to a lesser consistency in the
characterization of these cases. There are therefore ad-
vantages in employing bothmethods, because they allow
assessing the consistency of results and the eventual re-
jection of inconsistent cases.

4. Characterizing Urban Morphological Contexts

In order to characterize the urban morphological con-
texts of the 77 schools, we start by defining circular areas
of 1 km radius, centred on each school’s postcode centre
point. This definition of boundaries is discretionary, per-
taining to what in the context of the project was consid-
ered an adequate extent for the study area around each
school. A boundary of this kind could be replaced by any
other, without calling into question the adoptedmethod.
A number of morphological indicators were computed
for the built environments within these areas, based
on an open access vector dataset (OS, 2015) describing
the full road network hierarchy and the footprints of
all buildings.

The chosenmorphological indicators cover three fun-
damental aspects of urban structure, which change sig-
nificantly across urban areas and historical periods (Fig-
ure 6). These are: the geometry and topology of the
street network (i.e., streets and junctions), the geom-
etry and topology of urban blocks, and the geometry,
density and grain of buildings. We note however, that
a larger number of morphological attributes could be
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Figure 6. Graphic depiction of the adopted morphological indicators.

considered without jeopardizing the workings of the pro-
posed method. The full list of the morphological indica-
tors used in this study is as follows:

a) Network attributes: total network length (me-
ters), total number of segments (straight street
stretches) and ratio between the number of junc-
tions and the number of segments.

b) Junction attributes: total number of junctions;
number of T-junctions (three segments junction);
number of X-junctions (four segments junction);
number of complex junctions (more than four seg-
ments) and number of dead-ends.

c) Block attributes: total number of blocks (i.e., re-
gions of space bounded by streets) and compact-
ness of blocks (standardized area/perimeter ratio,
yielding 1 for a circle and values close to 0 for thin,
elongated shapes).

d) Building attributes: total number of buildings (i.e.,
count of buildings footprints polygons), total built-
up area (i.e., sum of buildings footprints) and ra-
tio between the built-up area and the number of
buildings (contiguous buildings are represented as
single polygons, being counted as a single feature;
therefore, the denser and continuous a built tissue
is, the greater the value of this ratio).

Each morphological indicator results in a single figure
for each area surrounding a school. After standardiza-
tion of all indicators as Z-scores, a first screening for po-
tential collinearities reduced their number to just three,
non-correlated variables, namely: the ratio between the
number of junctions and street segments, or [JunctSegs];
the compactness of urban blocks, or [CycCompct]; and
the ratio between the built-up area and the number
of buildings, or [AreaNBuild]. Multicollinearity between
variables used for unsupervised classification exercises
should be avoided (Tan, Steinbach, & Kumar, 2005). Still,
the three remaining variables are capable of describing
the connectivity of the street network (through the den-
sity of junctions per street segment, [JunctSegs]), the
general geometric shape of urban blocks (through their
compactness, [CycCompct]) and the density and conti-

nuity of buildings (through the ratio [AreaNbuild], by
the reasonsmentioned before). These variables are then
subjected to hierarchical cluster analysis.

Cluster analysis is a family of unsupervised classifica-
tion methods aimed at dividing data into homogeneous
classes (or clusters), so that the objects in a given class
are more similar among themselves than to the objects
in the other classes. It differs from supervised classifica-
tion techniques (i.e., classification with a previousmodel
or classification label), deriving the resulting classes only
from the data itself; that is, as the result of intrinsic cleav-
ages and associations between the data points and not of
pre-defined classification criteria. Here we used Ward’s
minimum variance method (Tan et al., 2005), one of the
most common hierarchical classification algorithms.

Ward’s method starts with all objects separated and
each object being a cluster; at each iteration, the two
clusters the merging of which would lead to the mini-
mum increase in total within-cluster variance are joined,
becoming a single cluster. The process continues until all
objects are merged into a single cluster. Figure 7 shows
the resulting dendrogram; the length of the vertical lines
represents the value of the inter-cluster dissimilarity be-
tween each cluster’s two predecessors. Thus, one should
look for a cutting level of the dendrogram where the ver-
tical lines are all long and atwhich the number of clusters
is parsimonious. Figure 7 also shows that, in our case, a
division into four clusters seems optimal and this is in-
deed confirmed by the cubic clustering criterion (CCC;
Sarle, 1983), whose value peaks at four clusters.

Having extracted these four clusters, we inspect their
profiles on the threemorphological variables (i.e., [Junct-
Segs], [CycCompct] and [AreaNBuild]), as well as the ur-
ban tissues to which they correspond. Figure 8 shows,
for each cluster, an image of the case that is closer
to the cluster’s centroid (which may be considered its
‘archetype’) and also a chart depicting the values of each
cluster’s members on the three morphological variables
(where the archetypal cases are represented by a thicker
line). Visual inspection of the maps of each cluster’s
archetype reveals evident differences between the four
urban tissues they describe. Also, the values of the mem-
bers of each cluster on the threemorphological variables
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Figure 7. Hierarchical classification results.

(see lower charts on Figure 8) are quite similar within
each cluster and clearly different between clusters. We
can thus semantically characterize the four resultingmor-
phological clusters in the following way:

Cluster 1 (n = 16): “Modern planned areas 1”, com-
posed of large and geometrically regular blocks (high aver-
age [CycCompct]). There are free-standing small buildings,
creating a sparse urbanscape (low average [AreaNBuild]).
There are very sparse street grids, with long street seg-
ments and few intersections (low average [JunctSegs]).

Cluster 2 (n = 20): “Modern planned areas 2”, with
blocks similar to cluster 1 (same average [CycCompct]).
However, buildings (even if also small and separated) are
more numerous in relation to Cluster 1 (higher [AreaN-
Build]). The main difference between the two clusters
is that in this one the street grid is denser, with more
frequent junctions and shorter street segments (signifi-
cantly higher average [JunctSegs]).

Cluster 3 (n = 25): “Early suburban developments”,
with more irregular and smaller urban blocks (lower
[CycCompct]), and a more organic street grid. Build-
ings, although still mostly separated, are more densely
organized (higher average [AreaNBuild], with greater

variance). The average junction density ([JunctSegs]) is
slightly lower than cluster 2, but its variance is higher.

Cluster 4 (n = 16): “Central historical fabric”, with
small elongated blocks (low [CycCompct]). There are
densely packed, contiguous buildings (high [AreaNBuild])
in an organic and very dense street grid (high [JunctSegs]).

These morphological differences between the four
clusters should correspond to also different epochs of
urban expansion, with cluster 4 representing the older
urban tissues and cluster 1 contemporary ones. This is
indeed confirmed by looking at the spatial distribution
of the fourmorphological clusters over the Liverpool City
Region. Figure 9 shows that themembers of cluster 4 are
all located in the central area of the City of Liverpool and
only on the east bank of the Mersey (which is the area
of oldest occupation). Cluster 3 members immediately
surround this central area, while appearing also on the
west bank of the Mersey (i.e., on the Wirral Peninsula).
On the right bank, Cluster 2 and 1 havemainly peripheral
locations, with a greater incidence of cluster 1 on the far-
thest areas. On the Wirral peninsula this pattern is not
so clear, because urbanization there is more recent and
not so intensive.

Figure 8. Archetypes and numerical profiles of the four morphological clusters.
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Figure 9. Geographical distribution of the four morphological clusters.

The proposed method for characterizing morpholog-
ical urban contexts is therefore able to reduce the large
initial variability of urban forms to a compact, yet mean-
ingful categorization, of just four types of contexts. It
takes into account detailed aspects of urban form, ca-
pable of detecting differences between urban tissues of
different epochs and phases of development, which are
otherwise difficult to classify objectively.

We summarize the morphological characterization
of the 77 secondary schools by adding another layer to
the socio-economic information displayed on Figure 5
(see Figure 10). For each school (i.e., each column of Fig-
ure 10) we record the morphological cluster to which it
belongs, as well as its values (z-scores) on the three mor-
phological variables that were used to define the clus-
ters. With all the information produced by the proposed
methods thus summarized, we can now use it to gener-
ate several context-informed purposive samples, aimed
at different research questions and objectives.

5. Designing Context-Informed Purposive Samples of
Urban Objects

In this section we use the data of the context charac-
terization methods described before, in order to simu-

late four types of purposive samples proposed by Pat-
ton (1990), namely: maximum variation sample, inten-
sity sample and two different types of homogeneity sam-
ples (Figure 11). Each of these illustrative samples is con-
stituted by 16 observation units. This was the sample
size that was used in the research project mentioned be-
fore, representing 23% of the whole population and be-
ing commensurate with the typical sample sizes of pur-
poseful sampling.

When the population to be sampled is also small (as
it is the case of the 77 Merseyside’s secondary schools),
random samples may not be an adequate way of achiev-
ing representativeness of the studied phenomena. In
such cases a random sample has a non-negligible prob-
ability of not being representative at all, and a maximum
variation sample may be a more efficient way of achiev-
ing representativeness. Maximum variation samples cap-
ture the extremes of a given set of characteristics, rele-
vant for the problem under consideration. The logic be-
hind this type of sampling is that any potential patterns
found across the cases of such a sample, derive their sig-
nificance from having emerged out of maximal hetero-
geneity (Patton, 1990).

In order to generate a maximum variation sample,
we start by defining the dimensions along which varia-
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Figure 10. Social and physical contexts of the 77 secondary schools.

tion will be maximized; in our case, these are the so-
cial and physical composition of the urban contexts of
the secondary schools. We have two extremes regarding
social contexts: deprived and non-deprived, as defined
in Section 3 (i.e., when such characteristics are verified
across several spatial scales at once). Regarding mate-
rial contexts, we have four possible types of variation,
namely the four morphological clusters defined in Sec-
tion 4. A maximum variation sample of urban contexts
along these two dimensions with 16 observations, would
therefore be composed by four cases of eachmorpholog-
ical cluster, namely the two most deprived and the two
least deprived (see Figure 11a).

Such a sample, covering the extremes of social
and morphological variation observed in the population,
would allow the investigation of the following research
questions:

• Which regularities (if any) may be observed across
all cases? These may be deemed general or
transversal phenomena, independent of both so-
cial and morphological contexts.

• Which regularities (if any) may be observed across
the four cases of each morphological cluster, inde-
pendently of their social composition? These may
be attributable to specific physical characteristics.

• Which regularities (if any) may be observed only
on deprived and/or affluent cases, independently
of their specific morphology? These may be at-
tributable to specific social characteristics.

Intensity sampling aims at selecting cases in which the
intensity of the phenomenon under investigation is max-
imized (Patton, 1990). In contrast to maximum variation,
intensity sampling presupposes a previous observation
or hypothesis to be further explored. For example, look-
ing at Figure 10, it is clear that the majority of cases in
cluster 4 are highly income-deprived (11 out of 16 cases),
whereas the cases in cluster 1 tend to be rather less de-
prived (only 3 out of 16 cases showing high income de-
privation). Independently of the causes behind such reg-
ularity, one may argue that high income deprivation is
typical of the morphological contexts described by clus-
ter 4 and atypical of those described by cluster 1. Fur-
thermore, these two clusters are clearly the most sepa-
rated in time andmost dissimilar inmorphological terms,
with cluster 4 representing historical urban tissues and
cluster 1 representing modern planned ones of the ur-
ban sprawl type. Thus, a sample composed of cluster’s 4
deprived cases and cluster’s 1 non-deprived cases would
maximize the intensity of both social and morphological
differences.
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Figure 11. Four types of purposive samples: a) maximum variation sample, b) intensity, c) morphological homogeneity and
d) socio-economic homogeneity samples.

An intensity sample with 16 observations would
therefore be composed by the 8 most deprived cases
of cluster 4, and the 8 least deprived cases of cluster 1
(see Figure 11, b). Such a sample would maximize both
the probability of observing urban community inequali-
ties and the intensity of their specific characteristics. It
would allow the investigation of the following research
questions:

• Which factors may explain the observed associa-
tion between the two types of physical contexts
and their specific social compositions?

• Which regularities (if any) are specific to each
group of deprived and non-deprived cases?

• To which extent the specific material contexts of
deprived and non-deprived cases are related to
such regularities?

Finally, we propose two variations of ‘homogeneity sam-
pling’ (Patton, 1990), a strategy which is the opposite
of maximum variation sampling. Instead of maximizing
variation, one tries to minimize it on one or several vari-

ables of interest. The purpose here is to study a given sub-
group in depth, or to maintain the variability of a given
dimension constant in order to reduce as far as possible
its potential confounding effects.

We generate two different homogeneous samples:
one in which we maintain the physical characteristics
constant (Figure 11c); and another one in which we do
the same regarding socio-economic characteristics (Fig-
ure 11d). In the first case, we select only cases belonging
to cluster 3, half of them highly deprived and another
half affluent. We choose to hold cluster 3 constant, be-
cause it is themost frequent morphological type (n= 25)
with a high socio-economic variability, which we try to
maximize by selecting only highly deprived and affluent
cases. The objective is to study specifically the impacts
of socio-economic composition of urban contexts, while
maintaining urban form constant. Because all cases have
similar physical contexts, we can be reasonably confident
that any detected regularities would pertain to the socio-
economic characteristics of the selected cases. Such a
sample would allow the investigation of the following re-
search question:
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• Which are the specific impacts of deprived and af-
fluent socio-economic contexts on urban commu-
nities, while controlling for urban form’s potential
confounding effects?

In the second case (Figure 11d), we select only cases
showing not-significant spatial clustering of either de-
privation or affluence, with income scores close to the
mean, while choosing four cases of each morphological
cluster. Conversely to the previous situation, the objec-
tive here is to study the specific impacts of physical char-
acteristics, while maintaining socio-economic contexts
constant and at an average level (i.e., neither particularly
deprived nor affluent). Again, because all cases have sim-
ilarly average socio-economic characteristics, but also
quite different morphological contexts, one would ex-
pect that any regularities found would pertain to differ-
ences in physical context. This sample would allow the
investigation of the following research question:

• Which are the specific impacts of different mor-
phological contexts on urban communities, while
controlling for potential socio-economic confound-
ing effects?

We end this section by displaying the spatial distribu-
tions of the four sample simulations discussed above (Fig-
ure 12). Different samples result in also different spatial
distributions, covering diverse parts of Liverpool City Re-
gion. Each sample serves different research objectives
and none is a priori preferable over the others.

6. Conclusions

This article has proposed a set of GIS methods for quan-
tifying, classifying and sampling the social and physical
urban contexts of 77 secondary schools in Liverpool City
Region, Merseyside, UK. The proposed methods over-
comeanumber of shortcomings that current approaches
to the characterization of urban contexts suffer from,
namely: the exposure to the MAUP and its biasing ef-
fects; the rudimentary level at which urban form is com-
monly quantified and classified; and the lack of method-
ology in supporting purposive sampling, for exploring the
complex relationships between urban contextual charac-
teristics and other variables of interest.

Regarding the characterization of social urban con-
texts, and as the means to overcome the deleterious ef-
fects of MAUP, we make use of LISA, applied to avail-

Figure 12. Geographical distributions of the four sample types; a) maximum variation, b) intensity, c) morphological ho-
mogeneity and d) socio-economic homogeneity.
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able socio-economic indicators. We draw attention to
the importance of evaluating the consistency of socio-
economic indicators across several spatial scales, in or-
der to identify accurately local areas where such indica-
tors attain consistent high or low scores, as well as oth-
erswhere they do not.We apply simultaneously two LISA
methods, namely the Gi* statistic and the Local Moran’s
I statistic, showing how their conjoint use is capable of
providing detailed information about the specific social
context of each school.

The physical characteristics of urban contexts are
quantified through three morphological variables mea-
sured in GIS, namely the ratio between the number of
junctions and street segments, the general geometric
shape of urban blocks, and the density and continuity
of buildings. We then use cluster analysis to objectively
classify the physical context of each school, into a com-
pact, yet meaningful categorization, of just four types of
contexts: “modern planned areas 1”, “modern planned
areas 2”, “early suburban developments” and “central
historical fabric”, each corresponding to different peri-
ods of urban expansion and types of geographical distri-
bution in the history of Liverpool. By dividing data into
classes that are derived by algorithmic means from the
data themselves, this method overcomes the potential
bias of pre-existing semantic classifications, while result-
ing in a high level of morphological detail.

Finally, the data generated by these methods is sum-
marized into visualization schemes, revealing the rel-
ative variation of the social and physical contexts of
the 77 schools. We use such schemes to produce four
types of purposive samples, illustrating the design of
context-informed samples of urban objects, aimed at dif-
ferent potential research questions in community and
neighbourhood studies. We note that purposive sam-
pling strategies, even though generally overlooked, can
be extremely useful for exploring the inherently com-
plex relationships between urban context and other vari-
ables of interest. The current focus on probabilistic sam-
pling techniques, in its endeavour to find generalizable
effects, is perhaps not the best initial approach to such
intricate and elusive phenomena. We suggest that pur-
posive sampling strategies, by virtue of selecting spe-
cific information-rich cases, may be more fruitful for ex-
ploring the potential impacts of different urban contexts,
whose generalitymay subsequently be testedwith larger
probabilistic samples.

This work responded to the research objectives of vi-
sualising and measuring social inequalities in Liverpool’s
urban environments as part of a specific research project.
However, the proposed methods are not limited to the
chosen variables or urban objects (schools), do not de-
pend on geographical context and can address a larger
range of dimensions without loss of consistency. On the
contrary, they can provide a robust and efficient method-
ology on comparative profiling and sampling of a wide
range of socio-economic factors and urban forms, across
time, scale and contexts.
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1. Introduction

Cities are complex systems (Castells, 1996; Hall, 1966;
Theodore, 2006), consisting of two main elements: the
people as residents or visitors, and the infrastructure
to fulfill their needs ranging from housing to recreation
or even self-realization (Costanza et al., 2007; Maslow,
1943). Someof the infrastructure or related networks are

static and mostly physical, such as buildings or the road
and electricity networks, whereas others are more dy-
namic, like social, transportation, or financial networks.
From an urban analysis viewpoint, the dynamic nature
of these systems is challenging, especially in the case
of large cities with millions of people constantly on the
move and having different needs and preferences. These
challenges do not only result from the sheer amount of

Urban Planning, 2018, Volume 3, Issue 1, Pages 75–99 75



people, but also from the intense spatiotemporal vari-
ability originating from urban dynamism and from the
constantly changing subjective needs of each person.
Therefore, effective planning practice requires analysis
at high spatial and temporal scales to understand this dy-
namism of urban life and processes.

Traditionalmethods, such as questionnaires or count-
ing, are not capable of handling such fine temporal
and spatial scales at all, or they are highly resource-
consuming and, therefore, slow and costly, and thus not
up-to-date. This is where the advantages of the data-
driven era become relevant, most concretely with re-
spect to the real-time availability of social media data.
This data provides unseen contextual insights into spa-
tiotemporal phenomena on a finer scale in cities through
users’ digital traces on different online platforms such as
Twitter, Foursquare/Swarm and Flickr (Abbasi, Rashidi,
Maghrebi, & Waller, 2015; Aubrecht, Ungar, & Freire,
2011; Crooks et al., 2015; Girardin, Vaccari, Gerber, Bider-
man, & Ratti, 2009). This is of central importance to ur-
ban planning dealing with the optimization of the above-
mentioned networks.

Planners are responsible for land use strategies,
the design of public places, or transportation planning,
which constitute essential factors of urban life (McGill,
2017). An aspect of particular importance for urban plan-
ning is the investigation of the effects of a planned large
event, considering residents and visitors. These events
have a special role in planning because they are usu-
ally temporary and require completely different circum-
stances and conditions compared to the average daily
routines of urban life. In contrast with other unplanned
events such as emergencies (e.g., natural, industrial and
manmadedisasters), direct preparations can bemade for
planned events, not just precautionarymeasures (Getz &
Page, 2016). As a consequence, they are preceded by ex-
tensive planning and preparation efforts; but such events
frequently still face severe inconveniences or even dis-
ruptions, most strikingly with respect to the transporta-
tion of people, presumably in differentways for residents
and visitors. Therefore, the distinction between these
two groups is crucial in most of the analyses due to their
different needs, behavioral patterns, and exposure to the
effect of a large planned event.

Thus, analyses at fine temporal scales are inevitable
for examining citizens’ mobility, which can help in de-
tecting patterns and anomalies through the understand-
ing of underlying problems or phenomena in the context
of urban transportation. For instance, citizens’ trajecto-
ries and the number of people moving through the city
vary over time during the day, but also between days
depending on the weather, weekday, planned and sud-
den events, traffic density, and many other factors (Sagl,
Resch, Hawelka, & Beinat, 2012). Therefore, traditional
annual commuting statistics are not informative on such
fine spatial and temporal scales because they are mostly
produced only once or twice per year and aggregated
to spatial planning units. First, this results in commuting

data that do not actually reflect real travel directions due
to their aggregated nature, and, second, everyday indi-
vidual trajectory details are lost through the aggregation.

As a consequence, social media, providing digital spa-
tiotemporal traces of individuals, grant valuable mobil-
ity information, particularly through their nature of a
large and continuous source of data and their fine scale
in space and time. Another advantage of using these
sources is the potential for extracting direct feedback
about city life-related topics, places or phenomena by re-
vealing subjective aspects as well, such as public mood
or emotions (Frank, Mitchell, Dodds, & Danforth, 2013;
Quercia, Ellis, Capra, & Crowcroft, 2012; Resch, Summa,
Zeile, & Strube, 2016). This provides an opportunity to
investigate what people actually think about parts of the
city and the direct or indirect effects of a large event.
Thus, several methods and analyses have been devel-
oped in the area of opinionmining (e.g., Pak & Paroubek,
2010) and semantic topic extraction (e.g., Steiger, West-
erholt, Resch, & Zipf, 2015) for use in urban planning.

However, to the best of our knowledge, limited re-
search has been conducted to analyze social media data
regarding planned large events, considering comparison
days (before or after the event), different user groups
(residents vs visitors) alongwith the linkage between sen-
timent analysis and topic extraction in one study. In our
work, we intend to integrate all of these aspects to pro-
vide valuable knowledge about urban events, whereby
our case study focuses on the 2012 Olympic Games
in London. By exploring emotions and events in a city
through social media analysis, we aspire to a better un-
derstanding of citizens’ behaviors and needs in cities.
Thereby, we can provide a basis to aid planners in iden-
tifying more specific urban planning issues for further in-
depth analysis. In line with these goals, we intend to an-
swer the following research questions in this article:

RQ1 → How can we identify distinctive characteristics
of tweeting behavior in terms of spatiotemporal
patterns and sentiments between “residents” and
“visitors”?

RQ2 → Are there detectable changes in the spatial and
temporal patterns, and sentiment of the tweets
during the London Olympic Games compared to
the days before and after it?

RQ3 →Which topics that are related to urban planning
in the context of a large sports event can be iden-
tified through semantic analysis of social media
posts?

2. Related Work

2.1. Citizen-Contributed Geographic Information to
Describe Urban (and Spatial) Practices

Among the practical applications of geographic data ex-
tracted from social media, we can distinguish two main
categories: quantitative and qualitative aspects.
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Quantitative approaches describe spatiotemporal
phenomena by leveraging the advantage of fine spatial
and temporal scales of the data, such as crowdsourcing
urban form and function (Crooks et al., 2015), or char-
acterizing and classifying urban areas and location types
(Noulas, Scellato, Mascolo, & Pontil, 2011).

Among quantitative analyses, mobility forms its own
well-defined category. The applications range from the
description of general spatiotemporal dynamics to re-
vealing anomalies on urban (Aubrecht et al., 2011; Fu-
jisaka, Lee, & Sumiya, 2010; Hasan & Ukkusuri, 2014), or
global scales (Hawelka et al., 2014). Traffic and mobility
modeling purposes are also present, such as validating
travel demand models (Lee, Gao, & Goulias, 2016), and
analyzing origin-destination flows (Cebelak, 2013).

There are also a few applications where researchers
assess urban life froma qualitativepoint of viewusing dif-
ferent social media sources. Girardin et al. (2009) evalu-
ated urban attractiveness by analyzing images fromFlickr
and mobile phone usage data, while Sun, Fan, Bakillah
and Zipf (2015) used geo-tagged images for road-based
travel recommendations. As another approach, several
researchers improved and refined various methodolo-
gies for extracting emotions (Resch et al., 2016), transit
rider satisfaction (Collins, Hasan, & Ukkusuri, 2013), and
community happiness (Quercia et al., 2012) from Twitter
data, also combined with demographics and other objec-
tive characteristics of a place such as education or obe-
sity (Mitchell, Frank, Harris, Dodds, & Danforth, 2013),
or even defined sentiment as a function of movement
(Frank et al., 2013). The advantages of utilizing available
additional datasets such as demographics, mobile phone
data or mobility trajectories are twofold; they can help
the interpretation of the primary results extracted from
social media, and, on the other hand, they are also ap-
propriate for validation purposes.

Further related approaches vary in their purpose, i.e.,
they are not specifically tailored to urban planning, but
they can still be used in this context. They include classify-
ing Twitter users (Pennacchiotti & Popescu, 2011), or de-
scribing geotemporal demographics (Longley, Adnan, &
Lansley, 2015). Furthermore, the analysis of textual con-
tent to extract spatial information is becoming increas-
ingly important (Cheng, Caverlee, & Lee, 2010; Dalvi, Ku-
mar, & Pang, 2012; Kinsella, Murdock, & Hare, 2011; Li,
Serdyukov, de Vries, Eickhoff, & Larson, 2011), includ-
ing the generation of ambient geographic information
(Stefanidis, Crooks, & Radzikowski, 2013), or the defini-
tion of geotag gazetteers (Keßler, Maué, Heuer, & Bar-
toschek, 2009).

2.2. Urban Planning, Social Media and Planned Large
Events

Previous studies have shown that social media usage
is generally more intensive during large events, and a
concentration around the venue and impact on trans-
portation is also identifiable (Gupta&Kumaraguru, 2012;

Zhang, Ni, He, & Gao, 2016). The Olympic Games are
considered one of the world’s largest events, involving
a lot of organizational tasks from social, technical, envi-
ronmental, economic, demographic and transportation-
related perspectives (Chen, 2012; Cook & Ward, 2011;
Malfas, Houlihan, & Theodoraki, 2004).

Furthermore, a growing body of literature is dealing
with the use of Twitter data for investigating the char-
acteristics of different types of events, which is of im-
portance also to the field of urban planning. Recently,
a number of machine-learning approaches have been
used to investigate electoral predictions (Gayo-Avello,
2013), stock market flows (Zhang, Fuehres, & Gloor,
2011), flu trends (Culotta, 2010; Ritterman, Osborne,
& Klein, 2009), natural disasters (Fraustino, Liu, & Jin,
2012; Resch, Usländer, & Havas, 2017), or to detect large
events (Lee & Sumiya, 2010; Li, Lei, Khadiwala, & Chang,
2012; Weng & Lee, 2011), even in near real-time (Zhao,
Zhong,Wickramasuriya, & Vasudevan, 2011) andwith re-
spect to their impacts (Panteras et al., 2015).

Large sports events like the FIFA World Cup can also
be identified using the content of the tweets, hashtags
and distribution of retweets. Kim et al. (2015) applied
topic modeling before and during the event, while Cor-
ney, Martin and Göker (2014) identified phrases (word
n-grams) that showed a sudden increase in frequency in
the dataset and then selected co-occurring n-grams to
identify topics. By using sentiment analysis, researchers
identified relationships between the public mood and
large socioeconomic events in the media (Bollen, Mao,
& Pepe, 2011), together with trends and possible pre-
dictions of the disposition theory (Yu & Wang, 2015),
such as fanship for sports. Clearly, these analyses identi-
fied changes in activity patterns (e.g., supporters induce
a general increase in number of tweets), in topic diver-
sity, and in the spatial distribution of topics related to
the event.

3. Data

The study area for the present analysis is Greater Lon-
don, which has an expansion of 3,458 km2. The Twitter
data was obtained using the Twitter Streaming Applica-
tion Programming Interface (Twitter INC, 2017) for the
year 2012, and consists of tweet content and attributes
such as user name, user location, and message time.
We only harvested geolocated tweets, as our study re-
quires geospatial and temporal analysis. To the best of
our knowledge, this database does not contain retweets.
It shall be noted that due to user practice and the pol-
icy of Twitter, in general, the tweets containing coordi-
nates represent only a smaller subset of all tweets posted
in a given period, about 1–10% according to previous
studies (Morstatter, Pfeffer, Liu, & Carley, 2013; Zhang
et al., 2016). Moreover, they are not evenly spread in
space and among user groups, as youngsters tend to use
social media more actively (Li, Goodchild, & Xu, 2013;
Resch et al., 2017). These issues have been thoroughly
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discussed in existing literature (Steiger et al., 2015; Sui &
Goodchild, 2011) and will be further detailed in the Dis-
cussion section. In addition,wewant to point out that dis-
tinguishing personal and non-personal Twitter accounts
was beyond the scope of this study. Although we are
aware of the possible bias originating from it, we consid-
ered its effect on the final results marginal due to the
large amount of data.

4. Methodology

As shown in Figure 1, our methodology comprises a se-
quential number of steps for pre-processing (defining
temporal bins for before/during/after the Olympics and
identifying residents vs visitors), textual analysis (senti-
ment analysis and automated semantic topic modeling),
spatial hot spot detection, and finally evaluation and val-
idation through a point pattern test of our results. The
single steps are described in the following sub-sections.

4.1. Pre-Processing

We developed a two-step filtering procedure to prepare
the raw data for the subsequent analysis:

Temporal binning: First, we created temporal bins
from the raw data representing time periods before, dur-
ing and after the Olympic Games (OG). This allows us
to distinguish between “event days” and “comparison
days”. The reason for following this approach has been
described in previous literature, as large-scale events
such as the OG change the dynamics of a city for the time
of the event. The temporal bins have been defined as
follows: before: June 27–July 13, 2012; during: July 27–
August 12, 2012; after: August 27–September 12, 2012.

Spatiotemporal subsetting (hypothesizing residents
and visitors): The self-reported geolocation data from
tweets and the frequency of their presence in the tempo-
ral subsets were used to identify presumable “residents”
and “visitors” in London. Our approach is based on the
work of Abbasi et al. (2015), who identified these user
types in Sydney for city trip analysis. The rationale for
identifying the two groups was the following: A person
who tweeted at least once in each of the temporal sub-
sets was considered a “resident”, whereas a person who
tweeted in just one of them was considered a “visitor”
(non-resident). The remaining users of the dataset were
not considered in the present study, as we could not

differentiate between less actively tweeting residents or
those visitors who stayed longer than a month, without
performing further extensive analysis. Although, it is pos-
sible to identify thembased on their tweets’ content, but
that is a complexmethodology on its own and, therefore,
was beyond the scope of this study. We are aware of the
limitations of our method and discuss them, along with
the advantages in the Discussion section. Yet, our results
underpin that the method is effective when there is no
additional data available for classifying user types, and
it sufficiently reflects the necessary differences between
the two groups for the desired purposes in our case.

4.2. Semantic Analysis

The semantic text analysis was performed in two con-
secutive steps: sentiment analysis, followed by auto-
mated topic extraction using the unsupervised machine-
learning method Latent Dirichlet Allocation (LDA).

4.2.1. Sentiment Analysis

The sentiment analysis algorithm used in our approach
is based on the work of Breen (2012). Sentiment scores
were calculated for each tweet to automatically define to
what degree it contains positive or negative sentiments,
by calculating the difference between the number of pos-
itive words and the number of negative words.

This approach requires a dictionary with positive and
negative words, for which we selected the Hu Liu lexicon
(Hu & Liu, 2004), which is the most acknowledged dic-
tionary in recent literature. Generally, if the score value
is higher than zero, the sentence is assumed to contain
an overall “positive sentiment”, whereas it is considered
containing a “negative sentiment” if the value is below
zero. If the score equals zero, then the sentence is con-
sidered “neutral”.

The main disadvantage of this approach is that the
algorithm has limitations in defining unambiguous nega-
tive or positive scores for sentiment values around zero
because they are indeed either neutral or they are mis-
classified with a comparatively high probability. Thus,
we categorize positive tweets with the score equal or
higher than 2 and negative tweets with the score equal
or lower than −2. This does not mean that all the tweets
with the sentiment value of 1 and −1 are neutral; rather
they have a lower accuracy of being identified as positive

Raw
Tweets

Temporal
Binning

Valida�on:
Point Pa�ern

Tes�ng

Residents
vs. Visitors

Hot Sport
Detec�on

Topic
Modeling

Sen�ment
Analysis

Result
Evalua�on

Figure 1.Workflow overview.
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or negative and, therefore, we do not consider them in
our analysis.

The terms “positive” and “negative” will be used
throughout the article as defined above.

4.2.2. Machine-Learning Topic Modeling

As keyword-based approaches have limitation for so-
cial media data (Eisenstein, 2013), we used a machine-
learning algorithm that extracts the latent structure of a
dataset. This topic modeling approach clusters the data
stream and filters the relevant tweets for further subse-
quent spatial analysis. Concretely, we used LDA, which is
a probabilistic topic modeling algorithm that clusters se-
mantic topics in a dataset. LDA is an unsupervised gener-
ativemodel that produces a document-topic distribution
and a topic-word distribution. More information about
themodel and the hyperparameters of LDA can be found
in (Blei, Ng, & Jordan, 2003).

Before the actual topic modeling procedure, social
media posts need to be pre-processed, thus significantly
improving the performance of LDA. We followed the
steps defined by Resch et al. (2017), where every pre-
processing step is explained in more detail. In the first
step, every tweet is split at blank spaces so that every sin-
gle character or sequence of characters can be treated
individually (tokenization). Then all the words are set
to lowercase to account for spelling mistakes and differ-
ences. In our experiment, URLs, special characters [e.g.,
“:” or “)”], short words (less than three characters), stop
words (identified by a manual list and the list from Nat-
ural Language Toolkit (Manning et al., 2014, for English),
and uniquewords that appear only once in the corpus, as
well as numbers, are considered noise and are deleted.
The remaining words are then reduced to their word
stem using the Porter Stemmer (Porter, 1980).

In the next step, we applied LDA on the pre-
processed data.We used the implementation of the Gen-
sim library (Gensim, 2017) in Python and processed all
the experiments with the following parameter values,
which have been empirically derived, as no generically
proven formal a-priori parameter estimation method ex-
ists so far:α= 0.0001, β= 1/number_of_topics and num-
ber_of_topics = 30. We set α to a value that is close

to zero because short documents such as tweets usually
only contain a single topic (Zhao et al., 2011). The other
two variables were chosen according to experimental ev-
idence. In the final step, we classified the tweets in ac-
cordance with the topic with the highest probability. The
extracted topics were then manually interpreted, focus-
ing on Olympics-related and transportation-related top-
ics. From our perspective, a topic is related to transporta-
tion when words like London, station, railway, under-
ground, etc. have a high probability in a topic, whereas a
topic is considered Olympics-related if the stem “olymp”
has the highest probability, and other words like stadium,
ticket, wembley, athlete, etc. also have a high probability.
Examples of Olympics- and transportation-related topics
can be found in the Results section.

4.3. Spatiotemporal Data Processing

In order to study the spatiotemporal behavior of resi-
dents and visitors in the three temporal bins (before,
during and after the OG), we analyzed daily and hourly
tweet intensities for the subsets of positive and nega-
tive tweets and the main semantic topics (LDA output),
as well as the similarity patterns for spatial point distri-
bution (Figure 2). In the last step, we investigated spa-
tial hot spots using Kernel Density Estimation (KDE). The
maps illustrating the results of the KDE can be found in
the supplementary file.

To quantify spatial similarity between tweets before,
during and after the OG, a nonparametric and area-
based spatial point pattern test was used (Andresen,
2009; Andresen &Malleson, 2013). The test requires the
following datasets: base points and test points for com-
paring spatial patterns and base polygons representing
the areal units. We had 5,888 polygons as areal units
using the administrative dataset of the Greater London
Lower SuperOutput Area (LSOA) from2011 (Greater Lon-
don Authority’s DataStore, 2017). The LSOA areas are
only used for the similarity test in our study, to define a
general pattern in tweeting behavior. The base points are
the tweets from the “during OG” bin, both for residents
and for visitors in two consecutive analyses.Whereas the
test points are the tweets posted before and after the
OG, first for residents then for visitors. The entire analy-
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a�er OG

Hourly tweet
frequency

Daily tweet
frequency
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Hourly
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similarity

Residents & visitors

Figure 2. Spatiotemporal data processing overview.
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sis was performed on hourly subsets. Regarding the base
point dataset, the next step is to assign the points to the
areal units (the LSOA) and then to calculate the percent-
age of points within each LSOA. For the dataset contain-
ing the test points, after assigning them to LSOApolygons
as well, they should be randomly sampled, selecting 85%
of the points and then calculate percentages (use Monte
Carlo simulation to repeat this action 200 times). After
that, we can create confidence intervals for each areal
unit. Following these separate steps, the base percent-
age and test confidence for test interval are compared,
and the result is the global index of similarity (for all the
data) and the local one (for each areal unit). For this case
study, the outcome of the test is a global index of similar-
ity, where values range from 0 (no similarity) to 1 (identi-
cal). If the index is higher than 0.80, the two datasets are
considered to be highly similar (Andresen, 2016). The in-
dex shows the level of similarity in the respective LSOA
areas between the two analysis periods (Equation 1):

∑n
i=1 si
n

(Andresen, 2009) (1)

where si is equal to one if two tweet datasets (in our case,
similarity between the three temporal subsets, consid-
ered two by two) are similar in spatial unit i, and zero if
the two are not similar at all. Further, n is the total num-
ber of spatial units (the LSOA polygons).

To visually analyze the spatiotemporal characteristics
of our findings, we generated hourly and daily density
maps for positive and negative tweets during the three
time bins according to the user groups (residents vs vis-
itors). There are many spatial tools used to understand
changes in geographical patterns (Chainey & Ratcliffe,
2005). For this case study, we chose the KDE method,
which involves placing a kernel over each observation
(tweet), and, by summing these kernels, showing a den-
sity estimation of the observations’ distribution (Fother-
ingham, Brunsdon, & Charlton, 2000). We chose KDE be-

cause it belongs to a non-parametric class of density es-
timators, which has no fixed structure and depends on
the point data to define an estimate; practically the form
of the density is determined only from the data without
any model. The parametric methods, such as Maximum
Likelihood Estimation or Bayesian Estimation, assume to
know the shape of the distribution. In addition, KDE is
highly used for frequency distributions allowing a quick
exploration of the dataset distribution. In the article the
bandwidth selectionwas performed automatically by the
software used, ArcGIS 10.4, where the kernel function is
based on the quadratic kernel function. One of the main
advantages of KDE is that it determines the spread of pos-
itivism and negativism in this case study, namely the area
around a cluster where the likelihood for a positive or
negative polarity is present based on spatial dependency.
First, we split the data into hourly and daily segments and
then ran the nonparametric KDE tool for each layer and
temporal bin, which helped to illustrate spatial changes
in residents’ and visitors’ tweeting behavior.

5. Results

Table 1 shows the summary of ourmain results that were
generated through the methodology described above
to provide an overview of the content and structure in
this section.

5.1. RQ1 & RQ2: Geolocated Tweet Density and
Sentiment Intensity for Temporal Subsets

We defined three temporal subsets for our analysis: the
time period of the OG and the same number of compari-
son days before and after the Olympics to test the effect
of the OG on spatiotemporal tweeting behavior and on
the tweets’ semantic content relating to RQ1 and RQ2.

One essential step for this study was to identify pre-
sumable residents and visitors. By applying the criteria

Table 1. Results summary.

Residents Visitors

Positive • August 4: high positive peak for residents (gold • August 4: positive sentiment peak in the
• medals for Great Britain), hot spots in the city • daily temporal frame and slight increase in
• center and at the Olympic Park; however, no • raw tweets intensity.
• increase in residents’ raw tweets intensity. • Well-defined spatial hot spot at the
• Opening Ceremony and Closing Ceremony clearly • Olympic Park.
• stand out in the number of positive tweets.

Negative • Mostly flat distribution on daily • Low oscillations for all tweets and higher
• temporal patterns. • for the topics, e.g., the transportation topic.
• More negative hot spots outside the city center • Before the OG, negative sentiment exceeds
• during and after the OG. • the positive for a few days.

All tweets • Residents and visitors show different temporal and spatial patterns.
• Higher number of unique visitors tweeting during the OG.
• Tweets’ spatial distribution per hour shows the highest similarity during the night (low number of
• tweets) and low similarity during the morning and evening (high number of tweets).
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mentioned before (seeMethodology section), we had to
remove approximately 25%of the beforeOG tweets, 29%
of the OG tweets and 24% of the after OG tweets. Prac-
tically speaking, we removed those users who tweeted
exclusively in two temporal bins because it would have
been difficult to distinguish whether they are just less ac-
tively tweeting residents or visitors who stayed a longer
period than one month. The 11,571 London residents
have the highest tweeting intensity during the OG com-
pared to the visitors, who are texting more in the after
OG period (Table 2). Regarding RQ1, we were able not
only to distinguish residents and visitors in the dataset
based on their temporal profile but also to identify clear
and fundamental differences in the two groups’ spa-
tiotemporal behavior. Considering the different effect
of planned events on residents and visitors, this find-
ing has a key role in various planning-related social me-
dia analyses.

As for RQ2, large events tend to increase the social
media participatory behavior (Wang, Can, Kazemzadeh,
Bar, & Narayanan, 2012), which was also confirmed in
this case by the highest density of tweets occurring dur-
ing the OG (594,891 tweets). Another peak in tweeting
intensity (545,693 tweets) was identified after the OG
period (especially among visitors), which might be ex-
plained by the Paralympic games period and the Lon-
don 2012 Festival as an accompanying event of the OG

to organize “the most culturally engaging” OG in history
(Brown, 2012).

Further, one of our hypotheses was that positive
sentiments in the text will occur more often during a
large event compared to other usual days for the same
locations. This assumption was confirmed by the ob-
tained sentiment scores for the six datasets used in this
study: 7.65% of the resident tweets and 6.02% of the
visitor’s tweets during OG are positive, while just 3.04%
respectively 2.24% are negative (Figure 3). There was
a noticeable decrease in negativity, while the positiv-
ity increased.

5.2. RQ3: Semantic Topic Extraction

In every sub-dataset (spatiotemporally divided, see
Methodology section), we can identify one or more re-
lated topics for our target topics “Olympics” and “trans-
portation”. Table 3 shows the ten words with the highest
probability in the topic. Due to the limited space, we visu-
alize only some of the topics. The reason for the missing
syllables of the words is the pre-processing step, stem-
ming, which cuts the word to its root.

Table 3 shows that we can clearly identify topics re-
lated to “Olympic” and “transportation”, distinguishing
the periods before, during and after the OG, as well as
between residents and visitors. In all of the “Olympic”-

Table 2. Residents and visitors for the three temporal subsets.

STEP 1 STEP 2

Total geo-tagged tweets Residents Visitors Residents % Visitors %

Tweets Users* Tweets Users* Tweets Users* Tweets Users* Tweets Users*

Before OG 478,551 46,357 195,319 160,922 22,851 40.82 24.96 33.63 49.29
OG 594,891 59,248 210,024 11,571 190,770 30,443 35.30 19.53 32.07 51.38
After OG 545,693 54,956 178,100 226,986 30,147 32.64 21.06 41.60 54.86

Note: * unique users.
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Table 3. Examples of words and their probabilities for the identified topics “Olympic” and “transportation”.

“transportation” “transportation” “transportation” “Olympic” “Olympic” “Olympic”
visitors residents visitors visitors residents visitors

before OG during OG after OG before OG during OG after OG

london 0.3995 london 0.3435 london 0.3768 olymp 0.0426 olymp 0.2676 paralymp 0.1133
greater 0.0938 greater 0.0798 greater 0.0692 loool 0.0310 excit 0.0400 olymp 0.0958
other 0.0707 other 0.0670 other 0.0587 year 0.0280 stadium 0.0395 stadium 0.0526
station 0.0412 station 0.0465 station 0.0370 walk 0.0238 final 0.0395 athlet 0.0194
hotel 0.0207 railway 0.0228 hotel 0.0205 point 0.0228 ticket 0.0385 found 0.0186
railway 0.0191 stratford 0.0202 bridg 0.0167 iphon 0.0219 photo 0.0362 serious 0.0158
underground 0.0106 street 0.0173 railway 0.0166 weird 0.0144 wembley 0.0240 watch 0.0156
victoria 0.0098 bridg 0.0160 tower 0.0122 shall 0.0133 game 0.0237 teamgb 0.0149
street 0.0094 venu 0.0142 arena 0.0116 togeth 0.0132 post 0.0233 paralympicsgb 0.0147
bridg 0.0074 underground 0.0116 cross 0.0103 restaur 0.0127 athlet 0.0188 problem 0.0139

related topics, the word “olymp” has a high probabil-
ity and a significantly high probability during OG com-
pared to the other words in the topic. In the case of
the “transportation”-related topics,multiplewords show
high probabilities, such as “station”, “railway” or “un-
derground”. It is notable that the same words in the
“transportation”-related topic show similar probabilities
in the datasets for residents and visitors in different time
periods. In the dataset after OG, when the Paralympics
took place, “paralymp” is also the most probable word
in the “Olympic”-related topic.

5.3. RQ2: Similarity Index

Figure 4 shows the similarity values in hourly bins as
defined above (see Methodology section). The highest
similarity values occur during the night when tweets are
posted from the same LSOA areas, but they don’t have
a high density, according to the hourly intensity results.
Starting at 5:00 a.m. the similarity curve decreases until

around 9:00 a.m. This shows that during the OG the spa-
tiotemporal behavior of the users is different compared
to before and after the OG. The more noticeable differ-
ences are at the end of the day, after 6:00 p.m., between
residents and visitors after OG (ranging from 0.5814 to
0.5019), and between both visitor datasets (ranging from
0.5635 to 0.5019).

5.4. RQ1 & RQ2: Temporal Analysis

After extracting the topics and defining the sentiments
of each tweet, we analyzed the temporal distribution of
the negative and positive (see Methodology) tweets of
residents and visitors, both on hourly and daily levels.

5.4.1. Daily Patterns

The daily tweet intensity using the raw Twitter data for
residents showed two temporal peaks during the OG, at
theOpening Ceremony and at the Closing Ceremony. The
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visitors’ time series (unlike the residents) showed a peak
in the OG period around August 4, when Great Britain
won three gold medals in athletics. What is surprising is
the higher volume of tweets after the OG for the visitors
compared with the other time bins, including a peak dur-
ing the Paralympics Closing Ceremony (Figure 5).

Next, we compared the daily patterns for sentiments
in the data subsets. Figures 6–8 illustrate daily intensities
in sentiment distribution for residents and visitors during
the three temporal frames. It shall bementioned that in a
small number of days the tweets volume for the specific
topics is low, especially for the “transportation” topic.

5.4.1.1. Positive vs Negative Tweet Trends

While analyzing the tweets for residents and visitors,
the daily distribution of negative tweets was fairly equal

and smooth for “all tweets” (all six data frames, all top-
ics). The negative tweets for residents included in the
“olympic” topic have an almost flat trajectory, similar to
the ones including “all tweets” (Figure 7 vs Figure 6),
except July 11, when they showed an increase and the
hot spot map showed higher intensity in the London
Center areas, Lewisham and Morden, close to Wimble-
don. The intensity of positive tweets was more predom-
inant than the negative ones at any time (Figure 6 and
Figure 8), with higher values during the OG and spatial
concentration around the Olympic Park (Figure 9). For
the “olympic” topic, the positivity curve reaches its max-
imum for residents on August 4 (from 0.15% negative
tweets to 0.86% positive tweets), while for “all tweets”
the peak is higher for visitors (Figure 6). In the news-
papers, this day is referred to as “Saturday night fever”,
when Jessica Ennis, Greg Rutherford and Mo Farah all

9000

Day
 1
Day

 2
Day

 3
Day

 4
Day

 5
Day

 6
Day

 7
Day

 8
Day

 9

Day
 10

Day
 11

Day
 12

Day
 13

Day
 14

Day
 15

Day
 16

Day
 17

11000

N
U

M
BE

R 
O

F 
TW

EE
TS

14000

15000

17000
Opening

Ceremony
Closing

Ceremony

RORB RA

8000

Day
 1
Day

 2
Day

 3
Day

 4
Day

 5
Day

 6
Day

 7
Day

 8
Day

 9

Day
 10

Day
 11

Day
 12

Day
 13

Day
 14

Day
 15

Day
 16

Day
 17

10000

N
U

M
BE

R 
O

F 
TW

EE
TS

12000

14000

16000

Paralympics
Closing

Ceremony

VOVB VA
Figure 5. Daily tweets density for residents and visitors for the three temporal bins (R = residents, V = visitors; B = before
OG, O = during OG, A = after OG).

27.06 30.06 03.07

Days

Pe
rc

en
ta

ge
 (%

)

06.07 09.07 12.07
0

0,1

0,2

0,3

0,4

0,5

0,6

27.07 30.07 02.08

Days

Paralympics Closing
Ceremony

“Saturday night fever”

05.08 08.08 11.09 27.08 30.08 02.09

Days

05.09 08.09 11.09

27.06 30.06 03.07

Days

Pe
rc

en
ta

ge
 (%

)

Re
si

de
nt

s
V

is
it

or
s

06.07 09.07 12.07
0

0,1

0,2

0,3

0,4

0,5

0,6

27.07 30.07 02.08

Days

“Saturday night fever”

05.08 08.08 11.09 27.08 30.08 02.09

Days

05.09 08.09 11.09

Before OG A�er OGOG

Posi�ve Nega�ve

Figure 6. Daily sentiment analysis distribution for residents and visitors for “all tweets” (percentage of total number of
tweets in the given temporal bin for the respective categories).

Urban Planning, 2018, Volume 3, Issue 1, Pages 75–99 83



27.06 30.06 03.07

Days

Pe
rc

en
ta

ge
 (%

)

06.07 09.07 12.07
0

0,1

0,2

0,3

0,4

0,5

0,6

0,7

0,8

0,9

V
is

it
or

s
Re

si
de

nt
s

27.07 30.07 02.08

Days

05.08 08.08 11.08 27.08 30.08 02.09

Days

05.09 08.09 11.09

“Saturday night fever”
Paralympics

Closing
Ceremony

USA team –
first medal at

olympics

27.06 30.06 03.07

Days

Pe
rc

en
ta

ge
 (%

)

06.07 09.07 12.07
0

0,1

0,2

0,3

0,4

0,5

0,6

0,7

0,8

0,9

27.07 30.07 02.08

Days

05.08 08.08 11.08 27.08 30.08 02.09

Days

05.09 08.09 11.09

“Saturday
night
fever”

Posi�ve Nega�ve

A�er OGOGBefore OG

Figure 7.Daily sentiment analysis distribution for residents and visitors for the “olympic” topic (percentage of total number
of tweets in the given temporal bin for the respective categories).

27.06 30.06 03.07

Days

Pe
rc

en
ta

ge
 (%

)

06.07 09.07 12.07
0

0,1

0,2

0,3

0,4

0,5

0,6

0,7

27.07 30.07 02.08

Days

05.08 08.08 11.08 27.08 30.08 02.09

Days

05.09 08.09 11.09

V
is

it
or

s

27.06 30.06 03.07

Days

Pe
rc

en
ta

ge
 (%

)

06.07 09.07 12.07
0

0,1

0,2

0,3

0,4

0,5

0,6

0,7

27.07 30.07 02.08

Days

05.08 08.08 11.08 27.08 30.08 02.09

Days

05.09 08.09 11.09

Re
si

de
nt

s

Posi�ve Nega�ve

A�er OGOGBefore OG

Figure 8. Daily sentiment analysis distribution for residents and visitors for the “transportation” topic (percentage of total
number of tweets in the given temporal bin for the respective categories).

won gold medals for the host nation. This shows higher
public engagement when an action such as winning a
prize by co-nationals takes place.

Regarding the “after OG” period, on September 2,
when the USA team won the first medal in the trunk and
arms mixed at the Paralympics, a decrease of negativity
happened for residents, while during the same day an
increase occurred for the visitors, together with an in-

crease in the positive tweets (Figure 7). A common posi-
tive peak can be observed for “all tweets” and “olympic”
on September 9 (Figure 6 and Figure 7), during the Par-
alympics Closing Ceremony. In comparison, the senti-
ments distribution of the “transportation” topic contains
a smoothed zig-zag line, and an increase followed by a
decrease in the positive tweets after the OG. Interest-
ingly, on August 4 there was no peak in the results for ei-
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ther residents or visitors, compared to the other subsets.
The tweeting behavior after the OG for “transportation”
shows a higher difference between positive and nega-
tive tweets for residents, mostly from September 1 to
September 9 (Figure 8). However, the maximum tweet
volume is 30 per day.

5.4.1.2. Daily Trends of Residents vs Visitors

Before the OG, residents and visitors for “all tweets”
showed slight changes in the trend line (Figure 6), while
for the topic “olympic” the visitors’ tweets tended to form
a zig-zag-like time series (Figure 7), similar to the “trans-
portation” topic (Figure 8). No daily spatial hot spots were
found in the Queen Elizabeth Olympic Park for this period.

During the OG, residents and visitors for “all tweets”
showed a higher volume of positive tweets, on August 1
and August 4 (Figure 6). On August 1, the spatial hot
spots are distributed between London’s central area and
the Olympic Park area, and on August 4 a high density
is located specifically around the Olympic venues: the
Olympic Park zone, the River zone (including Greenwich
park), and the Central zone (including Hyde Park and Re-

gent’s Park). For the residents, we also notice smaller
hot spots in many parts of the city, which suggest an in-
creased interest in people’s tweeting behavior for a spe-
cial occasion (Figure 9). August 4 is also a common peak
for “olympic” tweets, mostly for residents, with a hot
spot location around the Olympic Park, the city center
and another one between these two as well, almost con-
tinuously. In the same time, the visitors show the hot
spot only around the Olympic Park and with much lower
intensity in the city center (Figure 7, 9). Interestingly, Au-
gust 4 showed a positive peak that is not connected with
the increase in the intensity of the raw tweets for res-
idents. Another dissimilarity arose for the “transporta-
tion” topic, where the graphic of sentiments distribution
showed a different pattern (Figure 8). For example, the
highest positive peaks for the OG period occur on Au-
gust 1 for the visitors and August 2 for the residents.
The visitors’ tweeting hot spots are in the city center
and at the Olympic Park, while the residents’ tweets are
clustered in an elongated hot spot with median values
around the Olympic Park.

For the After OG period, September 2 was a peak
of positive emotions for residents and visitors for the

  

August 1 — residents (n = 1,029 mean = 0.31) August 1 — visitors (n = 796 mean = 0.23)

August 4 — residents (n = 1,083 mean = 0.32) August 4 — visitors (n = 878 mean = 0.26)

Figure 9. Hot spots of positive tweets (OP = Queen Elizabeth Olympic Park; red = high density, yellow = average density,
blue = no density).
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“olympic” topic, showing an intense hot spot for the vis-
itors at the Olympic Park, while the residents’ hot spot
included the park, but the center was shifted towards
the western part of the park. On September 9 residents
from the “olympic” topic (Figure 7) and visitors for this
topic and “all tweets” (Figure 6) showed an increased
positive feeling, possibly caused by the Paralympics Clos-
ing Ceremony. Also, on the spatial density for this day
the hot spots are located in the approximate city center
and in the Olympic Park zone. A different temporal pat-
tern occurred for the “transportation” topic of the visi-
tors’ tweets (Figure 8). Two predominant days showed
positive peaks, including September 1, when the major-
ity of tweets are from the Olympic Park, and Septem-
ber 8 when all the active tweeting happened in the Lon-
don center.

5.4.2. Hourly Patterns

After identifying peaks and patterns in the data on a
daily level, we also analyzed the tweets’ hourly spatial
and temporal distribution. Figure 10 shows a general
overview of the hourly distribution for the raw num-

ber of tweets per user groups in the two weeks tempo-
ral frames (a total of six weeks). Residents before OG
showed a cyclical daily circular pattern, with low inten-
sity overnight then a rapid increase in the morning and a
steep decrease a few hours after midnight. Interestingly,
we can define peaks for residents and visitors during the
OG for the Opening Ceremony and also for the Closing
Ceremony, togetherwith the “Saturday night fever”men-
tioned in the daily patterns on August 4 for residents. An-
other peak in tweeting intensity occurs on September 9
for the residents, possibly due to the Paralympics Clos-
ing Ceremony.

After summing up the number of tweets per hour, we
noticed only a slight change in the temporal tweeting be-
havior of the residents between the OG period and com-
parison days. However, after hour 20, a small increase
occurs when compared to the “before” and “after” data
(Figure 11). For the visitors, the tweets volume is sur-
prisingly higher during the afternoon and the evening
considering the after OG period. The number of unique
users after the OG was lower than during the OG, which
shows that there were fewer users after the OG, but they
were more active than the ones who tweeted during the
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Figure 10. Residents and visitors tweeting behavior per hour for the three temporal bins.
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Figure 11. Hourly distribution of the tweets during the three analysis periods (R = residents, V = visitors; B = before OG,
O = during OG, A = after OG).

OG. This observationmaybe explained by various factors,
such as the start of school when students are more ac-
tive, who may potentially be misclassified as visitors be-
cause of their limited Twitter activity over the summer
from the school/university location (in London).

Furthermore, the hourly patterns were analyzed con-
sidering the sentiment score and also the topic alloca-
tion. Figure 12 shows the amount of positive and nega-
tive tweets for both groups per hour. It is evident that
the number of negative tweets never exceeds the num-
ber of positive ones in either of the user groups. The
positive peaks differ between residents and visitors: Res-
idents tended to tweet more in the evening (around
9 p.m.), whereas visitors tweeted slightly more around
12:00 noon. If we only consider the tweets where the
topic “olympic” was identified by the algorithm (Fig-
ure 13), these characteristics become evenmore striking.
However, if we compare the relative tendencies (all pos-
itive/negative tweets in the given hour for each period)
these peaks are smoother, which means, there are gen-
erally higher number of positive tweets in the evening.

The following videos1 show the spatiotemporal pat-
tern of positive and negative tweets (aggregated to 24h
hours such as for Figure 12, in 10-minutes timeframes)

in both user groups for all the three analysis periods.
(A static version containing four different hours during
the day can be found in the supplementary file.) Blue
points represent negative tweets, whereas the positive
ones are visualized in red. The semi-transparent points
representing each tweet stay there for two hours to il-
lustrate the density of tweets. Each video shows all the
three temporal bins after each other (3 × 24 hours) for
our two groups of users (residents and visitors), and a
clock shows the current time in the lower right corner.

5.4.2.1. Changes in the Pattern Comparing the OG Period
to Before and After

This section reflects to RQ2, as we compared the before
and after OG periods to the patterns during the OG. For
the residents, we can see that the core of the main hot
spot is constant for each hour throughout all the analysis
periods, and it is locatedmainly in the city center. For the
negative tweets, the before and after periods are quite
similar during the day, but for the positive tweets, there
is still a hot spot around the Olympic Park. The reason
for this is that our analysis period after the OG includes
the days of the Paralympic Games as well. At the same
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Figure 12. Positive and negative tweets per hour (%): a) as absolute values–every hour compared to the number of all
tweets during the OG for residents and for visitors; b) as relative values–every hour compared to the number of all tweets
in that hour during the OG for residents and for visitors).

1 http://giscience.zgis.at/gisce/Videos_Towards_Citizen-Contributed_Urban_Planning_through_Opinion_Mining_of_Twitter_Data
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time, for the visitors, the pattern during the OG and in
the other two periods is not that different. Except during
the morning hours, but the lower number of tweets can
explain this because in this case even 2–3 point can re-
sult in relatively strong hot spots.

Figure 13. Positive and negative tweets per hour (%) for
residents and visitors for the “olympic” topic.
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5.4.2.2. Pattern of the Average Day: Before, During and
After the OG

For residents during the OG, there are a few extra hot
spots reflecting the venues of the OG. In the periods be-
fore and after the OG, the smaller hot spots in the outer
parts of the city occur mostly in the morning and the
evening, probably due to commuting, but only for the
negative tweets. Interestingly, for positive tweets from
visitors, themorning hot spot is more concentrated (they
do not commute) but only before and during theOlympic
Games. During the rest of the day, the patterns do not
change significantly in any of the analysis periods, both
for positive and negative tweets.

5.4.2.3. Positive vs Negative Tweet Trends

In general, the positive tweets of the residents tend to be
more concentrated with one main hot spot, except the
morning after the OGwhere the negative tweets are con-
glomerated. However, during the OG in the evening, the
size of the positive tweet hot spot is much larger. Prob-
ably that was the time when most of the residents were
tweeting about the Olympics. For visitors, this concentra-
tion of one large hot spot for the positive tweets is not
significant; there are smaller hot spots around the city in
both cases, and, in general, the hot spot for the negative
tweets is larger in extent.

5.4.2.4. Residents vs Visitors

The most significant difference in patterns between res-
idents and visitors is the distribution of negative tweets
in the morning, but again this could be a result of the
low number of tweets. Also, the smaller hot spots of the
visitors’ tweets tend to be more on the Eastern side of
the study area, especially in the period after the OG. In
general, it can be significant for planners to further inves-
tigate the trends and possible causes for negative tweets,

as partially it might be connected to planning-related is-
sues such as low satisfaction with infrastructure or poor
quality of services.

6. Discussion

6.1. Integration of the Results into Planning Processes

Themajor objective of our case studywas to illustrate the
general potential of Twitter data analysis for urban plan-
ning purposes in the case of large planned events. Thus,
we identified and addressed research gaps, such as the
distinction between residents and visitors regarding the
Olympics and comparing event days and non-event days
along with both spatiotemporal and content analysis in
one study. Consequently, our results serve as a basis for
further, more in-depth analyses.

In general, both previous research and the work pre-
sented in this article have shown that results from social
media analysis are directly usable in urban planning pro-
cesses, including the general ability to detect sentiments
that are associatedwith places (Resch et al., 2016). In this
regard, social media provide people (local citizens and
visitors) with a simple and powerful instrument to share
their opinions and subjective impressions. This is partic-
ularly relevant with respect to connecting social media
posts to specific urban events such as Olympic Games or
other large sports events, for gaining insight into the per-
ceptions of the urban population regarding these events.
In fact, social media are a valuable, open source of infor-
mation for urban planning.

This openness is of particular importance because
urban planning processes are oftentimes still character-
ized by closed communication between local and official
actors, lacking open discussion and transparent proce-
dures (Resch et al., 2016).Moreover, openness and trans-
parency are increasingly a key factor for successful ur-
ban planning, allowing for an efficient weighing process
that considers the opinions and sentiments of different
stakeholders. Current planning processes, however, are
mostly shaped by deductive processes, which are typi-
cally introduced and controlled by urban governments,
oftentimes neglecting or not sufficiently integrating the
needs of the citizens. In this context, social media play
a key role because they provide an instrument for or-
ganizing public participation activities and citizen initia-
tives. On the positive side, the integration of public dis-
cussions on social media and other digital platforms also
increase the validity and acceptance of governmental
decision-making because traditional planning methods
are complemented by new “human sensor” data that re-
flect the citizens’ wishes and needs (Zeile, Resch, Exner,
& Sagl, 2015).

This is in clear contrast to top-down approaches that
follow different decision-making principles. Integrating
social media into urban planning may be able to pro-
vide unseen insights into citizens’ thoughts, perceptions
and expectations concerning urban events in an induc-
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tive bottom-up approach. In this sense, urban planning-
related discussions are, to some degree, self-organizing,
giving citizens the chance to discuss planning issues in
a peer-to-peer process, rather than in a government-
driven one. However, the issues of the digital divide,
that mostly younger, better educated, and more tech-
nologically savvy people participate in social media net-
works, should be addressed in social media analysis
(Czepkiewicz, Jankowski, & Młodkowski, 2017). Due to
this digital divide social media platforms are currently
not representing the entire society or population appro-
priately (Diaz, Gamon, Hofman, Kiciman, & Rothschild,
2016; Mellon & Prosser, 2017), therefore conclusions
drawn from the analysis depending on the phenomenon
should be handled accordingly. The extremes are espe-
cially underrepresented in terms of age (very young, and
older generations), economic situation (those who can-
not afford access through internet or gadget), etc. Con-
sequently, we are aware that the social media-based ap-
proach shows a number of limitations; still it may com-
plement current urban planning procedures through an
improved understanding of the city as a living organism
through proactively engaging citizens into urban plan-
ning (Resch, 2013).

Based on the methods we used and their out-
comes, we can identify two main types of further
planning-related investigations (the list of the examples
is not complete):

a) Macro-scale:

• On a city level, it is possible to point out
the differences in the general mobility pat-
terns compared to non-event days (also at
different times during the day) and use it for
further transportation modeling. The differ-
ent needs of residents and visitors should
be considered;

• Planners can also further investigate the hot
spots for negative tweets in both groups (res-
idents and visitors); as they show different
trends, there might be different reasons be-
hind them. These hot spots can be com-
pared with the extracted topics in these ar-
eas, whether they are related to transporta-
tion or other planning-related topics, the
event itself, or something else entirely;

• Regarding the extracted topics, it is possi-
ble to search for more specific terms, if the
planners provide expert knowledge. Further-
more, other terms can be identified that are
connected to the planning-related topics and
have not been considered by urban planners
yet. The sentiment and spatial distribution
of these topics all over the city can then be
explored, both for residents and visitors, as
these might also differ in this case.

b) Micro-scale:

• We could clearly identify activity patterns re-
lated to individual venues of the Olympic
Games. An interesting example could be to
focus on a venue and explore the behav-
ioral patterns of residents and visitors and
the effect of a given event at that venue.
(Specifically, right before or after and dur-
ing the analysis.) Do the residents tend to be
more negative? Or maybe less active during
that time?

• Additional datasets are definitely advanta-
geous for the micro-scale analysis. Planners
can explore deeper connections between the
event and other urban processes. For exam-
ple, the effect on the local economy of us-
ing bank cards can also be analyzed. (Habida-
tum, 2017);

• Extracting information on a user level is also
an option. For visitors, planners can trace the
intra-urban mobility patterns, if they tweet
regularly during the day (between their ac-
commodation and the venues). This analysis
is evenmore accurate with additional mobile
phone data analysis.

6.2. Psychological Biases in Human Language and Social
Media and Their Relevance for Urban Planning

Most generally, there is a universal positive bias in
human language (Dodds et al., 2015). The findings of
the present study are congruent with this kind of bias:
A higher percentage of positive tweets than negative
tweets were identified. Moreover, the residents show a
clear peak of positive sentiments during the OG, even
though there have been several examples observed re-
cently where local people opposed the organization of
theOlympics in their cities (e.g., Kaufmann, 2015;Moore,
2015; Sims, 2017). It might suggest that, once under-
way, world-class events in a city boost self-respect and
pride of the city residents, and the perceptions of their
benefits are typically optimistic (Whitson & Macintosh,
1993), which might not be true in the planning phase
(e.g., Dempsey, & Zimbalist, 2017). However, it is im-
portant to consider that the positive cognitive bias and
the homeostatic happiness maintain satisfaction in life,
and self-beliefs can act as reality buffers (Cummins & Nis-
tico, 2002).

This, again, raises the question of whether the pos-
itive cognitive bias can be a buffer that masks some in-
conveniences in the city that large events such as the
OGmay cause. For example, Ritchie, Shipway and Cleeve
(2009) identified that, in general, urban residents sup-
ported important events in their area, but were con-
cerned with some issues such as traffic congestion and
an increasing cost of services. Additionally, the benefits
of large events in a city can differ between social groups.
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For example, younger residents, residents that have a
higher socioeconomic status, and residents that live far-
ther away from the event’s location, are more likely to
perceive additional benefits from the event (Ritchie et
al., 2009;Whitson&Macintosh, 1993). The results of our
study suggest positivism related to the OG, but beyond
this social media positivism, there are several consider-
ations explained above that urban governments and ur-
ban planners need to study. In other words, the obtained
results are good indicators of the importance of large
sports events for residents’ life satisfaction, but, in urban
planning, these results cannot be isolated from the rest
of the city dynamics.

These issues become critical if we consider that ur-
ban governments are usually open to investing in con-
sumer and entertainment-oriented developments, such
as sports events (Harvey, 1987). However, citizens in
a city are more than consumers. Additionally, a large
sports event causes changes in different dimensions in
a city such as image, knowledge, and emotions, where
the long-termeffects of these changes are complex to un-
derstand (Preuss, 2007).Webelieve that long-term social
media analysis can be considered a necessary instrument
tomonitor these effects in a city and to offer more plural-
istic information to urban planners. Urban planners can
use this information to evaluate different qualitative and
quantitative costs and benefits of a large sports event.
Further research needs to develop new approaches to
study large urban events’ legacies using social media. At
the same time, these approaches need to be enriched
with robust epistemologies to understand the complex
and dynamic human behavior in the virtual world (social
media), without disconnection of the human behavior in
the real world.

6.3. The Effect of the Paralympic Games on the Selection
of the Temporal Bins

We were aware of the fact that there were days related
to the Paralympics in the third temporal bin and, thereby,
our comparison might show less significant differences.
However, we also tested a fourth temporal bin (Septem-
ber 27–October 13, 2012), and the patterns in the origi-
nal temporal bin (August 27–September 12, 2012) were
not biased, except the day of the closing event. There-
fore, we decided to keep the original after OG temporal
bin because selecting days so much later can also have
an effect on the final results, and those would be more
difficult to interpret, such as different seasonal effects,
or extraordinary events.

6.4. Identifying Residents vs Visitors

The process of categorizing Twitter users into “residents”
and “visitors” is challenging, and, to our best knowledge,
there is no “ground truth” methodology, providing un-
questionable results, in the related literature. Also, Ab-
basi et al. (2015) stated that dividing social media users

into residents and visitors is not an easy task. They cat-
egorized these types of people in Sydney for city trips
supporting urban planning. Our study follows an adapted
method from the original when the residents are defined
as users tweeting at least ten times in at least n−1 phases
of the temporal data analysis. One reason for using this
adapted approach is that our datasets had specific time
frames related to the OG event, and we hypothesized
that for finding so-called active residents, they would
need to tweet in all n temporal bins, while the visitors
had to tweet just in one of the temporal bins.

The spatiotemporal patterns identified and de-
scribed in this study show a relative verification of this
approach. For example, August 4 was an important day
for Great Britain and it was undoubtedly reflected in the
spatial and temporal patterns for both presumable res-
idents and visitors: as a monocentric, well-defined daily
hot spot aroundOlympic Park for the visitors, and as poly-
centric hot spots for residents in many parts of the city,
with particularly high density around the city center and
also around the park. The daily temporal graphic for pos-
itive tweets supports the hot spot map for residents by
highlighting a larger increase in positive sentiments com-
pared to visitors. This may be because visitors are gen-
erally more excited and tweeting positively for all the
OG results, while residents are more interested in Great
Britain’s performance. August 4 is important in the anal-
ysis because it emphasizes people’s behavior and how
the positive event of winning three gold medals changes
the spatial distribution of tweets. Also, for the hourly
hot spot detection, we notice more intense hot spots
around the Olympic Park for visitors than for residents,
i.e. at 8:00 a.m. or 12:00 noon there are only mild or non-
existent hot spots for residents at the park.

However, this particular approach has limitations:
We did not consider the declared language of the users
(e.g., maybe non-English speakers are more likely to
be visitors tweeting before and during OG); the tweets’
“user location” field was not used considering the biased
information introduced subjectively by the user; data
availability–we only had access to 2012 London data,
whereas havingworldwide datawould have been helpful
for exploring user’s activity status. An interesting future
approach may be to adopt all location-related features
and create an index of defining residents and visitors.

6.5. Topic Modeling

In our analysis we used the basic LDA model for topic
modeling that follows a “bag of words” approach, mean-
ing that it uses solely the frequency of terms in a doc-
ument and does not take grammar or word order into
account. A significant problem is names, which consist
of two words like “Greater London”, where each word is
treated independently. As “Greater” and “London” are
words that are commonly used in combination, analyz-
ing biterms may increase the quality of our results. How-
ever, there are other names like “Olympic Games” where
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“Games” is a common word in an English conversation.
For our particular case, relevant biterms include “Greater
London”, “Olympic Games” and “Victoria Station”, which
ware included as single words in Table 3.

6.6. Influence of Topic Modeling on the Sentiment Score

The distribution of positive tweets during the OG for the
“olympic” topic is different for both residents and visi-
tors. While depicting the possible reasons, we noticed
the different word probabilities resulting from the LDA
algorithm, such as the word “olymp”, with a probability
of 0.2676 during the OG period for residents and 0.0426
after the OG for visitors. The inclusions of words not rele-
vant to the topic (which is subjectively named after check-
ing the highest words probabilities), such as “iphon” in
the Olympic topic might lead to an unexpected temporal
distribution. Also, the sentiment score function is limited
in defining a high volume of positive and negative tweets,
their majority being labeled as neutral, which may result
in increased fuzziness in interpreting the results.

7. Conclusion

In conclusion, our findings validly answer our research
questions: Through spatiotemporal and sentiment anal-
ysis of the tweets, we could identify significant patterns
in terms of our two defined user groups as well as for
the days before, during and after the event. Additionally,
the uncertainty originating from the identification of the
members of each group due to the lack of additional de-
tails can be reduced by integrating further datasets (e.g.,
cab rides, bicycle network and public transport usage,
mobile phone data).

Regarding the utilization for planning purposes, we
can state that despite the limitations described above, by
applying our workflow to the sample dataset we can pro-
vide valuable information about the spatiotemporal be-
havior and sentiment of residents or visitors concerning
large planned events. By comparing our results to impor-
tant dates of the event (e.g., the Closing Ceremony, “Sat-
urday night fever”) or location of the venues, we could
validate our results both content-wise and for spatiotem-
poral patterns, even on finer spatial and temporal scales.
Last but not least, topics that are directly related to plan-
ning and transportation could be extracted and can be
further analyzed for specific urban planning purposes in
the future.

Concluding, the case study was also appropriate to
illustrate the potential of utilizing social media data for
sentiment analysis and topic modeling in order to pro-
vide general feedback regarding large planned events.
Nevertheless, there are possible ways for improvement
beyond the scope of the current study that can also aid
to overcome some of the already mentioned limitations.
One such option is to design a geovisual analytical tool to
interpret the large amounts of data (e.g., maps, graphs,
tweets, time periods), also supporting users who are less

familiarwith GIS concepts andmethods. Furthermore, as
an outlook to participatory planning, the acquired knowl-
edge could be presented in a Volunteered Geographic In-
formation platform, which is directly connected to the
event and where people can provide feedback with loca-
tion data.
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Supplementary Files

Hourly spatiotemporal patterns (KDE)—for residents and visitors, positive and negative sentiments

The first row in each figure shows morning patterns (8:00 a.m.), the second one represents one of the most active hours in
the data (12:00 noon) while the third and fourth represent the early (6:00 p.m.) and late evening (11:00 p.m.). Red spots
are the densest areas in the given hour and category, while yellow shows slightly lower density. Blue represents those
areas where based on the KDE algorithm, the density in a cell is lower than the expected. The cell size was in each map
200 m2. The tables provide general information on the cell values’ statistics, and it can aid the interpretation of how high
the differences were between blue and red areas. The higher the standard deviation is, the higher the difference in the
density, while using the maximum and mean values, the different maps become comparable.

Table 1. Values for the hot spot analysis using KDE for residents’ negative tweets for specific hours.

before OG after before OG after

8:00 n = 366 n = 287 n = 372 6:00 n = 365 n = 323 n = 351
a.m. mean = 0.11 mean = 0.10 mean = 0.10 p.m. mean = 0.11 mean = 0.10 mean = 0.10

stdev = 0.25 stdev = 0.19 stdev = 0.21 stdev = 0.23 stdev = 0.19 stdev = 0.16

12:00 n = 351 n = 400 n = 304 11:00 n = 418 n = 364 n = 288
noon mean = 0.11 mean = 0.12 mean = 0.08 p.m. mean = 0.12 mean = 0.11 mean = 0.08

stdev = 0.18 stdev = 0.28 stdev = 0.17 stdev = 0.21 stdev = 0.16 stdev = 0.13

Figure 1. Hot spots of residents’ negative tweets for specific hours.
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Table 2. Values for the hot spot analysis using KDE for visitors’ negative tweets for specific hours.

before OG after before OG after

8:00 n = 217 n = 171 n = 317 6:00 n = 228 n = 202 n = 330
a.m. mean = 0.06 mean = 0.05 mean = 0.09 p.m. mean = 0.06 mean = 0.06 mean = 0.09

stdev = 0.1 stdev = 0.09 stdev = 0.11 stdev = 0.13 stdev = 0.11 stdev = 0.15

12:00 n = 236 n = 260 n = 369 11:00 n = 248 n = 238 n = 445
noon mean = 0.07 mean = 0.08 mean = 0.11 p.m. mean = 0.08 mean = 0.07 mean = 0.12

stdev = 0.18 stdev = 0.15 stdev = 0.17 stdev = 0.21 stdev = 0.11 stdev = 0.16

Figure 2. Hot spots of visitors’ negative tweets for specific hours.
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Table 3. Values for the hot spot analysis using KDE for residents’ positive tweets for specific hours.

before OG after before OG after

8:00 n = 839 n = 819 n = 809 6:00 n = 773 n = 868 n = 661
a.m. mean = 0.25 mean = 0.24 mean = 0.23 p.m. mean = 0.23 mean = 0.25 mean = 0.19

stdev = 0.7 stdev = 0.53 stdev = 0.47 stdev = 0.62 stdev = 0.62 stdev = 0.47

12:00 n = 819 n = 939 n = 727 11:00 n = 702 n = 828 n = 565
noon mean = 0.24 mean = 0.27 mean = 0.23 p.m. mean = 0.20 mean = 0.24 mean = 0.16

stdev = 0.83 stdev = 0.68 stdev = 0.54 stdev = 0.41 stdev = 0.38 stdev = 0.27

Figure 3. Hot spots of residents’ positive tweets for specific hours.
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Table 4. Values for the hot spot analysis using KDE for visitors’ positive tweets for specific hours.

before OG after before OG after

8:00 n = 452 n = 498 n = 753 6:00 n = 483 n = 562 n = 684
a.m. mean = 0.13 mean = 0.15 mean = 0.21 p.m. mean = 0.14 mean = 0.16 mean = 0.20

stdev = 0.28 stdev = 0.32 stdev = 0.36 stdev = 0.46 stdev = 0.56 stdev = 0.48

12:00 n = 565 n = 821 n = 737 11:00 n = 523 n = 577 n = 706
noon mean = 0.16 mean = 0.24 mean = 0.21 p.m. mean = 0.15 mean = 0.16 mean = 0.20

stdev = 0.48 stdev = 0.78 stdev = 0.55 stdev = 0.38 stdev = 0.36 stdev = 0.34

Figure 4. Hot spots of visitors’ positive tweets for specific hours.
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Abstract
In participatory urban planning, understanding local stakeholders’ viewpoints is central, and, thus, gathering local knowl-
edge has become a frequent task in planning practice. However, the built cultural heritage is usually evaluated by experts
neglecting the values and opinions of citizens. In this study, a crowdsourcingmodel for assessing local residents’ viewpoints
and values related to the built cultural heritage of Nikkilä was developed. The aim was to find out if crowdsourcing with
public participation GIS and social media is a functional method for revealing local people’s values, place-based memories
and experiences. In the case study, non-professional knowledgewas comparedwith expert knowledge and valuable knowl-
edge about the intangible aspects of the built cultural heritage was reached through place-based memories. Apart from
that, social media provided visual representations of place-based experiences and a tool for building a collective memory.
Based on the results, it is evident that a multi-method crowdsourcing model can be a functional model for crowdsourcing
local knowledge. However, there are several challenges in analysing data and using the knowledge in urban planning.
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1. Introduction

Crowdsourcing can be a powerful tool for enhancing pub-
lic participation in urban planning processes (Brabham,
2009). In general, crowdsourcing can be considered as
an activity of using the power of the crowd to accom-
plish a task or to solve a problem (Nakatsu, Grossman,
& Charamblos, 2014). The concept was first introduced
by Jeff Howe in Wired magazine in 2006, when he wrote
about businesses outsourcing tasks to undefined groups
of people (Howe, 2006).

In academic research, there are various interpreta-
tions of crowdsourcing. Recently, the concept of crowd-
sourcing has been used in research related to public
participation GIS (PPGIS) in the meaning of gathering
datawithmap surveys (e.g., López-Aparicio, Vogt, Schnei-
der, Kahila-Tani, & Broberg, 2017; Pánek & Benediktsson,

2017) and extracting knowledge from user-generated so-
cial media data (e.g., Dunkel, 2015; Zhou & Zhang, 2016).
Contrary to this, Brabham (2009) and Seltzer and Mah-
moudi (2012) argue that collecting data for planningwith
web-based surveys or using user-generated social media
data should not be considered as crowdsourcing. They
emphasise that crowdsourcing is about problem-solving
and, in urban planning, crowdsourcing should include
planning solutions to answer planning problems. How-
ever, based on a wider definition of crowdsourcing pre-
sented by Nakatsu et al. (2014), any task related to the
job (i.e., planning) can be crowdsourced.

Nevertheless, some researchers have argued that
more empirical research in close relation to real plan-
ning situations is needed to prove if crowdsourcingmeth-
ods really are applicable and useful in urban planning
and decision making (Nielek, Ciastek, & Kope, 2017).
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This study fills that gap by applying a crowdsourcing
method in an actual urban planning case study in Nikkilä,
Sipoo, Finland.

In this study, knowledge gathering with PPGIS and so-
cial media is considered as crowdsourcing. In the case
study Nikkilä Memories, a crowdsourcing model for col-
lecting local knowledge related to people’smemories, ex-
periences and values is developed and tested in Nikkilä,
Sipoo. Social media and PPGIS are used for collecting lo-
cal people’s place-based memories related to old build-
ings and places of Nikkilä. In addition to the collected
data, the author uses her own experiences from urban
planning practices as a source for this study.

1.1. Introduction to the Case Study Nikkilä Memories

Nikkilä is the administrative centre of Sipoo, a growing
municipality within the metropolitan area of Helsinki,
Finland. In Sipoo, there are currently 20,000 inhabitants,
of which approximately 4,400 live in Nikkilä. Despite its
small population size and rural character, Sipoo is at the
moment one of the fastest growing municipalities in Fin-
land with 2% annual population growth rate. The centre
of Nikkilä is undergoing a transformation: the population
rate will be doubled in the coming decades, and, thus,
the existing structure of the centre will be densified and
new housing areas will be built close to the centre. Cur-
rently, an outline plan of the whole area is in the making,
to define the areas for densification and enlargement of
the town. TheNikkiläMemories case study provides local
knowledge, especially for the outline planning process,
but also for future detailed planning of Nikkilä.

In the post-industrial cities, cultural aspects such as
cultural heritage have been identified as an important
resource for urban development and planning. Built cul-
tural heritage is an evident asset when cities are aim-
ing to create and maintain a distinctive and authentic
sense of place (Bianchini & Ghilardi, 2007). The cultural
resources of Nikkilä have been studied recently (Nummi
& Tzoulas, 2015), and, based on that, built cultural her-
itage has been identified as a cornerstone of the iden-
tity of the place. Therefore, it is relevant to further study
the values and meanings related to the cultural heritage
of Nikkilä.

Furthermore, it is relevant to study and understand
intangible aspects of cultural heritage. Zukin (2012) ar-
gues that ‘advocates working within the framework of
cities’ historic preservation laws generally focus on pro-
tecting the tangible heritage of individual buildings and
districts’ while the intangible heritage is neglected. His-
toric monuments and buildings are being preserved,
whereas urban places that do not possess tangible his-
torical values are underappreciated. Hence, to reveal the
intangible aspects of the cultural heritage of Nikkilä, it is
relevant to understand the local culture and local stake-
holders’ viewpoints.

In the case study of Nikkilä, crowdsourcing is used to
collect and share place-basedmemories and experiences

to find out what the value of the built cultural heritage
is and what elements form the intangible cultural her-
itage of Nikkilä. The idea of collecting place-based mem-
ories came together in a discussion between the author
and the planners of Sipoo. The planners pointed out that
there was a need to update and complete the expert in-
ventory of the built cultural heritage as the data was in-
adequate for assessing the significance of old buildings.
They also wanted to engage local people in the evalua-
tion of the buildings, and, together with the author, they
came up with an idea of crowdsourcing.

The novelty of this research is that it combines two
complementary methods and data sources, i.e., social
media and PPGIS data, in the crowdsourcing model.
Apart from that, in relation to the cultural heritage,
this study brings together experts and non-professional
knowledge as parallel and comparable.

2. Background

2.1. Participatory Urban Planning

In the urban planning context, crowdsourcing can be
seen as a model for enhancing public participation (Brab-
ham, 2009). Planning theorists, like Patsy Healey (1997,
1999), define participatory planning as a communicative
and human-centred approach to urban planning and de-
cision making. Participatory planning is connected to de-
liberative democracy, a model of democracy that em-
phasises public debate and discussion as a basis for fair
decision making. The framework of collaborative plan-
ning, presented by Healey (1997, 1999), is a commu-
nicative model for participatory urban planning. Healey
describes planning as ‘an interactive process, involving
communicative work among participants, during which
issues, problems, strategies and policy ideas are given
form and meaning’ (Healey, 1997, p. 91). She also points
out that knowledge building that aims at shared under-
standing is a central part of a collaborative planning
process (Healey, 1999). Furthermore, Healey (1997) em-
phasises acknowledging and accepting different types of
knowledge, both expert and non-expert, into the plan-
ning process. Van Herzele (2004) describes local knowl-
edge as non-professional knowledge expressed by par-
ticipants (particularly local residents) in a planning pro-
cess. Furthermore, Kahila and Kyttä (2008) argue that
experiential knowledge generated by local people can
be considered as local knowledge as well. Based on this,
local place-based memories and experiences produced
in the case study Nikkilä Memories can be seen as lo-
cal knowledge.

The adoption of participatory urban planning prac-
tices in Finland has been advanced by the land use and
building law that came into effect in 2000. It is required
that everyone in Finland should have the opportunity to
participate in the planning processes that are affecting
their everyday lives or living environment (Finlex, 1999).
It is mandatory to present plan proposals publicly and
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provide citizens with a possibility to give feedback about
the proposed planning solution, but it is not obligatory,
for example, to engage citizens in goal setting in the be-
ginning of the planning process or in designing planning
solutions during the planning process. Despite the good
intentions of the act, it has produced planning practices
where participation takes place at a very late stage of
planning, and the citizens’ role remains narrow, an opin-
ion giver. It is widely acknowledged that successful re-
sults require participation in an early phase of planning
(Eräranta & Staffans, 2015). In the case study of Nikkilä
Memories, the crowdsourcing method is tested in an
early phase of planning to answer this practical question.

2.2. Crowdsourcing in Urban Planning Context

The principal definition of crowdsourcing in the ur-
ban planning context is problem-solving. Both Brabham
(2009) and Seltzer and Mahmoudi (2012) present mod-
els of crowdsourcing solutions for planning problems.
Seltzer and Mahmoudi do not include social media,
PPGIS or other survey methods in crowdsourcing. They
argue that crowdsourcing should always contain ideas
generation and solution selection phases, which usually
do not exist in processes that focus on gathering local
knowledge. Brabham (2009) describes crowdsourcing in
urban planning as a tool for outsourcing the design of
planning solutions. Furthermore, he argues that it is a
question of empowering citizens by letting them also vet
the planning solutions created by the crowd. It is worth
mentioning that, according to Brabham, crowdsourcing
is not a bottom-up approach to urban planning. On the
contrary, it is verymuch a top-down steered processwith
a well-defined and focused task that the crowd is partici-
pating in.

In recent crowdsourcing studies, examples of lo-
cal knowledge gathering and methods supporting non-
experts to design planning proposals are presented. For
example, Mueller, Lu, Chirkin, Klein and Schmitt (2018)
present amodel and toolkit (Quick UrbanAnalysis Kit) for
crowdsourcing citizen feedback, ideas and wishes. They
developed a participatory planning strategy which com-
bined a co-design approach with crowdsourcing meth-
ods and introduced a design tool that enables non-
experts to do simple design tasks. Examples of knowl-
edge gathering for urban planning relate to various sub-
jects. For example, Yang and Ng (2017) have tested the
potential of using crowdsourced user-generated data to
monitor urban rainfall. They found that crowdsourced
data lead to a more accurate modelling of storm wa-
ter flows as compared to rain gauge data. Pánek and
Benediktsson (2017) applied an ‘emotional mapping’
methodology to study cyclists’ opinions about cycling
routes and places that they encounter in Reykjavík, Ice-
land. They describe their data collection method as geo-
graphical crowdsourcing, and argue that this kind of par-
ticipatory planning support system can help to bridge the
gap between planners and citizens. López-Aparicio et al.

(2017) used a PPGIS tool for collecting information about
wood burning for residential heating in Norway, and de-
scribed the method as crowdsourcing as well.

The development and research of PPGIS methods,
web map tools for gathering local knowledge, have been
going on for a decade (Kahila-Tani, Broberg, Kyttä, &
Tyger, 2016). Brown (2015) argues that crowdsourcing
with PPGIS tools is starting to become more frequent
in urban planning practices. Crowdsourcing with PPGIS
tools is closely related with the concept of volunteered
geographical information (VGI), which means the pro-
cess of users voluntarily producing geographic data, such
as marking geographic features or objects (e.g., updat-
ing OpenStreetMap) or adding geodata to objects shared
in social media (Elwood, Goodchild, & Sui, 2012). Taking
into account Brabham’s (2009) definition of crowdsourc-
ing, VGI can also be considered as crowdsourcing if it is
steered top-down, for example, by the municipal author-
ities in the case of urban planning.

On the grounds of previous definitions of crowd-
sourcing and examples, social media should not be con-
sidered as crowdsourcing, because the users are not
accomplishing any predefined tasks or trying to solve
a problem. However, in many studies that use user-
generated social media data as a data source for an anal-
ysis, this is presented as a form of crowdsourcing, as will
be reported in Section 2.3. Also, a social media platform
can be used for crowdsourcing if the users are contribut-
ing to a task, for example, taking part in data gathering
by posting pictures on Instagram, as in the case study of
Nikkilä Memories.

2.3. Social Media Data Analysis in Urban Planning

Using social media in knowledge gathering for urban
planning is relatively new and there are few studies re-
lated to actual planning processes using social media
data (Nummi, 2017). Generally, in public administration,
social media tools are used for information dissemina-
tion and collaboration, and Khan (2015) argues thatmod-
els for social media-based government are found useful
for increasing public participation. Khan presents differ-
ent relationships between citizens and government, and
points out that citizens can, for example, act as an infor-
mational source via social media channels by providing
feedback or expert opinion for government.

The use of social media has been increasing over the
last decade and new services are being implemented. So-
cial media have become a part of many people’s every-
day life: for example, in Finland, more than 50% of inhab-
itants have a profile in a social media channel (Official
Statistics of Finland, 2017). For urban planning, this of-
fers opportunities to communicate with citizens and to
study various aspects of citizens’ experiences, opinions
and feelings. In other words, social media can be used as
an interaction tool or a data source in urban planning.

When social media are seen as a data source, as
in this study, it is relevant to contemplate social media
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data analysis methods (SMDA). These are computational
methods for analysing user-generated content from so-
cial media (Nummi, 2017). Recently, in academia, there
has been an increasing interest in adopting social media
analysis methods for urban planning. For example, Tasse
and Hong (2014) presented opportunities to use geo-
tagged social media data to better understand cities, and
a variety of SMDA methods have been studied in case
studies in different parts of the world. The increasing
numbers of research papers in this field suggest the top-
icality of this subject. These methods can be categorised
in four themes: opinionmining, place-based experiences,
understanding people’s behaviour in a city, and the city
structure based on social media data (Nummi, 2017).

For example, people’s place-based experiences have
been studied by Dunkel (2015), who developed a GIS
method for analysing people’s landscape experiences
and values using crowdsourced data from Instagram.
Apart from that, urban sounds and smells (Aiello, Schi-
fanella, Quercia, & Aletta, 2016; Quercia, Aiello, & Schi-
fanella, 2016), feeling of stress (Sykora et al., 2015) and
emotions (Resch, Summa, Zeile, & Strube, 2016) have
been studied to help planners to understand how peo-
ple experience the city. Opinionmining has been used by
Campagna and colleagues (Campagna, 2014; Campagna,
Floris, Massa, Girsheva, & Ivanov, 2015), who created a
special social media platform to listen to citizens’ view-
points in relation to city planning in Cagliari, Italy, and
by López-Ornelas and Zaragoza (2015), who studied opin-
ions and feelings related to a new airport in Mexico City.
Points of interest (POI) are an obvious source of planning-
related data that describes crowd behaviour in a city and,
thus, provide insight into places and areas that attract
people (Hu et al., 2015; Paldino, Bojic, Sobolevsky, Ratti,
& González, 2015).

Analysis methods that reveal the structure of the city
are often based on location-based (e.g., geotagged) so-
cial media data. For example, Frias-Martinez and Frias-
Martinez (2014) studied geotagged Tweets to find out
the actual land use of areas based on people’s activi-
ties. They were able to analyse areas that are used for
business, leisure, housing and nightlife with a GIS analy-
sis. Methods that detect similarities between areas are
also enlightening the city structure from users’ point
of view. For example, Cranshaw, Schwartz, Hong and
Sadeh (2012) developed a tool called Livehoods that vi-
sualises on a map areas that are similar based on resi-
dents’ activities.

3. Research Questions and Methods

The overall research problem is what kind of crowdsourc-
ing model can reveal local people’s values and place-
based memories related to the built cultural heritage.
The need for this case study came from the urban plan-
ners of Sipoo, as they had pointed out the need to better
understand the value and meaning of old buildings and
places in Nikkilä for local inhabitants. An inventory of cul-

tural heritage objects and areas was conducted earlier,
in 2005, by experts in built cultural heritage and archi-
tecture (Municipality of Sipoo, 2006). The weakness of
such expert examination is that it does not take residents’
viewpoints into account. One important question in the
case studywaswhether the values of residents are in line
with this expert evaluation or not. In participatory urban
planning, identifying local people’s viewpoints and val-
ues is central to be able to focus the development goals
and draw alignments in a culturally and socially sustain-
able way.

The research questions were posed from both re-
search and planning perspectives. The actual research
questions were related to crowdsourcing model and
methods:

• What kind of crowdsourcingmodel can be used for
gathering local place-based memories, values and
experiences related to the built cultural heritage?

• Is crowdsourcing a functional model for this task?
• What is the value of using social media in crowd-

sourcing?
• What kind of challenges and benefits does this

crowdsourcing model produce?

From the urban planning perspective, the following ques-
tions are studied:

• Which old buildings are valuable to local people
in Nikkilä?

• Are experts’ evaluations and the values of non-
professional people in line or do they differ?

• What does the data reveal about the intangible as-
pects of cultural heritage?

• How can the results from the crowdsourcing be re-
flected in planning?

In the case study of Nikkilä Memories, these questions
are approachedwith amulti-method approach that com-
bines a map questionnaire and social media data. The
map questionnaire was created with the Maptionnaire
tool. Social media were used to facilitate people to share
their memories from Nikkilä with hashtag #muistojen-
nikkilä, and a local Facebook group related to old build-
ings in Sipoo was observed.

The aim of this case study was to examine how lo-
cal people value cultural heritage objects (e.g., histori-
cal buildings and cultural landscape areas in Nikkilä) and
what kind of memories they have related to the built cul-
tural heritage. The idea behind the approach was that
people’s memories are related to the appreciation they
feel towards the cultural heritage, and that memories
can reveal the intangible cultural heritage of Nikkilä.

4. The Case Study Nikkilä Memories

In the following sections, the starting points, methods
and data of the case study Nikkilä Memories are pre-
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sented. First, the village of Nikkilä is described, and then
crowdsourcing methods (map questionnaire, social me-
dia monitoring and observation of a self-organized Face-
book group) and the analysis method are presented.

4.1. Nikkilä—A Small Town in the Centre of Sipoo,
Finland

Nikkilä is a townwith currently only approximately 4,400
inhabitants. The area is undergoing major transforma-
tion, because the aim of the municipality is to more than
double the population within the next 10 years. This, of
course, means that the environment will change signifi-
cantly, and, thus, it is important to engage local people in
the planning of the area. The case study of Nikkilä Mem-
ories is part of an ongoing participatory process started
a few years ago (Nummi & Tzoulas, 2015).

The areal image of Nikkilä (Figure 1) describes the
physical characteristics of the village. The dense centre
of Nikkilä is surrounded by rural agricultural areas, fields
and forests. In the foreground of the picture, a new hous-
ing area of Sipoon Jokilaakso (the River Valley of Sipoo)
is under construction. Apart from these expansion areas,
the existing structure of Nikkilä is being densified. Old de-
partment and office buildings from the 1980s have been
pulled down and replaced by new apartment buildings in
the centre of Nikkilä (Figure 2, above).

The history of Nikkilä derives from themediaeval age.
An old mediaeval stone church (Figure 2) built in the fif-
teenth century is the oldest building in Nikkilä. The built
cultural heritage is diverse; along the main street, Iso
Kylätie, there are several old wooden buildings from the
late nineteenth or early twentieth century (Figure 2). In
the twentieth century, development of the village was

strongly affected by the establishment of a mental hos-
pital in 1914. The hospital operated in Nikkilä until 1999,
and, after it was closed, the hospital area was renovated
to a picturesque housing area, but still the termination
of the hospital decreased the population and liveability
of Nikkilä.

4.2. Crowdsourcing Model

The elementary idea of the crowdsourcing project was
to set the expert-driven cultural heritage inventory un-
der public evaluation with a map questionnaire. Apart
from that, people’s place-based memories and experi-
ences were crowdsourced. A map questionnaire was de-
velopedwith a PPGIS tool calledMaptionnaire, and itwas
used in parallel with social media to offer multiple ways
for people to express their thoughts. In social media,
people were encouraged to share their memories from
Nikkilä with the hashtag #muistojennikkilä. Both of these
methods are explained in detail in the next sections.

4.3. Map Questionnaire

Themap questionnaire was open from 21March–31 July
2016 and 186 answers were received. The data consisted
of more than 700 evaluations of old buildings, 39 writ-
ten memories, 12 images and 106 markings for person-
ally important buildings. The questionnaire was an open
web questionnaire and, thus, the data is biased towards
those participants who are most interested in the local
built cultural heritage of Nikkilä. This kind of methodol-
ogy can be considered as a crowdsourcing data collection
(not as a survey method) as the sample of respondents
is not representative.

Figure 1. Areal photo of Nikkilä. Copyright: Municipality of Sipoo, Ilmakuva Vallas Oy/Hannu Vallas. Used with permission.
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Figure 2. Old and new buildings in Nikkilä. Above: New apartment buildings in the heart of Nikkilä. Copyright: Suvi Suo-
vaara and Municipality of Sipoo; below: the old mediaeval stone church from the fifteenth century (picture by the author)
and old wooden house in the main street of Nikkilä (Iso Kylätie), Copyright: Municipality of Sipoo. Used with permission.

The questionnaire was promoted in various ways:
first, the preliminary version of the questionnaire was
tested in an event for local residents of Nikkilä. Then,
the projectwas launched and localmediawere informed,
and the URL address of the questionnaire was shared in
social media (e.g., the Facebook page of the municipal-
ity). Also, Facebook marketing targeted for users living in
Sipoo was used to reach the respondents.

Table 1 shows the overview of respondents of the
questionnaire. Surprisingly, although the map question-
naire was promoted in Sipoo, altogether 38% of the re-
spondents came from outside the municipality, and only
32%were local residents of Sipoo. It is evident that many
former residents answered the questionnaire. The age of
the respondents centres around age groups from 26 to
65. Younger and older respondents were in the minor-
ity. Women were more active in responding (62%) than
men (38%).

The map questionnaire comprised four parts: 1) eval-
uating old buildings (built cultural heritage) as shown
in Figure 3; 2) adding personally important buildings on
the map; 3) evaluating culturally important landscape ar-
eas; and 4) sharing memories and stories about Nikkilä.

This article focuses on the built cultural heritage (parts 1
and 2) and people’s place-based memories (part 4).

Table 1. Overview of the PPGIS respondents.

Percentage (%)

Gender
Male 38%
Female 62%

Age
under 18 1%
19–25 9%
26–35 18%
36–45 20%
46–55 26%
56–65 18%
66–75 6%
over 75 1%

Place of residence
Nikkilä 32%
Other place in Sipoo 30%
Somewhere else 38%

Urban Planning, 2018, Volume 3, Issue 1, Pages 100–115 105



Figure 3. A screen of Nikkilä Memories map questionnaire. Copyright: Municipality of Sipoo and Mapita Oy. Used with
permission.

The screenshot (Figure 3) represents the part of the
questionnaire where the respondent was able to evalu-
ate the cultural heritage buildings and to share memo-
ries about the building. The data was used to assess how
people’s evaluations differ from the experts’ evaluation
of the built heritage. Apart from that,memories linked to
the buildings were analysed to understand the meaning
of the buildings.

4.4. Social Media Monitoring

Social media were used as a crowdsourcing tool by en-
couraging people to share their memories from Nikkilä
with hashtag #muistojennikkilä on Instagram, Twitter
and Facebook. An Instagram profile called Nikkilä Mem-
ories was opened in April 2016 to facilitate crowdsourc-
ing. With that profile, the author forwarded memories
collected with the map questionnaire to inspire people
to share their memories. ViidakkoMonitor, a social me-
dia monitoring tool developed by a Finnish IT company,
Koodiviidakko Oy, was used for following the hashtag
#muistojennikkilä in all the channels from June 2016 to
June 2017.

During the time from June 2016 to June 2017, peo-
ple shared in total 228 postswith the hashtag. Postswere
manually classified by their content, and, as a result, 28%

of the posts were related to landscapes, 22% to build-
ings, 19% to events organized in Nikkilä and 12% to art
or culture.

Instagram was the primary tool, with 191 posts, and
it appeared to complement the PPGIS data in an essen-
tial way by providing visual representations of peoples’
place-based experiences. The major flaw with the social
media datawas that it did not contain any geodata. Apart
from that, it is evident that only a small group of active
residents were posting content.

4.5. Observation of a Local Facebook Group

A local Facebook group called ‘Old buildings in Sipoo’
(Sipoon vanhat rakennukset–Gamla byggnader i Sibbo)
was observed to find out if people shared theirmemories
or discussed the built cultural heritage on Facebook. The
observation was executed manually during a two-month
period in spring 2016.

‘Old buildings in Sipoo’ is a closed Facebook group
with more than 800 members. In Facebook, anyone can
find closed groups and see their members but only mem-
bers can see posts in that group (Facebook, 2017). Closed
or secret groups cannot be crawled with social media
monitors and, to protect the privacy of users, Facebook
does not allow downloading of data from the groups.
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Ensuring the privacy of social media users is recog-
nised as a critical issue in social media research. Even
if the data is publicly available, it does not mean that
it can be used without considering privacy protection.
On the contrary, Zimmer (2010) argues that ‘privacy and
anonymity do not disappear simply because subjects par-
ticipate in online social networks; rather, they become
even more important’.

In this case study, the observation of the group was
agreed upon in a discussion with the group modera-
tors. Furthermore, the researcher posted a message to
the group describing how the observation was done. It
was emphasised that no personal information (names
or quotes) would be published without asking for per-
mission. Observation was done afterwards by manually
browsing the group news feed.

4.6. Map Analysis

The crowdsourcing data was manually analysed with
a qualitative approach. The data collected, i.e., results
from the map questionnaire and posts from social me-
dia, were brought together on one map. Combining all
the different data sources was laborious, largely because
the social media posts were not geotagged, and the loca-

tions of the posts were marked manually on the map if
it was possible to identify the place. The locations of the
images and posts were not recognisable in all posts, and,
thus, it was impossible to show all the data on the map:
altogether, only 68 out of 191 Instagram posts (i.e., 36%)
were included in the map analysis. Despite this, it seems
that social media do support and complement crowd-
sourcing with the questionnaire: for example, some de-
molished buildings (e.g., the old bus station in Figure 5,
gas station andmilk central) arementioned in both forms
of data, but pictures of those buildings are shared only in
social media.

The social media also tell stories not available in the
questionnaire data. For example, buildings and sites that
are currently under construction are emphasised in so-
cial media even if the buildings have not been recog-
nised as important. This naturally indicates the impor-
tance of the local environment and the ongoing change
in the town.

The conjunctive map analysis revealed various find-
ings (numbers indicate the locations on the map in
Figure 4):

• Demolished buildings (1) are part of the cultural
heritage of Nikkilä. These buildings are mentioned

Figure 4. Thematic map of crowdsourced data from map questionnaire and Instagram. Copyright: Map background: Na-
tional Land Survey of Finland, 10 November 2017.
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in both the questionnaire and socialmedia, but pic-
tures of these are shared only in social media.

• Buildings that are evaluated as important in the
PPGIS data also get attention in social media (such
as the old wooden houses on Iso Kylätie) (2).

• In the centre of Nikkilä, most of the cultural her-
itage objects evaluated as valuable by experts in
the cultural heritage inventory of Sipoo are also
valued as personally important by the respon-
dents (3).

• Some personally valued buildings are not consid-
ered important in the cultural heritage inventory
(for example, an old barn and a restaurant from the
‘70s) (4).

• There is only one cultural heritage object, an old
apartment block from the 1940s, that was evalu-
ated as invaluable in PPGIS (5). However, this build-
ing was recognisedmany times in social media, be-
cause of an art work: a mural painted on the walls
of the building.

• Meeting places such as schools, grocery stores and
restaurants are often evaluated as personally im-
portant buildings in the PPGIS data (6).

• In social media, buildings and sites that are cur-
rently under construction are emphasised even if
the buildings have not been recognised as impor-
tant in PPGIS (7).

5. Results from the Case Study Nikkilä Memories

The crowdsourcing model used in the case study com-
bined different data sources: map questionnaire, In-
stagram and Twitter posts and observation of a self-
organized Facebook group. The data sources appeared
to be powerful sources of three different types of local

knowledge: PPGIS provided knowledge for comparison
of expert and non-expert values and place-based memo-
ries; social media (especially Instagram) provided a tool
for gathering and sharing visual representations of place-
based experiences; the self-organized Facebook group
appeared to be a tool for collective memory and knowl-
edge building. In the following sections, the results are
discussed in detail.

5.1. Functionality of the Crowdsourcing Model

In this article, the main research focus is on the crowd-
sourcing model and how functional the combination of
PPGIS and social media crowdsourcing was in this case.
The results indicate that this kind ofmulti-method crowd-
sourcing is beneficial but laborious to implement and
analyse. It is evident that themethods complement each
other; with PPGIS, it was possible to evaluate the im-
portance of old buildings and collect textual place-based
memories. Social media, especially Instagram, on the
other hand, provided a large amount of visual represen-
tations of people’s experiences from Nikkilä. However, it
seems difficult to capture the authentic experience from
the Instagram posts. In some cases, users describe their
feelings about the places but often the interpretation re-
mains open. Apart from that, only a fraction of the im-
ages were geotagged and the monitoring tool that was
used did not collect location data. Thus, the Instagram
data presented on the analysis map was geotagged man-
ually by the researcher. To do so, it was necessary to be
very familiar with the place.

The Instagram data consisted mostly of instant expe-
riences rather than memories. Exceptions were a couple
of historical images, one representing the old bus station
(Figure 5) and a landscape photo from the beginning of

Figure 5. Nikkilä bus station, image shared on Instagram. Copyright: Benita Christina Lipponen. Used with permission.
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the twentieth century. Naturally, it requires more moti-
vation to post an old picture to Instagram since the tool
is designed for posting images taken with mobile device.

5.2. Comparison between Local Knowledge and Expert
Knowledge

The map analysis (Figure 4) provides an insight into resi-
dents’ views in relation to expert knowledge by visualis-
ing the cultural heritage buildings identified by experts
and buildings valued by residents in parallel. It shows
that, in the centre of Nikkilä, almost all the cultural her-
itage buildings defined by the authorities are appreci-
ated also by the respondents of the questionnaire. Only
one building in the centre of Nikkilä, a former apartment
building built in the 1940s (Figure 6), was evaluated neg-
atively by the respondents due to its bad condition and
‘ugly’ appearance. The results indicate a reasonable level
of consensus about the values of the built cultural her-
itage between the experts and local people. Yet, there
are buildings that were reported as valuable personally
for the respondents, but are not recognised as culturally
valuable by the authorities. These buildings are, for ex-
ample, schools, stores, homes and locations of buildings
that have been demolished, such as the old bus station
of Nikkilä, two gas stations and kiosks where kids used to
buy candies.

Pictures of buildings that were considered valuable
in the questionnaire were also shared on social media.
Hence, it seems that social media complement and con-
firm the results from the questionnaire. On Instagram,
people shared pictures of personally important buildings,
but also new buildings that were under construction in
the centre of Nikkilä. In this way, the change of the phys-
ical environment is documented on social media.

5.3. The Value of Place-Based Memories: Revealing the
Intangible Cultural Heritage

Based on qualitative analysis of this heterogeneous data
set, it was possible to find out how people value cul-
tural heritage buildings in Nikkilä. Furthermore, based
on people’s memories and experiences presented in the
PPGIS and social media, it was possible to understand
the reasons why these buildings are valued. For exam-
ple, many childhood memories from the mid-twentieth
century were reported. This rich source ofmemories and
experiences can be seen as a representation of intangi-
ble cultural heritage: the data reveals the local history of
Nikkilä as experienced by local people and also reveals
places that are currently provoking new memories.

The map questionnaire data, especially the memo-
ries mapped to the old wooden houses along the main
street, Iso Kylätie, reveal the intangible aspects of cul-
tural heritage. A lot of memories are related to shops
and services that used to operate in the wooden houses
along the main street of the village, Iso Kylätie. For ex-
ample, these quotes describe the memories related to
shops and services (free translations by the author):

As a child, I went shopping in “Ässä” many times.
I have danced until the early hours in “Kellari”.
Was it here where Lagerqvist was selling cheese? At
some point there was an electrical shop on one side
of the building also.
There was Broström’s car spare part shop in this build-
ing. Earlier he had a gas station. There was everything
you needed.
Rosenholm’s was a legendary shop where you could
buy everything you needed. The smell in the shop
was extremely fine and service was always good and

Figure 6.An old apartment building called ‘Aravatalo’ in the centre of Nikkiläwas evaluated asworthless. Copyright: author.
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friendly! My mother used to work there as an assis-
tant and that felt extremely fabulous as a child.
This is where we used to shop at the beginning of
the 1950s when we were riding bikes. Rosenholm
had everything, all the possible spare parts for bicy-
cles. Books, bicycles, mopeds, LPs, fabrics, threads
and nails etc. Here I bought my Billnäs spanner to be
able to change tyres myself.

Some of these old buildings still exist and new local ser-
vices, like a café, a decoration shop, a car service and a
flea market, operate in the houses. Based on the results
of the crowdsourcing, it is evident that this local ‘shop-
ping street’ is an important part of Nikkilä’s intangible
cultural heritage, and developing it further as an active
part of Nikkilä would support the local identity.

It is not surprising that a local shopping street with
a variety of services and shops is a central part of peo-
ple’s memories. Zukin (2012) has pointed out in a case
study in Amsterdam that local shopping streets shape
the intangible cultural heritage and store collectivemem-
ory. She emphasises that modern consumer culture and
globalised businesses are a threat to these streets, and,
therefore, official protection is needed. In Nikkilä, the in-
tangible culture of the local businesses and old buildings
on the main street is in danger of extinction.

5.4. Building a Collective Memory in Self-Organized
Facebook Group

The local self-organized Facebook group ‘Old buildings in
Sipoo’ appeared to be a good source of local history and
a place for shaping a collective memory; people seemed
to be eager to share information,memories andpieces of
local history there. It is quite obvious that in a local group
specialising in old buildings, people discuss the history
of buildings and places, and, thus, they build a collective
memory together.

Sharing memories in the Facebook group often
started when a picture of an old building or a historical
picture was posted to the group. This makes it challeng-
ing or even impossible to automatically monitor memo-
ries in social media. In this case, discussions in the Face-
book group were observed manually by following the
group as a member. In fact, on the record, there are no
social media monitoring tools that can be used for moni-
toring closed Facebook groups.

One example of an image that evoked memories is
the picture of old wooden houses on the main street
of Nikkilä (Iso Kylätie) (Figure 7). The original post only
consists of the year (presumably the year the image was
taken) and the photograph. Inspired by the photo, peo-
ple started to discuss what kind of shops there have been
in the buildings and what they had bought (or wished to
buy) there. For example, in this case the discussion starts
with a memory of a book shop and continues with the
items they were selling (freely translated by the author):

There was Rosenholm’s book and gift store in the blue
house. (Member 1)
Rosenholm had much more: toys, fireworks, fabrics,
yarns, sewing material, bikes and repair and spare
part service for bikes and mopeds. (Member 2)
We had our eyes on the toys in that gable window.
(Member 1)

Figure 7. Screenshot from Facebook group ‘Old buildings
in Sipoo’. An image that evoked memories. Copyright of
the photograph: Jenna Seppänen. Usedwith permission.

This kind of information describing the use of the build-
ing is useful for cultural history inventories; it describes
the intangible part of cultural history that is often miss-
ing. Apart from that, these results suggest that people’s
memories should be a part of the knowledge base of
urban planning. Memories and stories are easy to em-
pathise with, and it would help planners to see the place
through other people’s eyes and to better understand
the intangible cultural heritage.

As on Instagram, the buildings that were commented
on Facebook aremostly the same as those thatwere eval-
uated as important in PPGIS. The difference on Facebook
is that people also share their memories and discuss the
local history. From a crowdsourcing perspective, it is dis-
appointing that such data is not open to be used in ur-
ban planning.

5.5. Crowdsourcing Data—Benefits and Challenges for
Planning Practices

The results show how crowdsourcing with different tools
provides different kinds of data. All the tools used in
the crowdsourcing have their advantages and flaws. The
main findings are presented in Table 2.
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Table 2. Comparison of crowdsourcing methods.

PPGIS Instagram Facebook group

Data 186 respondents 191 posts shared with 13 discussion threads related to
hashtag #muistojennikkilä built cultural heritage in Nikkilä

Users/respondents Residents of Nikkilä, other 126 followers, active users Local residents interested in
parts of Sipoo or former (who post images) are local old buildings in Sipoo
residents of Nikkilä residents from Nikkilä

Benefits Geotagged data Visual representations Enables building a
Comparison of experts’ complement PPGIS data collective memory
and residents’ viewpoints

Challenges Laborious analysis: GIS Availability of the data: collecting Availability of the data: it is not
is not designed for data needs a monitoring tool, allowed to download data
qualitative content the tool does not collect from a closed Facebook group
analysis geodata, geo-locating the

posts requires extensive
familiarity with the place

As mentioned before, analysing the heterogeneous
crowdsourcing data was laborious. Three main chal-
lenges were found during the analysis process: first, pro-
cessing the qualitative GIS data from the questionnaire
is not a straightforward process; GIS applications are
not designed for qualitative analysis. Second, social me-
dia data was not geotagged. Since June 2016, Instagram
does not provide an open API that would allow a re-
searcher to crawl and download user-generated data.
Therefore, to be able to perform a comprehensive anal-
ysis on the map, social media data was manually geo-
tagged. Third, planners are still used to report-based
practices. It became evident in the analysis phase that
planners wanted the PPGIS data to be reported as a doc-
umentwhere each buildingwith thememories related to
it is presented separately. The other option would have
been to develop a map tool that combines all crowd-
sourcing data on one interactive map. This observation
is in line with Eräranta and Staffans (2015), who argue
that urban planning is still a strongly report-based ac-
tivity. Therefore, integrating crowdsourcing into urban
planning requires new data-oriented planning practices
instead of working with static reports. In fact, this is
crucial, as in practice it is impossible to publish user-
generated social media data as a report document due
to the copyrights.

5.6. The Reflection to the Planning of Nikkilä

In the development plan of Nikkilä (Municipality of Sipoo,
2016), the planners of Sipoo analysed this information
and translated it to alignments that guide future detailed
planning. In that plan, it was, for example, identified
that old milieus (especially the old wooden houses in
Nikkilä) are not only dear to the residents, but also cor-
nerstones of the identity ofNikkilä. Thus, it was aligned in
the development plan that architectural heritage should
be taken as a starting point when developing new build-

ing (Municipality of Sipoo, 2016). This indicates that, in
this case, buildings significant to participants should be
maintained, and the new building should be fitted to
the cultural heritage. However, it is mentioned in the
development plan that the characteristics of traditional
building can also be expressed by contemporary architec-
ture. This means that the aim is to develop a townscape
that contains different architectural layers that reflect
the building period: old buildings with traditional style
are preserved and new buildings with contemporary ar-
chitecture complement the cultural heritage.

Currently, an outline plan and several detailed plans
for the Nikkilä area are in the making. In the outline
plan, the planners generated user profiles that repre-
sent different kinds of residents in Nikkilä. These pro-
files are then used for evaluating planning solutions.
The planners also mentioned that the data can be used
as background information for different future planning
projects. The aim is to continue this study with a follow-
up phase to find out how the data are used in these on-
going planning projects.

The analysis presented in this article, produced by
the researcher, provides knowledge for the outline plan-
ning process of Nikkilä. It provides an interpretation of
the sociocultural heritage of Nikkilä, a presentation that
can and should be considered when evaluating the plan-
ning solutions. Especially considering how commercial
services are developed and where are they located in
the city structure is an important question. Also, how
will traffic flows affect the old shopping street of Nikkilä:
does it help business to flourish or not?

6. Discussion

Regardless of the encouraging results, this approach has
several shortcomings in relation to representativeness
of the participants, the useability of the PPGIS ques-
tionnaire, availability of social media data, difficulties in
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analysing heterogeneous data sets and limited useful-
ness of the results for urban planning.

The limitations of the PPGIS method relates to the
representativeness of the participants. It is evident that
the selection of tools using social media and internet as a
primarymarketing channel ended upwith a result where
respondents do not represent all age groups. Especially
older respondents (over 66 years) are underrepresented,
but also younger age groups (under 25 years) are miss-
ing based on the questionnaire results. Considering the
number of residents in Nikkilä, the PPGIS method pro-
vided a relatively good number of respondents (in total,
186). However, in order to gather a comprehensive data
set for evaluating the value of the old buildings, a larger
respondent group would have been needed. Also, it be-
came evident that there were useability problems with
the questionnaire; some respondents claimed that it was
too difficult to use the map and evaluating the old build-
ings was burdensome.

The PPGIS method was designed primarily for com-
parison of local and expert opinions. It is probable that
presenting the cultural heritage objects valued by ex-
perts as a basis for the evaluation had an influence on the
responses. In the questionnaire, respondentswere asked
to evaluate buildings considered valuable by the experts,
but, after this stage, they were given a possibility to add
personally important buildings on the map. Altogether,
106 personally important buildings were mapped, of
which one proportion was old buildings already demol-
ished, one proportion included some buildings that were
presented in the expert evaluation, and one proportion
were buildings considered important by respondents but
not valued by the experts. If the goal of the case study
would have been only to identify personally important
buildings, it would have been better to leave out the ex-
pert evaluation data and let the respondents map impor-
tant buildings from the scratch, which would probably
have ended up as a different result.

One significant bias identified in the quality of the
memories was that negative memories were missing.
There were no memories, for example, about war, un-
employment or poverty, even if, in the history of Nikkilä,
there are relations to Finnish military history. The rea-
son for this bias is not clear; maybe the questionnaire
could have been designed differently to encourage look-
ing back to negative things as well.

As mentioned in the results, the heterogeneous data
set was laborious to analyse as the crowdsourcingmodel
was new and no existing analysis tools were available.
The map analysis required manual mapping of the social
media data, and the qualitative analysis of PPGIS data
was done manually as well.

For urban planning, thismethod provided a new type
of knowledge, and, beforehand, it wasn’t clear how to
use the data. During this study, it became evident that
the usefulness of the data is limited, and that planners
prefer to use reports instead of raw data in planning. In
the future, the aim is to study further how the data and

results of this studywill be used in the planning of Nikkilä.
With the use of social media, the problems relate to

the copyright and use right issues. For example, it is not
allowed to publish images shared on Instagram without
owner’s permission, and, thus, using the shared images
in planning is not straightforward. Additionally, down-
loading data fromclosed Facebook groups is against Face-
book’s rules, and, therefore, the value of the collective
memories generated on Facebook remains limited for
urban planning. Furthermore, the images shared on In-
stagram were actually rather representing instant expe-
riences than place-based memories. It seems to be dif-
ficult to facilitate social media users to answer specific
questions. Nevertheless, it is evident that facilitating the
content production on Instagram affected the users’ ac-
tivities; selected images were shared further (reposted)
by theNikkiläMemories profile, and, as users consider re-
posting of their content as a reward, that may have had
an effect on the content people share.

7. Conclusions

This study contributes to research by developing and test-
ing a crowdsourcing method that combines PPGIS and
social media. In the case study, a rarely used type of
local knowledge—place-based memories—is applied to
the planning of a small, but growing and densifying town
that has cultural heritage values. Experiences from the
case study are especially relevant in cases where a cultur-
ally sensitive planning approach is chosen. Furthermore,
results provide knowledge for further development of
the crowdsourcing model and methods that aim to com-
pare local knowledge and expert knowledge.

The results indicate that crowdsourcing is a func-
tional tool for gathering place-based memories and re-
vealing local people’s values related to old buildings and
intangible cultural heritage, and comparing local knowl-
edge with expert knowledge. Furthermore, it is appar-
ent that social media data can complement other forms
of data such as PPGIS data. Similar findings have been
identified in other studies as well (e.g., Heikinheimo et
al., 2017). In this study, social media data complemented
PPGIS data with visual representations of memories and
experiences, and provided local people a place for shap-
ing collective memories.

As Pánek and Benediktsson (2017) argue, systems
that support participatory planning can help to bridge
the gap between planners and the public. In this case,
the gap between expert knowledge and local knowledge
was bridged with a crowdsourcing model in three differ-
ent ways. First, local people’s values in relation to built
cultural heritagewere studied by comparing experts’ and
citizens’ evaluations of old buildings in Nikkilä. Second,
the intangible dimensions of Nikkilä’s cultural heritage
were identified to help planners understand the identity
of Nikkilä. Third, by developing resident profiles to be
used for evaluating planning solutions, the planners used
the data for understanding local viewpoints.
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This study revealed several challenges for using
a multi-method crowdsourcing model in collaborative
planning. As mentioned earlier, participatory planning is
an interactive process (Healey, 1997). It is arguable that
the process of Nikkilä Memories has some interactive el-
ements, and especially the use of social media added in-
teraction to the process. However, using the PPGIS tool
is mostly non-interactive in the sense that it doesn’t cre-
ate a dialogue between people and planners. Thus, from
the participatory planning perspective, it is relevant to
continue the process with interactive planning methods.

Collaborative knowledge building that aims at shared
understanding is a central element of participatory ur-
ban planning (Healey, 1999). Planning theories do not
provide tools for knowledge building in practice, and,
therefore, empirical studies that solve the challenges of
collecting, analysing and managing user-generated data
are needed. In this study, a closed Facebook group ap-
peared to be a functional tool for knowledge building,
as people were sharing and discussing their memories
there and created collective memories. However, there
is still a need for new tools to share the crowdsourcing
results with a wider audience.

As Eräranta and Staffans (2015) argue, it seems that
urban planning still is a largely report-based activity. It
became evident during the crowdsourcing project that
planners prefer static reports instead of using data with
interactive applications. An interactivewebmapwas pro-
duced but still the planners required the results as a re-
port. These findings underline the need to develop data-
oriented practices for urban planning. Moreover, there
is a need to develop a useable and efficient analysis
method for heterogeneous user-generated data. Espe-
cially the use of social media data adds challenges to
data analysis. From the crowdsourcing perspective, it is
also relevant to consider methods that allow local peo-
ple not only to participate as knowledge producers, but
also to engage people in idea generation, as argued by
Brabham (2009).
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